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CHAPTER 1

WATER SUPPLY SECURITY:
AN INTRODUCTION

Larry W. Mays
Department of Civil and Environmental Engineering
Arizona State University
Tempe, Arizona

1.1 HISTORY

A long history, in fact since the dawn of history, of threats to drinking water systems dur-
ing conflicts has plagued humans. Water has been a strategic objective in armed conflicts
throughout history. Gleick (1994, 1998, 2000) has developed a water conflict chronology
in which he categorizes the conflicts as the following: control of water resources, military
tool, political tool, terrorism, military target, and development disputes. Terrorism is
defined as, “water resources, or water systems, are either targets or tools of violence or
coercion by nonstate actors.” There are many historical conflicts that caused flooding by
diversion or eliminated water supplies by building dams or other structures, whereas in the
following only a few examples of some of the water conflicts that included water supply
systems are summarized.

During the time of King Hezekiah—the period of the First Temple (the latter part of the
eighth century B.C.), Jerusalem was under military threat from Assyria (2 Kings 20:20;
Isaiah 22:11; 2 Chronicles 32:2-4,30). The Gihon spring, located just outside the city walls,
was the main water source for the ancient city of Jerusalem (Bruins, 2002), requiring strate-
gic planning on King Hezekiah’s part. He had a water tunnel (533 m) dug to channel the
water underground into the city, with the outlet at a reservoir known as the Pool of Siloam.
Two crews of miners dug through solid limestone from both ends of the tunnel, meeting at
the same spot (Bruins, 2002).

During the second Samnite War, ca. 310 B.C., the Romans realized the need for alter-
nate water sources for Rome due to the insufficient and unreliable local supplies. The
Roman Senate procured and distributed water rights from estates surrounding Rome in
order to develop the supply and security needed for Rome.

In 1503, Leonardo da Vinci and Machiavelli planned to divert the Arno River away
from Pisa during the conflict between Pisa and Florence.

During the Civil War (1863) in the United States, General U.S. Grant cut levees in the
battle against the Confederates during the campaign against Vicksburg.
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In 1948, during the first Arab-Israeli War, Arab forces cut off the West Jerusalem water
supply.

In 1982, Israel cut off the water supply of Beirut during the siege.

In 1990 in South Africa, the pro-apartheid council cut off water to the Wesselton town-
ship of 50,000 blacks following protests over miserable sanitation and living conditions.

During the 1991 Gulf War, the Allied coalition targeted Baghdad’s water supply and
sanitation system. Discussions were held about using the Attaturk Dam to cut off flows to
the Euphrates to Iraq. Also during the Gulf War, Iraq destroyed much of Kuwait’s desali-
nation capacity during retreat. In 1993, Saddam Hussein reportedly poisoned and drained
water supplies of southern Shiite Muslims.

In Kosovo (1999), water supplies/wells were contaminated by Serbs who disposed of
the bodies of Kosovar Albanians in local wells. Serbian engineers shut down the water sys-
tem in Pristina prior to occupation by NATO. Also during that same year in Yugoslavia,
NATO targeted utilities and shut down water supplies in Belgrade.

Gleick (2000) developed a water conflict chronology (1503 to 2000) that can be found
at the following site: http://www.worldwater.org/conflict.htm.

1.2 THE WATER SUPPLY SYSTEM:
A BRIEF DESCRIPTION

The events of September 11, 2001 have significantly changed the approach to management
of water utilities. Previously, the consideration of the terrorist threat to the U.S. drinking
water supply was minimal. Now we have an intensified approach to the consideration of
terrorist threat. The objective of this chapter is to provide an introduction to the very costly
process of developing water security measures for U.S. water utilities.

Figure 1.1 illustrates a typical municipal water utility showing the water distribution
system as a part of this overall water utility. In some locations, where excellent quality
groundwater is available, water treatment may include only chlorination. Other handbooks
on the subject of water supply/water distribution systems include Mays (1989, 2000, 2002,
2003).

Water distribution systems are composed of three major components: pumping stations,
distribution storage, and distribution piping. These components may be further divided into
subcomponents, which in turn can be divided into sub-subcomponents. For example, the
pumping station component consists of structural, electrical, piping, and pumping unit sub-
components. The pumping unit can be divided further into sub-subcomponents: pump, dri-
ver, controls, power transmission. The exact definition of components, subcomponents, and
sub-subcomponents depends on the level of detail of the required analysis and, to a some-
what greater extent, the level of detail of available data. In fact, the concept of component-
subcomponent-sub-subcomponent merely defines a hierarchy of building blocks used to
construct the water distribution system. Figure 1.2 shows the hierarchical relationship of system,
components, subcomponents, and sub-subcomponents for a water distribution system.

A water distribution system operates as a system of independent components. The
hydraulics of each component is relatively straightforward; however, these components depend
directly upon each other and as a result effect the performance of one another. The purpose of
design and analysis is to determine how the systems perform hydraulically under various
demands and operation conditions. These analyses are used for the following situations:

* Design of a new distribution system
* Modification and expansion of an existing system
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¢ Analysis of system malfunction such as pipe breaks, leakage, valve failure, pump failure
* Evaluation of system reliability
* Preparation for maintenance

* System performance and operation optimization

1.3 WHY WATER SUPPLY SYSTEMS?

A distribution system of pipelines, pipes, pumps, storage tanks, and the appurtenances such
as various types of valves, meters, etc. offers the greatest opportunity for terrorism because
it is extensive, relatively unprotected and accessible, and often isolated. The physical
destruction of a water distribution system’s assets or the disruption of water supply could
be more likely than contamination. A likely avenue for such an act of terrorism is a bomb,
carried by car or truck, similar to the recent events listed in Table 1.1. Truck or car bombs
require less preparation, skill, or manpower than complex attacks such as those of
September 11, 2001. However, we must consider all the possible threats no matter how

remote we may think that they could be.

TABLE 1.1 Recent Terrorist Attacks Against American Targets Using Car-Bomb Technologies
TNT
Delivery/ equivalent
Date Target/location material (Ib) Reference

Apr. 1983  U.S. Embassy Van 2,000 www.beirut-memorial.org
Beirut, Lebanon

Oct. 1983 U.S. Marine Barracks ~ Truck, TNT 12,000 www.usmc.mil
Beirut, Lebanon with gas

enhancement

Feb. 1993 World Trade Center Van, urea 2,000 www.interpol.int

New York, U.S.A. nitrate and
hydrogen gas

Apr. 1995 Murrah Federal Bldg ~ Truck, 5,000 U.S. Senate documents
Oklahoma City, ammonium
US.A. nitrate fuel oil

June 1996 Khobar Towers Tanker truck, 20,000 www.fbi.gov
Dhahran, plastic explosive
Saudi Arabia

Aug. 1998 U.S. Embassy Truck, TNT, 1,000 news reports, U.S. Senate
Nairobi, Kenya possibly Semtex documents

Aug. 1998  U.S. Embassy Truck 1,000 U.S. Senate documents
Dar es Salaam,
Tanzania

Oct. 2000 Destroyer USS Cole Small watercraft, 440 www.al-bab.com
Aden Harbor, possibly C-4 news.bbc.co.uk
Yemen

Source: Peplow et al. (2003).
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1.4 THE THREATS

The probability of a terrorist threat to drinking water is probably very low; however, the
consequences could be extremely severe for exposed populations. Various types of threats
may have higher probabilities than others. The following four major types of threats are dis-
cussed further throughout this book. The term weaponized when referring to chemical and
biological agents means that it can be produced and disseminated in large enough quanti-
ties to cause the desired effect (Hickman, 1999).

1.4.1 Cyber Threats

* Physical disruption of a supervisory control and data acquisition (SCADA) network
* Attacks on central control system to create simultaneous failures

* Electronic attacks using worms/viruses

* Network flooding

e Jamming

 Disguise data to neutralize chlorine or add no disinfectant allowing addition of microbes

1.4.2 Physical Threats

Physical destruction of system’s assets or disruption of water supply could be more likely
than contamination. A single terrorist or a small group of terrorists could easily cripple
an entire city by destroying the right equipment.

Loss of water pressure compromises firefighting capabilities and could lead to possible
bacterial buildup in the system.

Potential for creating a water hammer effect by opening and closing major control valves
and turning pumps on and off too quickly that could result in simultaneous main breaks.

1.4.3 Chemical Threats

Table 1.2 lists some chemicals that are effective in drinking water. The list includes both
chemical warfare agents and industrial chemical poisons. There are five types of chemical
warfare (CW) agents: nerve agents, blister agents, choking agents, blood agents, and hal-
lucinogens. The list includes some of the chemical warfare agents and some of the indus-
trial chemical poisons along with their acute concentrations.

1.4.4 Biological Threats

Several pathogens and biotoxins (see Chap. 2) exist that have been weaponized, are poten-
tially resistant to disinfection by chlorination, and are stable for relatively long periods in
water (Burrows and Renner, 1998, 1999). The pathogens include, Clostridium perfringens,
plague and others, and biotoxins that include botulinum, aflatoxin, ricin, and others. Even
though water provides dilution potential, a neutrally buoyant particle of any size could be
used to disperse pathogens into drinking water systems. Other more sophisticated systems
such as microcapsules also could be used to disperse pathogens in drinking water systems.
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TABLE 1.2 Summary of Chemicals Effective in Drinking Water

Recommended guidelines’

Chemical agents ((mg/L) unless Acute concentration*
otherwise noted) 0.5L) 5 L/day 15 L/day
Chemical warfare agents
Hydrogen cyanide 25 6.0 2.0
Tabun (GA, pg/L) 50 70.0 22.5
Sarin (GB, pg/L) 50 13.8 4.6
Soman (GD, pg/L) 50 6.0 2.0
VX (ug/L) 50 7.5 25
Lewisite (arsenic fraction) 100-130 80.0 27.0
Sulfur mustard (ug/L) 140.0 47.0
3-Quinucli dinyl benzilate (BZ, pg/L) 7.0 2.3
Lysergic acid diethylamide (LSD) 0.050
Industrial chemical poisons
Cyanides 25 6.0 2.0
Arsenic 100-130 80.0 27.0
Fluoride 3000
Cadmium 15
Mercury 75-300
Dieldrin 5000
Sodium fluoroacetate* Not provided
Parathion* Not provided

*Major John Garland, Water Vulnerability Assessments, (Armstrong Laboratory, AL-TR-1991-0049), April 8-9,
1991. The author assumes acute effects (death or debilitation) after consumption of 0.5 L.

fNational Research Council, Committee on Toxicology, Guidelines for Chemical Warfare Agents in Military
Field Drinking Water, 1995, 10. Listed doses are safe.

#W. Dickinson Burrows, J. A. Valcik, and Alan Seitzinger, “Natural and Terrorist Threats to Drinking Water
Systems,” presented at the American Defense Preparedness Association 23rd Environmental Symposium and
Exhibition, 7-10 April 1997, New Orleans, LA, 2. The authors consider the organophospate nerve agent VX, the two
hallucinogens BZ and LSD, sodium cyanide, fluoroacetate and parathion as potential threat agents. They do not pro-
vide acute concentrations or lethal doses.

Hydrogen cyanide (blood agent), the nerve agents Tabun, Sarin, Soman, and VX, the blistering agents Lewisite
and sulfur mustard, and the hallucinogen BZ are potential drinking water poisons. Garland focuses on LSD (a hallu-
cinogen), nerve agents (VX is listed as most toxic), arsenic (Lewisite) and cyanide (hydrogen cyanide). Burrows,
et al., list BZ, LSD, and VX. These agents, however, are not the only chemicals a saboteur might use in drinking water.

Source:  As presented in Hickman (1999).

Because of dilution effects, the effectiveness of a bioattack would be enhanced by intro-
duction of the bioweapon near the tap.

Water storage and distribution systems can facilitate the delivery of an effective dose of
toxicant to a potentially very large population. These systems also can facilitate a lower-
level of chronic dose (for chemicals) with longer-term effects and lower-detection thresh-
olds (Foran and Brosnan, 2000).

1.5 PRIOR TO SEPTEMBER 11, 2001

Prior to September 11, 2001 the literature contained numerous articles concerning the threat
of terrorist attacks to our water supply infrastructure. A few of these included: Burrows
and Renner (1998, 1999), DeNileon (2001), Dickey (2000), Foran and Brosnan (2000),
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Grayman et al. (2001), Haimes et al. (1998), Hickman (1999), and many others. The topic
was receiving a little attention but basically the water utility industry was not implement-
ing mitigation measures to such threats.

The following news article summarizes this:

Washington, MSNBC, Jan 14. 2002—The vulnerability of the nation’s water supply isn’t in the
headlines, it’s in the details of the country’s 54,065 public and private water systems. For years,
experts have warned about the need to upgrade, repair and thoroughly assess the risk of terrorists
targeting the nation’s water supply and distribution channels. Yet most of those warnings have
been ignored, under-funded or relegated to the back burner as policy-makers addressed “more
important” projects. (By Brock N. Meeks, Washington, D.C. correspondent, MSNBC).

Before the events of September 11, 2001, there was a growing concern, by some, with
the potential for terrorist use of biological weapons (bioweapons) to cause civilian harm
(Lederberg, 1997; Simon, 1997; Burrows and Renner, 1998; Ableson, 1999; Waeckerle,
2000; Foran and Brosnan, 2000; and many others). These assumptions were focused around
two assumptions (Foran and Brosnan, 2000): that a terrorist is most likely to effectively
disperse bioweapons through air (Simon, 1997), and that we must be prepared to address ter-
rorists use of bioweapons through treatment of affected individuals, with emphasis on
strengthening the response of the health-care community (Simon, 1997; Waeckerle, 2000;
Macintyre et al., 2000). For the most part, concern was not focused on the use of bioweapons
in drinking systems (Ableson, 1999; Burrows and Renner, 1999), and much less attention
was given to preattack detection than to postattack treatment (Foran and Brosnan, 2000).

Conferences such as the one Early Warning Monitoring to Detect Hazardous Events in
Water Supplies (held May 1999 in Reston, Virginia) concluded that terrorist use of
bioweapons poses a significant threat to drinking water. Other experts have agreed that
introducing a toxin into a raw water reservoir would have little impact considering the dilu-
tion effect that several millions of gallons of water would have on a biohazard. However,
the effectiveness of an attack could be enhanced by introducing the bioweapon near the tap,
such as in the distribution system after postdisinfection (Foran and Brosnan, 2000).

The President’s Commission on Critical Infrastructure Protection (PCCIP) was estab-
lished by President Clinton in 1996. The PCCIP determined that the water infrastructure is
highly vulnerable to a range of potential attacks and convened a public-private partnership
called the Water Sector Critical Infrastructure Advisory Group. According to the PCCIP
(1997), three attributes (which are obvious) are crucial to water supply users:

* There must be adequate quantities of water on demand.
e It must be delivered at sufficient pressure.
* It must be safe to use.

The first two are influenced by physical damage and the third attribute (water quality)
is susceptible to physical damage as well as the introduction of microorganisms, toxins,
chemicals, or radioactive materials. Actions (terrorist activities) that affect any one of these
three attributes can be debilitating for the water supply system.

1.6 RESPONSE TO SEPTEMBER 11, 2001

Within a very short time after September 11, 2001 we began to see a concerted effort at all
levels of government to begin addressing issues related to the threat of terrorist activities to
U.S. water supply. Articles began appearing including: Bailey (2001), Blomgren (2002),
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Copeland and Cody (2002), Haas (2002), and many others. We saw a number of Acts
passed such as the Security and Bioterrorism Preparedness and Response Act and the
Homeland Security Act that addressed the U.S. water supply. These acts resulted in agen-
cies such as the U.S. Environmental Protection Agency (EPA) developing new protocols
to address their new responsibilities under these acts.

1.6.1 Public Health, Security and Bioterrorism Preparedness and Response
Act (“Bioterrorism Act”) (PL 107-188), June, 2002

This act requires every community water system that serves a population of more than
3,300 persons to

* Conduct a vulnerability assessment,
e Certify and submit a copy of the assessment to the EPA Administer,

 Prepare or revise an emergency response plan that incorporates the results of the vulner-
ability assessment, and

e Certify to the EPA Administer, within 6 months of completing the vulnerability assess-
ment, that the system has completed or updated their emergency response plan.

Table 1.3 lists the key provisions of the security-related amendments.

TABLE 1.3 Security-Related Amendments to Bioterrorism Act*

1. Requires community water systems serving populations more than 3300 to conduct vulnerability
assessments and submit them to U.S. EPA.

2. Requires specific elements to be included in a vulnerability assessment.

3. Requires each system that completes a vulnerability assessment to revise an emergency response
plan and coordinate (to the extent possible) with local emergency planning committees.

4. Identifies specific completion dates for both vulnerability assessments and emergency response
plans.

5. U.S. EPA is to develop security protocols as may be necessary to protect the copies of
vulnerability assessments in its possession.

6. U.S. EPA is to provide guidance to community water systems serving populations of 3300 or
less on how to conduct vulnerability assessments, prepare emergency response plans, and
address threats.

7. U.S. EPA is to provide baseline information to community water systems regarding types of
probable terrorist or other intentional threats.

8. U.S. EPA is to review current and future methods to prevent, detect, and respond to the
intentional introduction of chemical, biological, or radiological contaminants into community
water systems and their respective source waters.

9. U.S. EPA is to review methods and means by which terrorists or other individuals or groups
could disrupt the supply of safe drinking water.

10. Authorizes funds to support these activities.

*“In June 2002, the President signed PL 107-108, the Public Health, Security, and Bioterrorism Preparedness and
Response Act (Bioterrorism Act) that includes provisions to help safeguard the nation’s public drinking water sys-
tems against terrorist and other intentional acts. Key provisions of the new security-related amendments are summa-
rized in this Table.
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1.6.2 Homeland Security Act (PL 107-296), November 25, 2002

This act directs the greatest reorganization of the federal government in decades by con-
solidating a host of security-related agencies into a single cabinet-level department to be
headed by Tom Ridge, head of the White House Office of Homeland Security. It creates
four major directorates to be led by White House-appointed undersecretaries. These are the
Directorates of Information Analysis and Infrastructure Protection (IAIP)—most directly
affects USEPA and the drinking water community; Science of Technology; Border and
Transportation Security; and Emergency Preparedness and Response.

The law grants IAIP access to all pertinent information, including infrastructure vul-
nerabilities, and directs all federal agencies to promptly provide IAIP with all information
they have on terrorism threats and infrastructure vulnerabilities. IAIP is responsible for
overseeing transferred functions of the NIPC, the CIAO, the Energy Department’s National
Infrastructure Simulation and Analysis Center and Energy Assurance Office, and the
General Services Administration’s Federal Computer Incident Response Center. IAIP will
administer the Homeland Security Advisory System, which is the government’s voice for
public advisories about homeland threats as well as specific warnings and counterterrorism
advice to state and local governments, the private sector and the public.

1.6.3 USEPA’s Protocol

On October 2, 2002 the U.S. EPA announced their Strategic Plan for Homeland Security
(www.epa.gov/epahome/headline_100202.htm). The goals of the plan are separated
into four distinct mission areas: critical infrastructure protection; preparedness,
response, and recovery; communication and information; and protection of EPA per-
sonnel and infrastructure. EPA’s strategic plan lays out goals, tactics, and results for
each of these areas.

The U.S. EPA has developed a compilation of water infrastructure security website
links and tools located at www.epa.gov/safewater/security/index.html. Table 1.4 lists the
U.S. EPA’s strategic objectives to address drinking water system and wastewater utility
security needs to meet the requirements of the Bioterrorism Act for public drinking water
security.

TABLE 1.4 U.S. EPA Objectives to Ensure Safe Drinking Water*

1. Providing tools and guidance to drinking water systems and wastewater utilities.

2. Providing training and technical assistance including “Train-the-Trainer” programs.

3. Providing financial assistance to undertake vulnerability assessments and emergency response
plans as funds are made available.

4. Build and maintain reliable communication processes.

5. Build and maintain reliable information systems.

6. Improve knowledge of potential threats, methods to detect attacks, and effectiveness of security
enhancements in the water sector.

7. Improve networking among groups involved in security-related matters—water, emergency
response, laboratory, environmental, intelligence, and law enforcement communities.

*U.S. EPA has developed several strategic objectives to address drinking water system and wastewater utility
security needs and also meet requirements set forth in the Bioterrorism Act for public drinking water security. These
strategic objectives are as summarized in this table.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



WATER SUPPLY SECURITY: AN INTRODUCTION

WATER SUPPLY SECURITY: AN INTRODUCTION 1.1

REFERENCES

Ableson, P. H., “Biological Warfare,” Science 286: 1677, 1999.

Bailey, K. C., The Biological and Toxin Weapons Threat to the United States, National Institute for
Public Policy, Fairfax, VA, October 2001.

Blomgren, P., “Utility Managers Need to Protect Water Systems from Cyberterrorism,” U.S. News,
19: 10, October 2002.

Bruins, H. J., “Israel: Urban Water Infrastructure in the Desert,” in L. W. Mays (ed.), Urban Water
Supply Handbook, McGraw-Hill, New York, 2002.

Burns, N. L., C. A. Cooper, D. A. Dobbins, J. C. Edwards, and L. K. Lampe, “Security Analysis and
Response for Water Utilities,” in L. W. Mays (ed.), Urban Water Supply Handbook, McGraw-Hill,
New York, 2002.

Burrows, W. D., and S. E. Renner, “Biological Warfare Agents as Potable Water Threats,” U.S. Army
Combined Arms Support Command, Fort Lee, VA, 1998.

Burrows, W. D. and S. E. Renner, “Biological Warfare Agents as Threats to Potable Water,”
Environmental Health Perspectives. 107(12): 975-984, December 1999.

Cheng, S.-T., B. C. Yen, and W. H. Tang, “Stochastic Risk Modeling of Dam Overtopping,” in B. C.
Yen and Y.-K. Tung, (eds.), Reliability and Uncertainty Analyses in Hydraulic Design, American
Society of Civil Engineers, New York, pp. 123-132, 1993.

Clark, R. M., and R. A. Deininger, “Protecting the Nations Critical Infrastructure: The Vulnerability
of U.S. Water Supply Systems,” in L. W. Mays (ed.), Urban Water Supply Handbook, McGraw-Hill,
New York, 2002.

Copeland, C., and B. Cody, “Terrorism and Security Issues Facing the Water Infrastructure Sector,”
Order Code RS21026, CRS Report for Congress, Congressional Research Service, The Library of
Congress, Washington, DC, June 18, 2002.

DeNileon, G. P., “The Who, Why, and How of Counterterrorism Issues,” J. Am. Water Works Assoc.,
93(5): 78-85, May 2001.

Dickey, M. E., “Biocruise: A Contemporary Threat,” Counterproliferation Paper No. 7, Future
Warfare Series No. 7 available at: www.au.af.mil/au/awc/awcgate/cpc-pubs/dickey.htm, USAF
Counterproliferation Center, Air War College, Air University, Maxwell Air Force Base, Alabama,
September 2000.

Foran, J. A., and T. M. Brosnan, “Early Warning Systems for Hazardous Biological Agents in Potable
Water,” Environ. Health Perspect., 108(10): 993-996, October 2000.

Gleick, P. H., “Water, War, and Peace in the Middle East,” Environment, vol. 36, no. 3, Heldref
Publishers, Washington, DC, p. 6, 1994.

Gleick, P. H., “Water and Conflict,” in: P. H. Gleick (ed.), The World’s Water 1998—1999, Island
Press, Washington, DC, pp. 105-135, 1998.

Gleick, P. H., “Water Conflict Chronology,” available at: http://www.worldwater.org/conflict.htm,
2000.

Grayman, W. M., R. A. Deininger, and R. M. Males, “Design of Early Warning and Predictive Source-
water Monitoring Systems,” AWWA Research Foundation and AWWA, 2001.

Haas, C. N., “The Role of Risk Analysis in Understanding Bioterrorism,” Risk Anal., 22(2): 671-677,
2002.

Haimes, Y. Y., etal., “Reducing Vulnerability of Water Supply Systems to Attack,” J. Infrastruc. Syst.,
ASCE 4(4): December 1998.

Hickman, D. C., “A Chemical and Biological Warfare Threat: USAF Water Systems at Risk,”
Counterproliferation Paper No. 3, Future Warfare Series No. 3, available at: www.au.af.mil/
au/awc/awcgate/cpc-pubs/hickman.htm, USAF Counterproliferation Center, Air War College, Air
University, Maxwell Air Force Base, Alabama, September 1999.

Lederberg, J., “Infectious Disease and Biological Weapons: Prophylaxis and Mitigation,” JAMA 278:
435-438, 1997.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)

Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



WATER SUPPLY SECURITY: AN INTRODUCTION

1.12 WATER SUPPLY SYSTEMS SECURITY

Macintyre, A. J., G. W. Christopher, E. Eitzen, R. Gum, S. Weir, C. DeAtley, K. Tonat, and J. A.
Barbera, “Weapons of Mass Destruction Events with Contaminated Casualties,” JAMA 283(2):
242-249, 2000.

Mays, L. W. (ed.), Reliability Analysis of Water Distribution Systems, American Society of Civil
Engineers, New York, 1989.

Mays, L. W. (ed.), Water Distribution Systems Handbook, McGraw-Hill, New York, 2000.

Mays, L. W. (ed.), Urban Water Supply Handbook, McGraw-Hill, New York, 2002.

Mays, L. W. (ed.), Urban Water Supply Management Tools, McGraw-Hill, New York, 2003.

Simon, J. D., “Biological Terrorism: Preparing to Meet the Threat,” JAMA 278: 428-430, 1997.

President’s Commission on Critical Infrastructure Protection, Appendix A, Sector Summary
Reports, Critical Foundations: Protecting America’s Infrastructure: A-45, available at: http:/
www.ciao.gov/PCCIP/PCCIP_Report.pdf.

U.S. Army Medical Research Institute of Infectious Disease, USAMRID’s Medical Management of
Biological Causalities Handbook, available at: www.usamriid.army.mil/education/bluebook.html,
2001.

U.S. EPA, Guidance for Water Utility Response, Recovery, and Remediation Actions for Man-
Made and/or Technological Emergencies, available at: http://www.epa.gov/safewater/security/
er-guidance.pdf.

U.S. EPA, Guidance for Water Utility Response, Recovery & Remediation Actions for Man-Made
and/or Technological Emergencies, EPA 810-R-02-001, Office of Water (4601), available at: www.
epa.gov/safewater April 2002.

U.S. EPA, “Water Security Strategy for Systems Serving Populations Less than 100,000/15 MGD or
Less,” July 9, 2002.

U.S. EPA, “Instructions to Assist Community Water Systems in Complying with the Public Health
Security and Bioterrorism Preparedness and Response Act of 2002,” EPA 810-R-02-001, Office of
Water, available at: www.epa.gov/safewater/security, January 2003.

U.S. EPA, “Vulnerability Assessment Fact Sheet 12-19,” EPA 816-F-02-025, Office of Water,
available at: www.epa.gov/safewater/security/va fact sheet 12-19.pdf, also at www.epa.gov/ogwdw/
index.html, November 2002.

U.S. EPA, available at: http://www.epa.gov/swercepp/cntr-ter.html.

Waeckerle, J. F., “Domestic Preparedness for Events Involving Weapons of Mass Destruction,” JAMA
283(2): 252-254, 2000.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Source: WATER SUPPLY SYSTEMS SECURITY

CHAPTER 2
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2.1 INTRODUCTION

Waterborne pathogens had been a threat to human societies since time immemorial but dur-
ing the early part of the twentieth century, evolution of drinking-water treatment processes
and wastewater collection and discharge systems and has led to a remarkable decrease in
the level of threat posed by waterborne infectious diseases. While the modern concepts of
resource protection and drinking water treatment and control have virtually eradicated
waterborne diseases from developed countries (except for sporadic cases), the municipal
water acquisition, processing, and distribution systems have emerged as vulnerable points
in the emerging national security scenario.

Water-related microbial pathogens of public significance could be categorized into two
broad groups; water-based pathogens and waterborne pathogens. Water-based pathogens
spend part of their life cycle in water and need a vector to reach and infect their host. Some
of the best-known examples of water-based pathogens are the West Nile virus and malarial
parasite, which use mosquitoes as their vector. Since such microorganisms are not transmit-
ted solely through water, therefore, they are not potential agents of bioterrorism. The water-
borne pathogens are those transmitted through ingestion of contaminated water and generally
are orally transmitted fecal microorganisms. In such cases water acts as a passive carrier of
the infectious agents. Some of waterborne pathogens, which can potentially cause problems
in drinking-water production and distribution, include newly recognized pathogens from
fecal sources like Campylobacter jejuni, pathogenic Escherichia coli, Yersinia enterocolitica,
new enteric viruses like rotavirus, calicivirus, astrovirus, and the parasites Giardia lamblia,
Cryptosporidium parvum, and Microsporidia (Table 2.1). Besides these, some species of
environmental bacteria that are able to grow in water distribution systems have recently been
recognized as human pathogens. The examples of such bacteria include Legionella spp.,
Aeromonas spp., Mycobacterium spp., and Pseudomonas aeruginosa.

2.1
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TABLE 2.1 Pathogens of Public Health Concern
Pathogen Disease Incubation period Immunization

Salmonella enteritidis Salmonellosis 8-10hupto48h None

Salmonella enteritidis Paratyphoid fever 1-10 days Heat killed vaccine

var. paratyphi A

Salmonella typhi Typhoid fever 1-2 weeks Heat killed vaccine
some times 3 weeks

Salmonella Salmonella 1-10 days Heat killed vaccine

choleraesuis Septicemia

Shigella dysenteriae Shigellosis 1-4 days None

S. flexneri Bacillary dysentery Not more than

S. boydii 7 days

S. sonnei

Vibrio cholerae Cholera Few hours Killed vaccine
to 2-3 days

Vibrio parahaemolyticus Gastroenteritis 8-48 h —

Yersinia enterocolitica Gastroenteritis 8-48 h —

Clostridium perfringens Gastroenteritis 8-48 h —

Bacillus cereus Gastroenteritis 848 h —

Escherichia coli Endemic diarrhea 2-4 days Heat killed vaccine

enteropathogenic Max. 3 weeks

Adenovirus Gastroenteritis 1-3 days

Coxsackei virus Gastroenteritis 3-5 days None

Hepatitis A virus Hepatitis 15-50 days Passive

Norovirus Gastroenteritis 48-72h Passive

Polio virus Poliomyelitis Usually 1-2 weeks, Salk vaccine (killed);
Range 3 days Sabin vaccine (live)
to 4-5 weeks

Cryptosporidium Cryptosporidiosis ~7 days

Entamoeba histolytica Amoebiasis 3—4 weeks

Naegleria fowleri Primary amebic 3-14 days

meningoencephalitis

2.2 ETIOLOGICAL GROUPS

In the literature a wide variety of bacterial, viral, and parasitic pathogens have been reported
with characteristics that make them potential agents of concern in municipal water systems.
The factors include latency (period between pathogen excretion and acquisition of infectious
power), survival, disinfection kinetics, infectious dose, virulence, and disease episode.

2.2.1 Bacterial Pathogens

Bacteria are unicellular organisms which reproduce by binary fission. They vary rather
widely in size with diameter ranging from 0.5 to 1.5 um and length ranging from 1 to 6 um.
The three basic shapes displayed by bacterial cells include spherical cells called “cocci”
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(coccus a Greek word for berry), rod shaped cells called “bacilli” (bacillus a Greek word
for staff or rod), and spiral shaped cells called “spirilla” (spirillum a Greek word for coil).

Infectious gastroenteritis may be caused by a variety of bacterial pathogens. The most
common clinical symptom of bacterial gastroenteritis includes cramps, abdominal distress,
diarrhea, nausea, and vomiting with occasional chills, headache, and mild fever. Bacterial
pathogens are relatively less resistant in the environment, and chlorine has been shown to
be an effective disinfectant to inactivate pathogenic bacteria in drinking water.

Salmonella. The genus Salmonella is a very diverse group within the family
Enterobacteriaceae. Salmonellae are 0.8 to 1.5 um wide and 2 to 5 wm long. Salmonella
typhi (the cause of typhoid fever), Salmonella choleraesuis (occasionally causes septicemia
in humans) and Salmonella enteritidis (common cause of diarrheal infections) are some
important human pathogenic species of the genus Salmonella.

Gastroenteritis. Salmonella enteritidis, the most common cause of water- and food-
borne gastroenteritis, contains more than 2000 serotypes. Some of the most common exam-
ples of S. enteritidis serotypes are paratyphi and typhimuruim. The symptoms of
Salmonella infection start to appear approximately 6 to 24 h after ingestion of contaminated
water and can last for up to a week. Early symptoms include nausea and vomiting followed
by (few hours) abdominal cramps and diarrhea. Fever may also be experienced in occa-
sional cases. The severity of abdominal cramps and diarrhea varies greatly among subjects.
The infected persons continue to shed bacteria for up to 3 months (in few cases up to 1 year)
even after subsidence of typical symptoms. Such chronic carriers act as sources of sec-
ondary infections in communities.

Typhoid Fever. Enteric fever is caused by Salmonella typhi, which is specifically a
human pathogen causing typhoid fever. Salmonella enteritidis var. paratyphi A, B, and C
are also known to cause a relatively milder type of typhoid fever. The incubation period for
Salmonella enteritidis var. paratyphi can vary from 1 to 10 days, whereas, Salmonella typhi
have a longer incubation period ranging from 7 to 30 days. Bacteria enter the body through
M cells in the intestinal tract and multiply in the spleen and liver. Thereafter large numbers
of bacteria are released into the bloodstream resulting in high fever. These symptoms can
persist for 2 to 3 weeks. Finally bacteria move to the gallbladder and in a few cases can per-
sist there for years. Such chronic carriers, which can shed bacteria for years are a major
public health concern. A classic case of chronic carrier is the infamous Typhoid Mary
(Mary Mallon), a professional cook in New York City, who was responsible for several out-
breaks in the eastern United States during early years of the twentieth century.

The infection with S. typhimurium is usually self-limiting but may become systemic in
infants, toddlers and immunocompromised subjects. In case of S. typhimurium infection
antibiotics administration is recommended only when the infection becomes systemic,
whereas, Salmonella typhi infection generally needs to be treated with antibiotics. People
with cancer and AIDS when infected with S. choleraesuis, S. enteritidis var. paratyphi, and
S. typhimurium have been reported to develop typhoid like disease.

The survival of Salmonella in an aquatic environment is affected by a variety of physical-
chemical factors such as UV light, temperature, natural organic matter, nutrients, and
antibiotics. Conventional water treatment processes (coagulation, sedimentation and filtra-
tion) along with chlorination have been proved effective against Salmonella. A chlorine
residual level of 0.2 mg/L, in water distribution systems is needed to ensure the safety of
water at the consumer end.

Shigella. The genus Shigella is a member of the family Enterobacteriaceae. Shigellae are
0.3- to lum-wide and 1- to 6-um-long gram-negative bacilli. The genus consists of four
species: S. dysenteriae, S. flexneri, S. boydii, and S. sonnei. Shigellae are not part of normal
flora of human digestive tract, and they have well-developed virulence factors. There has
been a gradual increase in the number of reported Shigellosis outbreaks in the United States
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during the last 50 years as against Salmonellosis outbreaks, which have been relatively sta-
ble during the same time period.

Shigellae cause an acute intestinal disease called bacillary dysentery. Clinical symp-
toms include diarrhea, abdominal cramps, vomiting, and fever. The colonic mucosa is dam-
aged with the progression of disease resulting in ulceration. The liquid stools often contain
blood and mucus.

Shigella species are highly infectious with an IDs, for humans of 10 to 100 bacteria.
This low 1D, is partly due to the fact that Shigella species are resistant to an acid environ-
ment. S. dysenteriae, the most virulent species causing the severest form of dysentery, is
uncommon in the United States and is prevalent in the eastern hemisphere. S. sonnei
and S. flexneri have been the major cause of shigellosis in the United States. The incuba-
tion period for shigellosis is usually 24 to 72 h. The disease is normally self-limiting in
adults and can last from 4 to 7 days. Antibiotics are known to reduce the severity and duration
of the disease episode and also help reduce the risk of secondary complications but appear to
prolong the carrier state of subjects. Organisms are shed over a period of 1 to 2 weeks.

Shigellae are easy to control as they are sensitive to the chlorine concentrations nor-
mally used in water treatment processes and maintained in distribution system (Table 2.2).
They are not good competitors in the environment and are reported to survive for up to
4 days in river water.

TABLE 2.2 Inactivation of Microbes using Chlorine

Contact Reduction

Bacteria CL, (mg/L)  Temp. (°C) pH time (min) (%)
Campylobacter jejuni 0.1 25 8.0 5 99.99
E. coli 0.2 25 7.0 15 99.99
Legionella pneumophila 0.25 21 7.6-8.0 60-90 99
Mpycobacterium chelonei 0.7 25 7.0 60 99.95
Mycobacterium fortuitum 1.0 — 7.0 30 99.4
Mpycobacterium 0.15 — 7.0 60 70
intracellulare
Salmonella typhi 0.5 20 — 6 99
Shigella dysentriae 0.05 20-29 7.0 10 99.6-100
Vibrio cholerae 1.0 20 7.0 <1 100
S Strain
Vibrio cholerae 2.0 20 7.0 30 >5 logs
R Strain
Yersinia enterocolitica 1.0 20 7.0 30 92
Adenovirus 0.2 25 8.8-9.0 40-50s 99.8
Hepatitis A 0.42 25 6 1 99.99
Norovirus 0.5-1.0 25 7.4 30 Not completely

inactivated

Rotavirus 0.5-1.0 25 7.4 30 100
Cryptosporidium parvum 80 25 7.0 90 90
Entamoeba histolytica 1.0 22-25 7.0 50 100
Giardia lamblia 1.5 25 6.0-8.0 10 100
Naegleria fowleri 0.5-1.0 25 7.3-74 60 99.99

Source: Centers for Diseases Control and Prevention, Effect of Chlorination on Inactivating Selected
Microorganisms, Safe Water System, CDC.
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Escherichia coli O157:H7. The genus Escherichia is a member of the family Entero-
bacteriaceae. Escherichia are 0.5 to 2 um in size. There are hundreds of strains of the bac-
terium Escherichia coli, and most strains are harmless and live in the intestines of healthy
humans and animals.

The serological classification of E. coli is based on the two types of surface components:
O antigen of LPS (O), which identifies the serogroup of the strain and H antigen of flagella
(H), which identifies its serotype. Pathogenic strains have been categorized into five
virotypes—enteropathogenic E. coli (EPEC), enterotoxigenic E. coli (ETEC), enteroinva-
sive E. coli (EIEC), enterohemorrhagic E. coli (EHEC), and enteroaggregative E. coli
(EAggEC). The diarrhea due to EPEC and ETEC strains is more commonly seen in devel-
oping countries, whereas, EHEC is more prevalent in developed countries such as the
United States and Canada. This could be due to lack of EHEC virotypes identification
capabilities in developing countries. The infectious dose for all the virotypes is fairly high
(in the range of 10® to 10'%) except for enterohemorrhagic E. coli (EHEC) in which case it
is quite low like Shigella.

The disease caused by EHEC strains is more similar to Shigella dysentery than to the
diarrhea caused by ETEC and EPEC strains. E. coli O157:H7 is the predominant serogroup
among EHEC strains. E. coli O157:H7 produces a powerful toxin (Verotoxin), which is
similar to Shiga toxin and can cause intense inflammatory response. Infection with this
virotype can be fatal due to acute kidney failure (hemolytic-uremic syndrome) caused by
toxins. E. coli O157:H7 has become a source of concern as the dose required to trigger
infection can be as low 200 cells or less.

E. coli O157:H7 was first recognized as a human pathogen in 1982. It can cause
extremely bloody to nonbloody diarrhea and renal failure in humans. The disease is charac-
terized by severe abdominal pain and cramps followed by sudden onset of diarrhea (bloody
or nonbloody), rare vomiting and lack of fever. The incubation period ranges from 72 to 96 h
and the illness generally lasts for 1 week but it may persist longer under certain conditions.
E. coli has been reported to survive fairly well in source and finished waters. Water temper-
ature, nutrient levels and UV light are some of the factors affecting its survival in natural
waters. In source waters similar survival times have been reported for both the pathogenic
and nonpathogenic E. coli. Chlorine and ozone are effective for rapid inactivation of E. coli
strains. The C X T, value for E. coli is reported at 0.2 mg min/L (Table 2.2). The inactiva-
tion kinetics of various E coli strains does not vary widely.

Yersinia. The genus Yersinia is a member of the family Enterobacteriaceae. Yersiniae
are 0.5 to 0.8 um in diameter and 1 to 3 um in length. There are eleven species of this bac-
terium, however Yersinia enterocolitica and Yersinia pseudotuberculosisis are the two
species, which can cause disease through ingestion of contaminated water. One of the
unique features of both these strains is that they can grow at 4°C. The most common illness
caused by Yersinia enterocolitica is acute enterocolitis, which can occur in all age groups
but is common in children. The most prevalent serotypes of Y. enterocolitica, found in the
United States and Canada, are O:3, O:5, O:8, 0:9, and O:27.

This bacterium has a relatively long incubation period, which can range from 4 to 10
days and symptoms may last for 2 weeks. The typical symptoms include diarrhea, abdom-
inal pain, and sometimes fever. In some cases bacteria may infect the mesenteric lymph
nodes, resulting in symptoms suggestive of acute appendicitis. In some cases (subjects
with histocompatibility antigen HLA-B27) arthritis of peripheral joints may develop 2 to
6 weeks after gastrointestinal infections with Y. enterocolitica has cleared. Immuno-
compromised people have a greater risk of developing bacterimia (disseminated
Yersiniosis), which can be life threatening. The infection with Yersinia pseudotuberculo-
sisis results in symptoms similar to those caused by Y. enterocolitica but is more likely to
become systemic.
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In general, all strains of Yersinia are sensitive to chlorine, but strain-to-strain varia-
tion in sensitivity has been reported. However, this variation in chlorine sensitivity has
not shown to present significant risk. A residual chlorine level of 0.2 mg/L in distribu-
tion systems is enough to kill Yersinia strains. The routine water treatment process, with
adequate chlorination practices, is deemed to prevent the public health risk from Yersinia
infection.

Vibrio. The genus Vibrio is a member of the family Vibrioaceae. Vibrios are gram-
negative, aerobic, nonsporulating curved rods with a single polar flagellum. Cholera is
caused by toxigenic Vibrio cholerae, which is divided into two major serogroups—the O1
and non-O1 (now referred as 0139 Bengal). Although the serogroup O1 has different vari-
ants it is divided into two biotypes—El Tor biotype and classical biotype. Historically
cholera is considered an old world disease. The most recent epidemics have occurred in the
Indian subcontinent and in central and south America.

This disease is characterized by a sudden onset of diarrhea accompanied by nausea,
vomiting, abdominal pain, and severe dehydration resulting in the loss of skin plasticity and
visibly sunken eyes of cholera victims. A person with full-blown cholera can lose 20 L of
water daily. In a typical case stools are termed “rice water stool” due to the fact that stools
become so dilute that it is almost clear and contains flecks of mucus. A prompt response
with continuous rehydration is required to avoid collapse, shock, and death. The incubation
period may range from few hours to 3 days. The organisms persist in the intestinal tract for
several weeks after recovery and convalescents may shed Vibrios in feces for 2 to 3 weeks.
Cholera is strictly an intestinal infection and never reaches bloodstream or results in sys-
temic infection and is ordinarily self-limiting.

Vibrio cholerae is an autochthonous member of aquatic microflora of rivers and estuar-
ies. The close association of Vibrio cholerae with surface waters plays an essential role in
its spread. It survives better in saline water than freshwater. It persists in the environment
because it can grow in saltwater or in freshwater. Chlorine is effective for inactivation of
Vibrio cholerae and variation in inactivation kinetics of various Vibrio cholerae strains has
been observed (Table 2.2).

Campylobacter. The genus Campylobacter belongs to the family Vibrioaceae, which
was described in 1919 as an animal pathogen. Campylobacters are gram-negative curved
rods with polar flagellum and are 0.2 to 0.5 um wide and 0.5 to 5.0 pum long. There are 14
species of this genus but C. jejuni, C. upsaliensis, and C. coli are of the greatest concern to
humans. These species have been known as animal pathogens since the early part of the last
century, but their pathogenic potential for humans was not discovered until the 1970s.
Campylobacters have become increasingly important because their infective dose is low.

The disease symptoms are similar to those of Salmonellosis. The incubation period is 2
to 10 days. The bacterium invades the epithelium of the small intestine, causing inflamma-
tion. Symptoms include a sudden onset of diarrhea preceded by abdominal cramps or
severe pain, high fever and severe inflammation of intestine along with ulceration. The
diarrhea may be profuse, watery, or in some cases bloody.

Campylobacters have been shown to survive for a few hours at high temperatures
(37°C) but their survival potential increases with decreasing temperatures, and they can
survive for several days at 4°C. Survival was enhanced by the presence of other microor-
ganisms and especially in biofilms (Buswell et al., 1998). In cold groundwater, campy-
lobacters have been shown to survive for several weeks (Gondrosen, 1986) and are able to
exist as viable but nonculturable (VBNC) cells (Cappelier and Federighi, 1998; Holler,
1998), the virulence of which is not clear (Koenraad et al., 1997; van der Giessen et al.,
1996). The survival potential and the role of VBNC stages of campylobacters in drinking-
water distribution systems is not clear. Normal disinfection procedures in conventional
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water treatment plants are effective for inactivation of campylobacters as they are more sus-
ceptible to chlorine than E. coli.

Legionella. The genus Legionella belongs to the family Legionellaceae. They are gram-
negative nonspore forming rods, 0.2 to 0.8 um wide and 2 to 20 um long. This genus
includes about 40 species and approximately 60 serotypes. Legionella pneumophila
serotype 1 is of the greatest concern for human health. It was discovered in 1976 when an
outbreak occurred among veterans in a hotel in Philadelphia. Legionella longbeachae,
L. micdadei, and L. bozemanii are among some of the other species which have been
reported as human pathogens.

Legionella species can cause two different types of diseases, Legionnaires disease, and
Pontiac fever. While ingestion as a cause of infection is very rare, both diseases are caused
by inhaling aerosols containing Legionella organisms. Legionnaires disease is a severe res-
piratory illness. The incubation period of this disease ranges from 2 to 10 days, with an
attack rate of 1 to 6 percent. Bacterial infection results in severe lung inflammation char-
acterized by pneumonia. Individuals with weak immune system and underlying disease
conditions are at greater risk of contracting the disease. Pontiac fever is a nonpneumonic,
influenzalike self-limiting disease. The incubation of Pontiac fever is much shorter than
Legionnaires disease, ranging from 24 to 48 h.

Legionella species are commonly found in freshwater and soil and thrive over a wide
temperature range (5 to 60°C). Legionella are known to be able to evade a water purifica-
tion system by internalizing in protozoan parasites such as Amoeba. Legionella species,
introduced into drinking water from the environment, are able to grow under favorable con-
ditions in cold- and hot-water distribution systems, heaters, pools, and spas. Growth occurs
also in cooling towers. The amount of nutrients and the temperature are the major deter-
mining factors in the growth of this Legionella in distribution systems. The highest num-
bers of Legionella organisms are found in water samples with temperatures of 30 to 40°C
and tend to decrease at temperatures greater than 50°C. Temperatures from 60 to 70°C
cause a rapid die off (within minutes or seconds) of Legionella (Hoge and Breimen, 1991).

2.2.2 Viral Pathogens

More than 140 different types of enteric viruses belonging to approximately 15 different
groups have been reported to cause waterborne outbreaks in the human population. The
magnitude of the waterborne epidemics with a viral etiology can be quite large, like the one
that occurred in Delhi, India, in 1955, during which the number of infected persons was
estimated at 1 million (Dennis, 1959). Enteric viruses have been detected in many ground-
water sources in the United States (Abbaszadegan et al., 2003). Based on the epidemiolog-
ical significance, waterborne enteric viruses can be divided into two major categories. The
first category, gastroenteritis viruses, comprises the viruses implicated as agents of gas-
troenteritis such as human calicivirus, rotavirus, and astroviruses. The second category,
pathogenic viruses, encompasses viruses that cause viruses unrelated to human gut epithe-
lium such as hepatitis A, poliovirus, and hepatitis E virus. Volunteer studies have revealed
that some enteric viruses are highly infective (i.e, one or a few tissue culture infectious units
suffice to initiate an infection) with the risk of infection being 10 to 10,000-fold higher than
that for bacteria at the same level of exposure (Rose and Gerba, 1991).

Adenovirus. Adenoviruses belong to the family Adenoviridae, which includes human
and animal serotypes. About 50 different serotypes of Adenovirus have been reported,
which can cause respiratory, ocular, genitourinary and enteric infections in humans, but
only the serotypes 31, 40, 41, 43—47 have been reported to cause gastroenteritis. The icosa-
hedron virions are about 80 nm in diameter and have a double stranded DNA genome.
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Although Adenovirus infection is more common in children, it can infect all age groups.
The incubation period can range from 1 to 3 days. Typical gastroenteritis symptoms include
vomiting and watery diarrhea, which can last for several days. The infected individuals are
known to shed viruses in their feces for weeks or months after recovery.

Adenovirus serotype 40 and 41 are the two most common causes of gastroenteritis. In
aquatic and terrestrial environments these adenoviruses serotypes have shown better sur-
vival rate than other enteric viruses such as Hepatitis A and enteroviruses. The UV doses
of 30 and 23.6 mW -s/cm? are required to achieve 90 percent inactivation of serotypes 40
and 41, respectively. Whereas in the case of poliovirus type 1 the same level of inactiva-
tion can be achieved by a UV dose of 4.1 mW -s/cm?.

Astroviruses. Astroviruses were first described in 1975 and belong to the family
Astroviridae. They are named astro because they have a characteristic star-shaped surface
when observed by an electron microscope. Astroviruses have a nonenveloped virion 28 to
30 nm in diameter. They have a positive strand single stranded RNA genome with a poly-
A tract at 3 terminus. Seven serotypes of human Astrovirus have been reported.

Astrovirus gastroenteritis is principally seen in young children, and it is estimated that
70 percent of children will have at least one incident of gastroenteritis with this virus. It
can cause serious infection in immunocompromised and geriatric patients. The incubation
period can last up to 4 days. Symptoms include abdominal discomfort, vomiting, and
watery diarrhea, which can last for 1 to 4 days. Infected individuals are known to shed high
number of viruses (~10® per gram of feces) even after recovery.

Astroviruses have been isolated from river water. Astrovirus virions are stable at 60°C
for 5 minutes, but the information on disinfection of Astroviruses using chemical and other
physical agents is lacking. However recent data on astrovirus survival in chlorinated drink-
ing water show that inactivation requires at least 0.5 to 1 mg/L of free chlorine (Gofti-
Laroche, 2003).

Hepatitis A. Hepatitis A belongs to the family Picornaviridae. The virion is a nonen-
veloped icosahedral particle 27 nm in diameter. Hepatitis A has been grouped into several
different genotypes. Genotypes III and I are primarily responsible for human illness. The
symptoms of Hepatitis A infection include, malaise, loss of appetite, nausea, vomiting, dark
urine, scleral icterus (yellowing of eyes), jaundice (yellowing of skin), and tender liver. The
incubation period can be from 15 to 50 days. Fecal shedding of viruses starts even two
weeks before the infected individuals start to show clear symptoms, and the shedding
declines with the onset of acute phase of illness.

Hepatitis A is one of the most resistant waterborne viruses, which can survive high tem-
peratures, drying desiccation, and extreme pH levels for hours. At lower temperature it can
survive for months to a year in environmental water (Alum, 2001). Compared to other
waterborne viruses Hepatitis A has shown a greater degree of resistance to chemical oxi-
dants or disinfectants, and during conventional water treatment processes a 2-log removal
of Hepatitis A has been reported. Chemical or physical disinfectants when used under opti-
mal conditions can effectively achieve 3 to 4 logs inactivation.

Hepatitis E.  Hepatitis E belongs to the family Caliciviridae. The virion is a nonenveloped
icosahedron 32 nm in diameter, with a single stranded RNA genome. This virus is preva-
lent in Asia (especially the Indian subcontinent), North Africa, and part of Eastern Europe
but is rarely seen in North America. Hepatitis E can cause subclinical symptoms in children
but in adult population the symptoms are indistinguishable form Hepatitis A infection. The
symptoms (jaundice) of Hepatitis E infection are generally more severe than Hepatitis A
infection and last longer with greater bilirubin levels. In the general population, the fatality
rate for Hepatitis E infection ranges from 0.1 to 4 percent, but in pregnant women the death
rate can be as high as 20 percent. The incubation period of Hepatitis E infection in humans
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can range between 2 to 8 weeks with an average of 5 to 6 weeks. The infected individuals
start to shed viruses with feces even before the appearance of symptoms and continue to
shed viruses during the acute phase of illness. The virus particle is extremely labile and
loses its outer layer during storage at 4 C. The standard chlorination practice has been
shown to be effective in controlling the waterborne spread of this virus.

Norovirus. Human calicivirus was first discovered in 1972. Since then many different
strains have been identified from around the world. These viruses belong to the family
Caliciviridae, which recently has been reclassified with four genera: Vesivirus, Lagovirus,
Norovirus, and Sapovirus. The genus Norovirus, which includes Norovirus and the genus
Sapovirus, which includes Sapporo virus, are of public health concern. Personnel on air-
craft carriers and cruise ships have traditionally been crippled due to one of the Norovirus
strains (Cruise ship strain). Viral gastroenteritis due to a Norovirus was the single most
common cause of disability of the American troops deployed in the Persian Gulf during
Operation Desert Shield. The huge economic losses suffered by the cruise ship industry in
the United States during the summer of 2002, points to the magnitude of public health threat
from Noroviruses.

The virus particles are nonenveloped and icosahedral with diameters ranging from 27 to
40 nm, and then have a single stranded RNA genome. Based on volunteer studies it is
assumed that the incubation period can range from 48 to 72 h. The principal symptom in
children is diarrhea with vomiting, whereas adults tend to have diarrhea with no vomiting.
Occasionally additional symptoms such as abdominal pain, cramping, nausea, and low-
grade fever, are also seen. Depending on the strain, the symptoms can persist from 1 to 11
days. Due to the lack of in-vitro infectivity assay, no information on the stability of human
caliciviruses in the environment is available at this time. The data based on molecular tech-
niques suggest that these viruses are more resistant than most enteroviruses.

Rotaviruses. First discovered in 1973, rotaviruses belong to the family Rotaviridae.
Based on the capsid antigen VP6, rotaviruses are divided into six serogroups, A-F. Groups
A, B, and C are found in humans and animals, whereas groups D, E, and F are exclusively
found in animals. Most human rotaviruses fall into group A, which is the most studied
serogroup. Serogroup A has been further divided into various serotypes using two differ-
ent classification systems. Fourteen serotypes (G1 to G14) have been defined on the bases
of variation in antigen VP7, whereas 8 serotypes (P1 to P8) have been defined on bases of
VP4 antigen variation. Human group A rotaviruses fall into 5 P serotypes (P1A, P1B, P2A
P3A and P4), and into 10 G serotypes (G1 to G6, G8, G9, G10, and G12). The G serotypes
1,2, 3, and 4 are commonly found in humans and 6, 8, 9, 10, and 12 are rare. The serotypes
G1 and P3A are the major cause of rotavirus gastroenteritis worldwide. Rotavirus is a major
cause of diarrhea in infants and children and also a primary cause of traveler’s diarrhea. By
age 5 nearly every child has had an episode of rotavirus gastroenteritis. The incubation
period can be 1 to 3 days. A typical symptom is vomiting, which generally precedes diar-
rhea that lasts for 4 to 5 days and can result in severe dehydration. The infected person con-
tinues to shed large number of viruses in feces for 3 to 7 days (Polanco-Marin et al., 2003).
The chlorination practices normally used by water utilities in the United States have been
shown to be effective in controlling the waterborne spread of this virus.

2.2.3 Parasitic Pathogens

Waterborne parasites have played a major role in shaping the history of mankind and they
continue to challenge human civilization until today. Because of their larger size and visi-
bility they have been known since ancient times. Dracunculus medinensis the “fiery ser-
pent of Moses” was mentioned in biblical writings. Giardia lamblia was discovered by
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Leewonhoek in 1681, and still continues to be a significant public health threat. Of nearly
20,000 protozoan parasites, about 20 genera are known to cause diseases in humans. Water
utilities will continue to face the challenges posed by centuries old and newly emerging par-
asites and their resting stages.

Acanthamoeba. Members of the genus Acanthamoeba are commonly found in freshwa-
ter, brackish water, sewage, and soil. Approximately 20 different species of Acanthamoeba
have been reported of which six species (A. castellanii, A. culbertsoni, A. divionensis,
A. healyi, A. rhysodes, and A. polyphaga) are reported to cause chronic and fatal infection of
the human brain, skin, and eye, and in the environment they feed on bacteria. Acanthamoeba
has two stages in its life cycle—the trophozoite and the cyst. The trophozoites, which are the
infectious stage of Acanthamoeba, are uninucleate and 15 to 45 um in size. Under adverse
conditions Acanthamoebas differentiate into cysts, which are double-walled.

Acanthamoebas cause a fatal disease of the central nervous system called granuloma-
tous amebic encephalitis (GAE), and immunocompromised individuals are more likely to
contract this disease. There is no clearly defined incubation of GAE, and the disease pro-
gresses slowly. Some of the characteristic symptoms include headache, irritability, dizzi-
ness, drowsiness, confusion, and seizures. Hemorrhagic necrosis of CNS parenchyma is
visible under microscopic examination. Trophozoites and cysts can be found in lymph
nodes, skin, liver, lungs, and kidney. Acanthamoebas are also known to cause a disease
called Acanthamoeba keratitis, which can result in chronic ulceration of cornea and even-
tual blindness.

Acanthamoeba cysts are able to withstand adverse conditions and can survive for a long
time in environment. Acanthamoeba cysts are very resistant to chlorine.

Cryptosporidium Parvum. Cryptosporidium is a protozoan parasite that has been known
for almost 100 years, but it was not until 1955 that this parasite was recognized as an animal
pathogen and in 1976 as a human pathogen. It has several species, which can infect animals
such as chicken (C. baileyi)), turkey (C. meleagridis), cat (C. felis), mouse (C. muris),
guinea pig (C. ucarairi), reptiles (C. serpentis), and fish (C. nasorum). Cryptosporidium
parvum is the principal species that can infect humans and livestock. Cryptosporidium is
responsible for large outbreaks in the United States, including the 1993 epidemic in
Milwaukee during which an estimated 403,000 people became ill with more than 100
deaths.

C. parvum is an obligate parasite that can multiply only within its host. C. parvum has
a complex life cycle that results in the production of a hardy stage, the oocyst (5 to 7 um in
diameter), which is shed with the feces. These oocysts are able to survive for weeks to
months in the environment (DeRegnier et al., 1989; Rogers et al., 1994).

The average incubation period varies widely but is usually about 7 days (Ungar, 1990;
Dupont et al., 1995). The most prominent symptom of intestinal C. parvum infection is
watery diarrhea, which can result in dehydration and weight loss (Arrowood, 1997; Fayer
& Ungar, 1986; Ungar, 1990). Other symptoms include nausea, abdominal cramps, vomit-
ing, and mild fever.

In healthy persons, C. parvum causes subclinical infections and self-limiting diarrhea.
The infection is limited by the immune response that eventually clears the parasite.
Infections in immunocompromised persons, or those with underlying illnesses, are persis-
tent and heavy, and can be fatal. In immunocompetent individuals the duration of the infec-
tion can range from 7 to 14 days, but in immunocompromised individuals the duration can
be 23 to 32 days (van Asperen et al., 1996). Volunteer studies have demonstrated that the
infectious dose of this parasite can be very low ranging from 10 to 100 oocysts (Smith et al.,
1993; Teunis et al., 1996). Infected individuals are known to excrete high numbers of
oocysts (1.44 x 10! cysts/day/patient) with the feces.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



MICROBIOLOGICAL CONTAMINANTS AND THREATS OF CONCERN

MICROBIOLOGICAL CONTAMINANTS AND THREATS 2.1

Cryptosporidium oocysts are resistant to environmental stresses and can survive for
months under cold and moist conditions, but are known to lose infectivity under excessive
heat and dry conditions. Cryptosporidium oocysts are very resistant to chlorine (Table 2.2).

Entamoeba Histolytica. Although amoebic protozoans are known to parasitize a wide
range of animals, only members of the genus Entamoeba are known to be pathogenic to
their hosts. The genus Entamoeba belongs to the family Entamoebidae in the Superclass
Rhizopoda. The members of the genus Entamoeba commonly found in man are E. his-
tolytica, E. hartmani, E. coli, and E. gingivalis (Stanley, 2003; Kitchen, 1999).

Entamoeba historlytica is potentially the most pathogenic parasite and the third leading
cause of sickness and death worldwide. It is estimated to infect about half a billion people
and causes about 100,000 deaths per year. Entamoeba histolytica has two stages in its life
cycle—the trophozoites (the feeding stage of the parasite) that live in the host’s large intes-
tine and cysts that are passed in the host’s feces. The trophozoites have finely granular cyto-
plasm with single pseudopodia and are 10 to 35 pum in size. Cysts are rounded or
cigar-shaped with condensed chromatoidal material and are 10 to 25 um in size.

In the case of mild intestinal infection the symptoms of “amoebiasis” are intermittent
and mild (various gastrointestinal upsets, including colitis and diarrhea). The moderate
intestinal infection results in diarrhea, constipation, and malaise. In more severe cases the
trophozoites destroy the mucosal lining of the host’s large intestine resulting in dysentery,
low-grade fever, and deep flask-shaped ulcers. The trophozoites can enter the circulatory
system and infect other organs, such as liver, lungs, and brain, which are often fatal (Noble
et al., 1989).

The Entamoeba histolytica cysts are the infective stage and are acid tolerant (Lyles,
1969; Kulkarni et al., 1993; Stanley; 2003) as against the trophozoites that rarely survive
in the stomach and are commonly found in the lower small intestine, cecum, and large
intestine (Lyles, 1969; Read, 1972; Noble et al., 1989). Entamoeba histolytica can sur-
vive for a week in soil, whereas the cysts can survive for months in moist conditions and
are able to withstand a range of temperatures and drying out (Read, 1969; Moat, 1979;
Noble et al, 1989). In water cysts can remain viable for up to 30 days. Chlorine has been
reported to be effective for inactivation of Entamoeba histolytica (Table 2.2).

Microsporidia. Microsporidia is the common name for a group of very small (0.5 x
1.2 um), obligate intracellular parasites belonging to the phylum Microspora (Shadduck
and Greeley 1989). It had been known for some time that they can cause diseases in ani-
mals but recently they have also been recognized as human pathogens, primarily in
immunocompromised patients. The genera that infect humans include Encephalitozoon,
Enterocytozoon, and Nosema (Despommier et al., 1995). The principal species, which
cause diarrhea and cholangiopathy in AIDS patients, are Entercytozoon bieneusi and
Encephalitozoon intestinalis (Pol et al., 1993). A recent survey showed that almost 40
percent of AIDS patients with diarrhea excrete these pathogens with feces (Kotler,
1995).

The variations in the survival capabilities of Microsporidia species under different envi-
ronmental conditions have been reported. Very little is known about the occurrence and
distribution of human-pathogenic microsporidia in the environment and most of the infor-
mation available is based on animal Microsporidia. E. cuniculi spores can remain viable for
4 months in environment.

Naegleria. The genus Naegleria is a member of the super-class Rhizopodea, which also
includes the free-living amoebae Acanthamoeba, Entamoeba histolytica, Hartmannella,
and Balamuthia. There are several species of Naegleria but N. fowleri is the only species
in this genus known to produce human disease. N. fowleri is a free-living amoeba, which
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can cause primary amebic meningoencephalitis (PAM) in humans. N. fowleri infections are
more common in children and young adults but they can infect individuals in all age groups.
Although swimming or diving in warm water contaminated with N. fowleri is the most
common way of contracting the disease, other modes of transmission cannot be ruled out.
Naegleria fowleri contaminating a community drinking water supply in the United States
was responsible for the deaths of two 5-year-old boys in October 2002. The difficulty in
early diagnosis of this disease along with low infective dose and rapid fatality make it a sig-
nificant waterborne public health concern.

The incubation period can range from 3 to 14 days. The symptoms include abrupt onset
of fever, headache, nausea, and vomiting. In some cases a prodromal stage of altered taste
(ageusia) and smell (parosmia) has also been associated with the disease. About 75 percent
patients show changed mental status, which is followed by rapid deterioration to coma and
death. The trophozoites of N. fowleri enter the nose and invade the olfactory mucosa. They
cross the cribriform plate after penetrating the submucosal nervous system, and eventually
gain access to the subarachnoid space.

N. fowleri is thermophilic in nature and survives temperatures up to 45°C (113°F). It is
found in surface and ground water, water distribution systems, heated swimming pools, and
even hot springs. When water temperatures fall, N. fowleri encyst and enter a dormant
stage, which allows them to survive until the next summer. Chlorine has also been reported
to be effective against N. fowleri in water distribution systems (Table 2.2).
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CHAPTER 3

VULNERABILITY
ASSESSMENT, EMERGENCY
RESPONSE PLANNING:
SUMMARY OF WHAT'S
AVAILABLE

Larry W. Mays
Department of Civil and Environmental Engineering
Arizona State University
Tempe, Arizona

3.1 INTRODUCTION

Title IV of PL 107-188 (Public Health, Security, and Bioterrorism Preparedness and
Response Act, “Bioterrorism Act of 2002”) requires community water systems (CWSs)
serving populations greater than 3300 to conduct vulnerability assessments and submit
them to the USEPA. In addition the community water systems must prepare an emergency
response plan that incorporates the results of the vulnerability assessment. The dates of
compliance are listed in Table 3.1.

3.2 VULNERABILITY ASSESSMENT

3.2.1 What is Vulnerability Assessment?

The common elements of vulnerability assessments are as follows:

 Characterization of the water system, including its mission and objectives.

* Identification and prioritization of adverse consequences to avoid.

» Determination of critical assets that might be subject to malevolent acts that could result
in undesired consequences.

* Assessment of the likelihood (qualitative probability) of such malevolent acts from
adversaries.

3.1
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TABLE 3.1 Provides the Dates by Which CWSs Must Comply with the Above Requirements

Column A Column B Column C
Systems serving Submit VA and VA Certify ERP within 6 months
population of Certification” prior to of VA but no later than*
100,000 persons or greater March 31, 2003 September 30, 2003
50,000 to 99,999 persons December 31, 2003 June 30, 2004
3301 to 49,999 persons June 30, 2004 December 31, 2004

fCompliance with these deadlines is determined by the date of the postmark or the date the courier places on the
mailing label of the submission.

#VA certifications submitted to EPA earlier than the dates shown in Column B means that the CWS must sub-
mit an ERP certification earlier than the dates shown in Column C.

* Evaluation of existing countermeasures.

* Analysis of current risk and development of a prioritized plan for risk reduction.

Obviously the complexity of vulnerability assessments will range based upon the design
and operation of the water system. The relative points to consider for each of the above
basic elements are in Appendix 3A.

The Association of State Drinking Water Administrators and the National Rural Water
Association (www.asdwa.org and www.nwra.org ) developed the utility guide for security
decision-making shown in Fig. 3.1. The Washington State Department of Health (2003)
(http://www.doh.wa.gov/ehp/dw/Security/Tools.htm) presented Table 3.2, which shows a
simple way to consider a system.

3.2.2 Security Tools

Several methods are available to perform vulnerability assessments including the following:

Risk Assessment Methodology for Water Utilities (RAM-WSM) was developed in coop-
eration with the Energy Department’s Sandia National Laboratories with funding from
U.S. EPA. RAM-WSM compares system components against each other to determine
which components are most critical.

The Vulnerability Self-Assessment Tool (VSAT) was developed by the Association of
Metropolitan Sewerage Agencies (AMSA) in collaboration with two consulting firms
with U.S. EPA funding. This is also a software-based system, which can be ordered
online at www.vsatusers.net/index.html.

The National Rural Water Association (NRWA) and the Association of State Drinking
Water Administrators (ASDWA) with U.S. EPA assistance developed the Security Self-
Assessment Guide for Small Systems Serving Between 3300 and 10,000. This self-
assessment can be downloaded at www.vulnerabilityassessment.org and is provided in
Appendix 3B.

ASSET was developed by NEWWA in conjunction with the U.S. EPA and other private
firms. This tool is geared toward systems that serve between 3300 and 50,000 people
(small and medium systems). This is a software-based tool, which was mailed to all New
England public water suppliers in June 2003. This tool allows water systems to organize
system information into an organized database format.
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ASDWA

VULNERABILITY ASSESSMENT, EMERGENCY RESPONSE

3.3

These guidelines are designed to assist utilities in determining the level of security concern if a break-in or threat
occurs at the water system and to assist the utility in appropriate decision making and response actions. These
various steps and actions can be adjusted to meet the needs of specific situations and to comply with individual
state requirements. Specific actions should be undertaken in consultation with your State Drinking Water

Primacy Agency. Technical assistance is available from your State Drinking Water Primacy Agency and State Rural
Water Association for prevention initiatives such as vulnerability assessments, emergency response planning,

and security enhancements.

NR
WA

SYSTEM

|

Take any activity or of

or seriously.

Prevention is the best practice. Conduct a security vulnerability assessment
Develop and practice your Emergency Response Plan.

Establish relationships with local law enforcement and emergency response
entities before an incident occurs.

Upon discovery of
vandalism, receipt of a
threat, or knowledge of a
potential contamination
event.

—r

Notify local law enforcement.

Notify your State Drinking Water Primacy Agency if there is any indication
or a potential of contamination.

Make decisions in consultation with your State Drinking Water Primacy
Agency and local law enfor i i is avail from
them and your State Rural Water Association.

!

In consultation with your
State Drinking Water
Primacy Agency and local

Look at chlorine residuals, visually inspect the damage, or physical
evidence, determine whether there is a change in turbidity, odor color, or
pH.

law enforcement, evaluate

and determine her the the in relation to critical system components. Evaluate
is ora any customer complaints.
potential threat and/or
possibility of
contamination.
I
| Vandalism/Prank | | Possibility of Contamination
L []

Options

¢ Implement Emergency Response Plan.

Isolate portion of system or backflush.

Issue boil order (if appropriate).

Issue “Do Not Drink” notification (if appropriate).

Shut down system if obvious or verified contamination

warrants.

* Conduct actions and testing as recommended by State
Drinking Water Primacy Agency and those with water

Precautionary Options

Continue monitoring for
residuals. Conduct
additional testing as
recommended by your
State Drinking Water
Primacy Agency.

Do not disturb evidence and document what you see. Keep notes and take photos as you go.

Collect samples for future analysis and store them appropriately.

Alert other officials as appropriate and keep the public informed (designate one spokesperson).

Use the expertise in public drinking water supplies and public health in the decision-making process.

Preventative measures are the best practice to prevent such an incident.

Prior communication with the local law enforcement authorities and local emergency response entities prevents

confusion and defines who has responsibility for what, when an incident occurs.

FIGURE 3.1 A utility guide for security decision making. (Association of State Drinking Water Administrators

(www.asdwa.org), and National Rural Water Associations (Www.nrwa.org)

3.2.3 Security Vulnerability Assessment Using VSAT

The Vulnerability Self-Assessment Methodology (www.vsatusers.net) as developed in the
VSAT software is depicted in Fig. 3.2. The methodology is based upon a qualitative risk
assessment approach shown in the figure, adopting a broadbased approach that assesses
vulnerability, prepares for extreme events, responds should extreme events occur, and
restores to normal business conditions thereafter. The self-assessment framework can be
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3.6 WATER SUPPLY SYSTEMS SECURITY

divided into dimensions, with the first examining the utility assets including the physical
plant, people, knowledge base, information technology (IT platform), and the customers.
The second dimension of the framework recognizes that there is a process over time begin-
ning with early assessment and planning activities, followed by later response actions as a
result of an extreme event and eventually business recovery activities that occur postevent.
VSAT is a tool that can help utilities identify vulnerabilities and evaluate the potential vul-
nerabilities, along with documentation of the decision process, rationale employed, and rel-
ative ranking of risks.

3.2.4 Security Vulnerability Assessment for Small Drinking Water Systems

The Association of State Drinking Water Administrators and the National Rural Water
Association (2002) published the Security Vulnerability Self-Assessment Guide for small
drinking water systems serving between 3300 and 10,000 people. This self-assessment
guide (Appendix 3B) is meant to encourage smaller water system administrators, local offi-
cials, and water systems owners to review their vulnerabilities. The intent, however, is not
to take the place of a comprehensive review by security experts. Completion of the docu-
ments does meet the requirement for conducting a vulnerability assessment as directed
under Public Health Security and Bioterrorism Preparedness and Response Act of 2002.
The goal of the vulnerability assessment is to develop a system-specific list of priorities
intended to reduce risks to threats of attack.

The self-assessment guide is designed for use by water system personnel to perform the
vulnerability assessment. The assessment “should include, but not be limited to a review of
pipes and constructed conveyances, physical barriers, water collection, pretreatment, treat-
ment, storage and distribution facilities, electronic, computer or other automated systems
which are utilized by the public water system, the use, storage, or handling of various chem-
icals, and the operation and maintenance of such system.” The self-assessment should be
conducted on all components of the water system (wellhead or surface water intake, treat-
ment, plant, storage tank(s), pumps, distribution system, and other important components
of the water system.

The self-assessment has a simple design, with the final product being the list of priority
actions based on the most likely threats to the water system. The inventory of small water
system critical components and the security vulnerability self-assessment general questions
are in Appendix 3B. Once the questions have been answered, then the prioritization of
actions is developed. A certificate of completion must be completed and sent to the state
drinking water primacy agency.

3.3 EMERGENCY RESPONSE PLANNING:
RESPONSE, RECOVERY, AND REMEDIATION
GUIDANCE

3.3.1 What's Needed?

Water utilities need to have an emergency operations/response plan that is coordinated with
state and local emergency response organizations, regulatory authorities and local govern-
ment officials. An emergency response plan is a “living” document requiring periodic
updates. The updates should occur as frequent as a major change is made or at least annu-
ally (U.S. EPA, 2003).
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VULNERABILITY ASSESSMENT, EMERGENCY RESPONSE 3.7

Emergency response planning primarily needs to be a local responsibility. The U.S.
EPA (2002) developed a water utility response, recovery, and remediation guidance for
man-made and/or technological emergencies, as a result of their responsibilities under
Presidential Decision Directive (PDD) 63. This guidance (presented in Appendix 3C) was
developed for five different incident types:

» Contamination event: articulated threat with unspecified material

» Contamination threat at a major event

* Notification from health officials of potential water contamination

e Intrusion through supervisory control and data acquisition (SCADA)
e Significant structural damage resulting from a intentional act

Appendix 3C presents the response, recovery (recovery notifications and appropriate
utility elements), and remediation actions in a table form for each incident type. Each cat-
egory contains a section on notifications and utility actions. This guidance can be used to
supplement existing water utility emergency operations plans developed to prepare and
respond to natural disasters and emergencies. Even though the guidance is oriented toward
the response, recovery, and remediation actions for the five incident types listed above, it
could be utilized for other threatened or actual intentional acts.

Outlines for water system emergency response plans can be quite helpful. An example
of one by the Association of State Drinking Water Administrators (ASDWA) has an out-
line on their website www.asdwa.org, which is presented in Table 3.3.

3.3.2 Rural and Small Community Water Systems

The National Rural Water Association (www.nrwa.org) developed an emergency response
plan template for rural and small water and wastewater system emergency response plans.

3.3.3 Large Water System Emergency Plan Outline

The U.S. EPA developed Large Water System Emergency Response Plan Outline:
Guidance to Assist Community Water systems in complying with the Public Health
Security and Bioterrorism Preparedness and Response Act of 2002, dated July 2003. This
plan provides guidance and recommendations to aid facilities in the preparation of emer-
gency response plans under the PL 107-188. The outline is provided in Appendix 3D.

3.4 INFORMATION SHARING
(www.waterisac.org)

WaterISAC is an information service developed to provide America’s drinking and waste-
water systems with a secure web-based environment for early warning of potential threats
and a source of knowledge about water system security. The WaterISAC is open to all U.S.
drinking water and wastewater systems. A list of website locations provided by WaterISAC
is in Table 3.4.
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3.8 WATER SUPPLY SYSTEMS SECURITY

TABLE 3.3 ASDWA Water System Emergency Response Plan Outline

I. Introduction, Goals, and Importance

II. Emergency Planning Process
a. Planning Partnerships: The planning process should include those parties who will need to
help the utility in an emergency situation (e.g., first responders, law enforcement, public
health officials, etc.)
b. Scenarios: Incorporate VA findings to develop scenarios (events that could cause
emergencies/severity of emergencies) in order to flesh out response needed

III. Emergency Response Plan
1. System Specific Information
a. PWS ID, owner, contact person
b. Population served and service connections
c. System components
* Source water
e Storage
e Treatment plant
 Distribution system
. Alternative Water Sources
3. Chain of Command Chart in Coordination with Local Emergency Planning Committee
(Internal and External Emergency Responders)
* Contact name
¢ Organization and responsibility
¢ Telephone number
4. Communication Procedures
Who, what, when (using Chain of Command chart and following notification lists)
a. Internal notification lists
b. External notification lists
« First responders (local police and emergency squad)
« State personnel
¢ Health department
e Customers
¢ Service/mutual aid
e Others?
c. Public/media notification (How to Communicate)
5. Emergency Response Protocols (To implement in the event of a terrorist attack or
intentional act in order to lessen the impact)
a. Protocols must include:
 Plans/actions
¢ Procedures
* Equipment identified
b. Protocols should provide for the following activities:
i. Assess the problem
ii. Isolate and fix the problem
iii. Monitoring
iv. Recovery
v. Return to safety
vi. Report of findings
IV. Next Steps
a. Plan approval
b. Practice and plan to update (as necessary; once every year recommended)

[ ]

V. Appendix of Resources/Links

Source: www.asdwa.org
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3.9

TABLE 3.4 A List of Website Locations Provided by WaterI[SAC

Water Sector Links

American Water Works Association

Association of Metropolitan Sewerage Agencies

Association of Metropolitan Water Agencies

Association of State Drinking Water
Administrators

AWWA Research Foundation

National Association of Water Companies

National Rural Water Association

Water Environment Federation

Water Environment Research Foundation

Presidential Decision Directive 63: Critical
Infrastructure Protection

Executive Order 13231: Critical Infrastructure
Protection

Contaminant Resources
Centers for Disease Control Biological Agents
Centers for Disease Control Chemical Agents

Physician Preparedness for Acts of Water
Terrorism

Public Health Laboratory Service (UK) Biological
Agents

Public Health Laboratory Service (UK) Chemical
Agents

Federal Links

Department of Homeland Security

Environmental Protection Agency

National Infrastructure Protection Center (NIPC)

Federal Bureau of Investigation (FBI)

Critical Infrastructure Assurance Office (CIAO)

Partnership for Critical Infrastructure Security
(PCIS)

Federal Emergency Management Agency (FEMA)

Office for State and Local Domestic Preparedness
Support (OSLDPS)

Office of Emergency Preparedness (OEP)

US Army Soldier and Biological Chemical
Command (SBCCOM)

CDC, “Bioterrorism Alleging Use of Anthrax and
Interim Guidelines for Management-United
States, 1998~

EPA National Homeland Security Research Center
(EPA ORD)

Other Links
International Association of Emergency Managers
(IAEM)
National Drinking Water Clearinghouse
Chemical and Biological Defense Information
Analysis Center

http://www.awwa.org
http://www.amsa-cleanwater.org
http://www.amwa.net
http://www.asdwa.org

http://www.awwarf.com
http://www.nawc.org

http://www.nrwa.org

http://www.wef.org

http://www.werf.org
http://www.ciao.gov/resource/directive.html

http://www.whitehouse.gov/news/releases/
2001/10/20011016-12.htm

http://www.bt.cdc.gov/agent/agentlist.asp

http://www.bt.cdc.gov/agent/agentlistchem.
asp

http://www. WaterHealthConnection.org

http://www.phls.co.uk/topics_az/deliberate_
release/menu.htm

http://www.phls.co.uk/topics_az/deliberate_
release/chemicalhomepag

http://www.dhs.gov
http://www.epa.gov/satewater/security
http://www.nipc.gov
http://www.fbi.gov
http://www.ciao.gov
http://www.pcis-forum.org

http://www.fema.gov
http://www.ojp.usdoj.gov/osldps

http://ndms.dhhs.gov
http://www.sbccom.army.mil

http://www.cdc.gov/epo/mmwr/preview/
mmwrhtml/00056353.htm

http://www.epa.gov/ordnhsrc

http://www.iaem.com

http://www.ndwc.wvu.edu
http://www.cbiac.apgea.army.mil/resources/
direc_home.html
(Continued)
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WATER SUPPLY SYSTEMS SECURITY

TABLE 3.4 A List of Website Locations Provided by Water ISAC (Continued)

National Emergency Management Association
(NEMA)

National Volunteer Organizations Active in
Disasters (NVOAD)

Terrorism Research Center

Emergency.com: Crisis, Conflict, and Emergency
Service News, analysis, and Reference
Information

Monterey Institute of International Studies’ Center
for Nonproliferation Studies (CNS): Chemical
and Biological Weapons Resource Page

NSF

The Henry L. Stimson Center’s Chemical and
Biological Weapons Nonproliferation Project

National Memorial Institute for the Prevention of
Terrorism (MIPT)

EPA Security Product Guide

Books, Periodicals, News
FEMA'’s Terrorism Consequence Management
Courses for Local Jurisdictions
Washingtonpost.com, “Terror Strikes: A Special
Report-Twenty Years of Violence”

Other Important Links
Baseline Threat Information for Vulnerability
Assessment of Community Water Systems

http://www.nemaweb.org/index.cfm
http://www.nvoad.org
http://www.terrorism.com
http://www.emergency.com

http://cns.miis.edu/research/cbw/index.htm

http://www.nsf.org/consumer/consumer_
biolinks.html
http://www.stimson.org/cwc/index.html

http://www.mipt.org

http://www.epa.gov/safewater/security/
guide/index.html

http://www.fema.gov/emi/termng.htm

http://www.washingtonpost.com/
wp-srv/world/terror/intro.htm

Request document here

Source: http://www.waterisac.org/resourceshtml
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3.28 WATER SUPPLY SYSTEMS SECURITY

APPENDIX 3C WATER UTILITY RESPONSE,
RECOVERY, AND REMEDIATION GUIDELINES

Water Utility Response, Recovery & Remediation Guidance for Man-Made and/or
Technological Emergencies (April 15, 2002)

. Contamination Event: Articulated Threat with Unspecified Material

Event Description. This event is based on the threat of intentional introduction of a con-
taminant into the water system (at any point within the system) without specification of the
contaminant by the perpetrator.

Initial notifications

Notify local law enforcement

Notify local FBI field office

Notify National Response Center

Notify local/state emergency management organization
Notify ISAC

Notify other associated system authorities (wastewater, water)
Notify local government official

Notify local/state health and/or environmental department
Notify critical care facilities

Notify employees

Consider when to notify customers and what notification to issue
Notify state governor

Response actions

1. Source water
* Increase sampling at or near system intakes
» Consider whether to isolate the water source if possible

2. Drinking water treatment facility
¢ Preserve latest full-battery background test as baseline
¢ Increase sampling efforts
 Consider whether to continue normal operations (if determination is made to reduce or stop
water treatment, provide notification to customers and issue alerts)
¢ Coordinate alternative water supply

3. Water distribution/storage
¢ Consider whether to isolate the water in the affected area if possible

4. Wastewater collection system
¢ Assess what to do with potentially contaminated water within the system based on contaminant,
contaminant concentration, potential for system contamination, and ability to bypass treatment
plant.
« If bypassed, notify local and appropriate state authorities, and downstream users; increase
monitoring of receiving stream.

5. Wastewater treatment facility
* Preserve latest full-battery background test as baseline
¢ Increase sampling efforts
¢ Consider whether to continue normal operations (if determination is made to reduce or stop
water treatment, provide notification to customers and issue alerts)
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Recovery actions

Recovery actions should begin once the contaminant is through the system.

Recovery notifications

¢ Notify customers
¢ Notify media
Notify ISAC

Appropriate utility elements

Sample appropriate system elements (storage tanks, filters, sediment basins, solids handling) to
determine if residual contamination exists

¢ Flush system on the basis of results of sampling

Monitor health of employees

Plan for appropriate disposition of personal protection equipment (PPE) and other equipment

Remediation actions

¢ On the basis of sampling results, assess need to remediate storage tanks, filters, sediment basins,

solids handling

Plan for appropriate disposition of PPE and other equipment

 If wastewater treatment plant was bypassed, sample and establish monitoring regime for receiving
stream and potential remediation based on sampling results

Note: Response, recovery and remediation actions may be tailored to a specified (identified) material if the
physical properties for the material are known.

Il. Contamination Threat at a Major Event

Event Description. This event is based on the threat of, or actual, intentional introduction
of a contaminant into the water system at a sports arena, convention center, or similar
facility.

Initial notifications

¢ Notify local law enforcement

Notify local FBI field office

 Notify National Response Center

Notify ISAC

Notify local/state emergency management organization

¢ Notify wastewater facility

Notify state governor

Notify other associated system authorities (wastewater, water)
Notify local government official

Notify local/state health and/or environmental department

* Notify critical care facilities

Notify employees

« Consider when to notify customers and what notification to issue

Response actions

1. Source water
¢ No recommended action to take
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. Drinking water treatment facility
¢ No recommended action to take

. Water distribution storage
¢ Coordinate isolation of water
¢ Assist in plan for draining the contained water
¢ Assist in developing a plan for sampling water for potential contamination based on threat
notification
 Provide alternate water source
. Wastewater collection system

¢ Coordinate acceptance of isolated water

* Monitor accepted water

¢ Assist in plan for draining the contained water

¢ Assist in developing a plan for sampling water for potential contamination based on threat
notification

. Wastewater treatment facility

» Coordinate acceptance of isolated water

¢ Monitor accepted water

¢ Assist in plan for draining the contained water

« Assist in developing a plan for sampling water for potential contamination based on threat
notification

Recovery actions

Recovery actions should begin once the contaminant is through the system.

Recovery notifications

Notify customers in the area of the facility of actions to take
Notify customers in affected area once contaminant-free clean water is reestablished
Notify downstream users such as water suppliers, irrigators, and electric generating plants

Water distribution storage

Consider flushing system via hydrants in distribution systems

Remediation actions

1

. Water distribution/storage
¢ Assess need to decontaminate or replace distribution system components

. Wastewater treatment plant
¢ On the basis of sampling results, assess need to remediate storage tanks, filters, sediment
basins, solids handling
* Plan for appropriate disposition of PPE and other equipment
« If wastewater treatment plant was bypassed, sample and establish monitoring regime for
receiving stream and potential remediation based on sampling results
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Notification from Health Officials of Potential Water Contamination

Event Description. This event is based on the water utility being notified by public health
officials of potential contamination based on symptoms of patients.

Initial notifications

Ask notifying official who else has been notified and request information on symptoms, potential
contaminants, and potential area affected

Notify local law enforcement

Notify local FBI field office

Notify National Response Center

Notify local/state emergency management organization

Notify other associated system authorities (wastewater, water)
Notify local government official

Notify state governor

Notify local/state health and/or environmental department
Notify critical care facilities

Notify employees

Consider when to notify customers and what notification to issue
Notify ISAC

Response actions

. Source water

¢ Increase sampling at or near system intakes
 Consider whether to isolate

. Drinking water treatment facility

 Preserve latest full-battery background test result as baseline

¢ Increase sampling efforts

 Consider whether to continue normal operations (if determination is to reduce or stop water
treatment, provide notification to customers and issue alerts)

 Coordinate alternative water supply (if needed)

. Water distribution/storage

¢ Increase sampling in the area potentially affected and at locations where the contaminant could
have migrated to; it is important to consider the time between exposure and onset of symptoms
to select sampling sites

 Consider whether to isolate

 Consider whether to increase residual disinfectant levels

. Wastewater collection system

¢ Increase sampling at pump stations, specifically in the area potentially affected

* Assess what to do with potentially contaminated water within the system according to
contaminant, contaminant concentration, potential for system contamination, and ability to
bypass treatment plant

« If bypassed, notify local and appropriate state authorities, downstream users (especially
drinking water treatment facilities), and increase monitoring of receiving stream

. Wastewater treatment facility

e Increase sampling at pump stations, specifically in the area potentially affected

¢ Assess what to do with potentially contaminated water within the system according to
contaminant, contaminant concentration, potential for system contamination, and ability to
bypass treatment plant

« If bypassed, notify local and appropriate state authorities, downstream users (especially
drinking water treatment facilities), and increase monitoring of receiving stream
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Recovery actions

Recovery actions should begin once the contaminant is through the system.

Recovery notifications

.

Assist health department with notifications to customers, media, downstream users, and other
organizations

Appropriate utility elements

.

Sample appropriate system elements (storage tanks, filters, sediment basins, solids handling) to
determine if residual contamination exists

Flush system according to results of sampling

Monitor health of employees

Plan for appropriate disposition of personal protection equipment (PPE) and other equipment

Remediation actions

.

On the basis of sampling results, assess need to remediate storage tanks, filters, sediment basins,
solids handling, and drinking water distribution system

Plan for appropriate disposition of PPE and other equipment

If wastewater treatment plant was bypassed, sample and establish monitoring regime for receiving
stream and potential remediation based on sampling results

Note: Patient symptoms should be used to narrow the list of potential contaminants.

IV. Intrusion through Supervisory Control and Data Acquisition (SCADA)

Event Description: This event is based on internal or external intrusion of the SCADA
system to disrupt normal water system operations.

Initial notifications

.

.

Notify local law enforcement

Notify local FBI field office

Notify National Infrastructure Protection Center (NIPC) at 1-888-585-9078 (or 202-323-3204/5/6)
Notify other associated system authorities (wastewater, water)

Notify employees

If the water is assessed to be unfit for consumption, consider when to notify customers and what
notification to issue

Response actions

3

. Source water
¢ Increase sampling at or near system intakes
 Consider whether to isolate

. Drinking water treatment facility
* Preserve latest full-battery background test as baseline
¢ Increase sampling efforts
¢ Temporarily shut down SCADA system and go to manual operation using established protocol
¢ Consider whether to shut down system and provide alternate water

. Water distribution/storage
¢ Monitor unmanned components (storage tanks and pumping stations)
 Consider whether to isolate
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4. Wastewater collection system

e Temporarily shut down SCADA system and go to manual operation using established protocol

* Monitor unmanned components (pumping stations)—required only if wastewater SCADA
system is compromised

e If SCADA intrusion caused release of improperly treated water, consider whether to continue
normal operations (if determination is made to reduce or stop water treatment, provide
notification to customers/issue alerts)

5. Wastewater treatment facility

e Temporarily shut down SCADA system and go to manual operation using established protocol

* Monitor unmanned components (pumping stations)—required only if wastewater SCADA
system is compromised

 If SCADA intrusion caused release of improperly treated water, consider whether to continue
normal operations (if determination is made to reduce or stop water treatment, provide
notification to customers/issue alerts)

Recovery actions

Recovery actions should begin once the intrusion has been eliminated and the contaminant/unsafe
water (if this occurs) is through the system.

Recovery notifications

Employees

Local law enforcement

Notify customers and media if the event resulted in contamination and the full range (see scenario I)
of standard notifications were made

Appropriate utility elements

With FBI assistance, make an image copy of all system logs to preserve evidence

With FBI assistance, check for implanted backdoors and other malicious code and eliminate them
before restarting SCADA system

Install safeguards before restarting SCADA

Bring SCADA system up and monitor system

Remediation actions

Assess and/or implement additional protections for SCADA system

Check for an NIPC water sector warning, based on the intrusion that may contain additional
protective actions to be considered; NIPC warnings can be found at www.NIPC.gov or
www.infragard.org for secure access Infragard members

V. Significant Structural Damage Resulting from an Intentional Act

Event Description. This event is based on intentional structural damage to water system
components to disrupt normal system operations.

Initial notifications

Notify local law enforcement

Notify local FBI field office

Notify National Response Center

Notify local/state emergency management organization
Notify state governor

Notify ISAC
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 Notify other associated system authorities (wastewater, water)

¢ Notify local government officials

 Notify local/state health and/or environmental department

* Notify critical care facilities

¢ Notify employees

* Consider when to notify customers and what notification to issue

Response actions

1. Source water

Deploy damage assessment teams; if damage appears to be intentional, then treat as crime
scene—consult local/state law enforcement and FBI on evidence preservation

Inform law enforcement and FBI of potential hazardous materials

Coordinate alternative water supply, as needed

Consider increasing security measures

Based on extent of damage, consider alternate (interim) treatment schemes to maintain at least
some level of treatment

2. Drinking water treatment system

Deploy damage assessment teams; if damage appears to be intentional, then treat as crime
scene—consult local/state law enforcement and FBI on evidence preservation

Inform law enforcement and FBI of potential hazardous materials

Coordinate alternative water supply, as needed

Consider increasing security measures

Based on extent of damage, consider alternate (interim) treatment schemes to maintain at least
some level of treatment

3. Water distribution/storage

Deploy damage assessment teams; if damage appears to be intentional, then treat as crime
scene—consult local/state law enforcement and FBI on evidence preservation

Inform law enforcement and FBI of potential hazardous materials

Coordinate alternative water supply, as needed

Consider increasing security measures

Based on extent of damage, consider alternate (interim) treatment schemes to maintain at least
some level of treatment

4. Wastewater collection system

Deploy damage assessment teams; if damage appears to be intentional, then treat as crime
scene—consult local/state law enforcement and FBI on evidence preservation

Inform law enforcement and FBI of potential hazardous materials

Coordinate alternative water supply, as needed

Consider increasing security measures

Based on extent of damage, consider alternate (interim) treatment schemes to maintain at least
some level of treatment

5. Wastewater treatment facility

Deploy damage assessment teams; if damage appears to be intentional, then treat as crime
scene—consult local/state law enforcement and FBI on evidence preservation

Inform law enforcement and FBI of potential hazardous materials

Coordinate alternative water supply, as needed

Consider increasing security measures

Based on extent of damage, consider alternate (interim) treatment schemes to maintain at least
some level of treatment

Recovery actions

* Recovery actions should begin as soon as practical after damaged facility is isolated from the rest
of the utility facilities
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Recovery notifications

« Employees
* Local law enforcement
Notify local FBI office

Appropriate utility elements

¢ Dependent on the feedback from damage assessment teams
Implement damage recovery plan

Remediation actions

¢ Repair damage
 Assess need for additional protection/security measures for damaged facility and other critical
facilities within the utility
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APPENDIX 3D WATER SYSTEM EMERGENCY
RESPONSE PLAN OUTLINE"

I. Introduction

Safe and reliable drinking water is vital to every community. Emergency response planning
is an essential part of managing a drinking water system. The introduction should identify
the requirement to have a documented emergency response plan (ERP), the goal(s) of the
plan (e.g., be able to quickly identify an emergency and initiate timely and effective
response action, be able to quickly respond and repair damages to minimize system down-
time), and how access to the plan is limited. Plans should be numbered for control.
Recipients should sign and date a statement that includes their (1) ERP number, (2) agree-
ment not to reproduce the ERP, and (3) they have read the ERP.

ERPs do not necessarily need to be one document. They may consist of an overview
document, individual Emergency Action Procedures, check lists, additions to existing
operations manuals, appendices, etc. There may be separate, more detailed plans for spe-
cific incidents. There may be plans that do not include particularly sensitive information
and those that do. Existing applicable documents should be referenced in the ERP (e.g.,
chlorine Risk Management Program, contamination response).

Il. Emergency Planning Process

A. Planning Partnerships. The planning process should include those parties who will
need to help the utility in an emergency situation (e.g., first responders, law enforcement,
public health officials, nearby utilities, local emergency planning committees, testing lab-
oratories, etc.). Partnerships should track from the Water Utility Department up through
local, state, regional, and federal agencies, as applicable and appropriate, and could also
document compliance with governmental requirements.

B. General Emergency Response Policies, Procedures, Actions, Documents. A short
synopsis of the overall emergency management structure, how other utility emergency
response, contingency, and risk management plans fit into the ERP for water emergencies,
and applicable polices, procedures, actions plans, and reference documents should be cited.
Policies should include interconnect agreements with adjacent communities and just how
the ERP may affect them. Policies should also address how to handle services to other pub-
lic utility providers such as gas and electric.

C. Scenarios. Use your vulnerability assessment (VA) findings to identify specific emer-
gency action steps required for response, recovery, and remediation for each of the five (5)
incident types (if applicable) outlined in The Guidance for Water Utility Response,
Recovery & Remediation Actions for Man-Made and/or Technological Emergencies,
Office of Water (4610M) EPA 810-R-02-001, April 2002 available at www.epa.gov/safe-
water. In this section, a short paragraph referencing the VA and findings should be provided.
Specific details identifying vulnerabilities should not be included. In Section V of this plan,
specific emergency actions procedures addressing each of the incident types should be
addressed.

“Source: U.S. EPA, Large Water System Emergency Response Plan Outline: Guidance to Assist Community
Water System in Complying with the Public Health Security and Bioterrorism Preparedness and Response Act of
2002.
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lll. Emergency Response Plan—Policies

A. System Specific Information. In an emergency, a water system needs to have basic
information for system personnel and external parties such as law enforcement, emergency
responders, repair contractors/vendors, the media, and others. The information needs to be
clearly formatted and readily accessible so system staff can find and distribute it quickly to
those who may be involved in responding to the emergency. Basic information that may be
presented in the emergency response plan are the system’s ID number, system name, system
address or location, directions to the system, population served, number of service connec-
tions, system owner, and information about the person in charge of managing the emer-
gency. Distribution maps, detailed plan drawings, site plans, source water locations, and
operations manuals may be attached to this plan as appendices or referenced.

. PWS ID, owner, contact person
Population served and service connections
. System components

1
2
3

(a) Pipes and constructed conveyances

(b) Physical barriers

(¢) Isolation valves

(d) Water collection, pretreatment, treatment, storage, and distribution facilities

(e) Electronic, computer, or other automated systems which are utilized by the public
water system

(f) Emergency power generators (onsite & portable)

(g) The use, storage, or handling of various chemicals

(h) The operation and maintenance of such system components

=

. Identification of Alternative Water Sources

. Amount of water needed for various durations
Emergency water shipments

. Emergency water supply sources

. Identification of alternate storage and treatment sources
. Regional aid agreements (interconnections)

(9 B "N S

Also consider in this section, a discussion of backup wells, adjacent water systems, certi-
fied bulk water haulers, etc.

C. Chain-of-Command Chart Developed in Coordination with Local Emergency
Planning Committee (Internal and/or External Emergency Responders, or both)

1. Contact name

2. Organization and emergency response responsibility

3. Telephone number(s) (hardwire, cell phones, faxes, e-mail)
4. State 24-h Emergency Communications Center telephone

D. Communication Procedures: Who, What, When. During most emergencies, it will
be necessary to quickly notify a variety of parties both internal and external to the water
utility. Using the Chain-of-Command Chart and all appropriate personnel from the lists
below, indicate who activates the plan, the order in which notification occurs, and the mem-
bers of the Emergency Response Team. All contact information should be available for
routine updating and readily available. The following lists are not intended to be all inclu-
sive—they should be adapted to your specific needs.
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1. Internal notification lists

(a) Utilities dispatch

(b) Water source manager

(c) Water treatment manager
(d) Water distribution manager
(e) Facility managers

(f) Chief water utility engineer
(g) Director of water utility

(h) Data (IT) manager

(i) Wastewater treatment plant
(j) Other

2. Local notification

(a) Head of local government (i.e., mayor, city manager, chairman of board, etc.)

(b) Public safety officials—fire, local law enforcement (LLE), police, EMS, safety if
a malevolent act is suspected, LLE should be immediately notified and in turn will
notify the FBI, if required. The FBI is the primary agency for investigating sabotage
to water systems or terrorist incidents.

(c) Other government entities: health, schools, parks, finance, electric, etc.

3. External notification lists
(a) State PWSS regulatory agency (or agencies)
(b) Regional water authority (where one exists)
(c) EPA
(d) State police
(e) State health department (lab)
(f) Critical customers (Special considerations for hospitals, Federal, State and County
government centers, etc.)
(g) Service/mutual aid
(h) Water Information Sharing and Analysis Center (ISAC)
(i) Residential and commercial customers not previously notified

4. Public/media notification: When and how to communicate. Effective communica-
tions is a key element of emergency response, and a media or communications plan is
essential to good communications. Be prepared by organizing basic facts about the crisis
and your water system. Develop key messages to use with the media that are clear, brief,
and accurate. Make sure your messages are carefully planned and have been coordinated
with local and state officials. Considerations should be given to establishing protocols
for both field and office staff to respectfully defer questions to the utility spokesperson.

Be prepared to list geographic boundaries of the affected area (e.g., west of highway
a, east of highway b, north of highway c, and south of highway d to ensure the public
clearly understands the system boundaries.)

E. Personnel Safety. This should provide direction as to how operations staff, emer-
gency responders, and the public should respond to a potential toxic release (e.g., chlorine
plume release from a water treatment plant or other chemical agents), including facility
evacuation, personnel accountability, proper Personnel Protective Equipment as dictated
by the Risk Management Program and Process Safety Management Plan, and whether the
nearby public should be “in-place sheltered” or evacuated.

F. Equipment. The ERP should identify equipment that can obviate or significantly
lessen the impact of terrorist attacks or other intentional actions on the public health and
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protect the safety and supply of drinking water provided to communities and individuals.
The water utility should maintain an updated inventory of current equipment and repair
parts for normal maintenance work.

Because of the potential for extensive or catastrophic damage that could result from a
malevolent act, additional equipment sources should be identified for the acquisition and
installation of equipment and repair parts in excess of normal usage. This should be based on
the results of the specific scenarios and critical assets identified in the vulnerability assessment
that could be destroyed. For example, numerous high-pressure pumps, specifically designed
for the water utility, could potentially be destroyed. A certain number of “long-lead” procure-
ment equipment should be inventoried and the vendor information for such unique and critical
equipment maintained. In addition, mutual aid agreements with other utilities, and the equip-
ment available under the agreement, should be addressed. Inventories of current equipment,
repair parts, and associated vendors should be indicated under Item 29 “Equipment
Needs/Maintenance of Equipment” of Section IV “Emergency Action Procedures.”

G. Property Protection. A determination should be made as to what water system facil-
ities should be immediately “locked down,” specific access control procedures imple-
mented, initial security perimeter established, a possible secondary malevolent event
considered. The initial act may be a divisionary act.

H. Training, Exercises, and Drills. Emergency response training is essential. The pur-
pose of the training program is to inform employees of what is expected of them during an
emergency situation. The level of training on an ERP directly affects how well a utility’s
employees can respond to an emergency. This may take the form of orientation scenarios,
table-top workshops, functional exercises, etc.

I. Assessment. To evaluate the overall ERP’s effectiveness and to ensure that procedures
and practices developed under the ERP are adequate and are being implemented, the water
utility staff should audit the program on a periodic basis.

IV. Emergency Action Procedures (EAPs)

These are detailed procedures used in the event of an operational emergency or malevolent
act. EAPs may be applicable across many different emergencies and are typically common
core elements of the overall municipality ERP (e.g., responsibilities, notifications lists,
security procedures, etc.) and can be referenced.

A. Event classification/severity of emergency

. Responsibilities of emergency director

. Responsibilities of incident commander

. Emergency Operations Center (EOC) activation

. Division internal communications and reporting

External communications and notifications

Emergency telephone list (division internal contacts)

Emergency telephone list (off-site responders, agencies, state 24-h emergency phone

number, and others to be notified)

. Mutual aid agreements

Contact list of available emergency contractor services/equipment

Emergency equipment list (including inventory for each facility)

. Security and access control during emergencies

. Facility evacuation and lockdown and personnel accountability

. Treatment and transport of injured personnel (including chemical/biological
exposure)
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. Chemical records—to compare against historical results for base line

. List of available laboratories for emergency use

. Emergency sampling and analysis (chemical/biological/radiological)

Water use restrictions during emergencies

. Alternate temporary water supplies during emergencies

. Isolation plans for supply, treatment, storage, and distribution systems

. Mitigation plans for neutralizing, flushing, disinfecting tanks, pump stations, or dis-

tribution systems, including shock chlorination

. Protection of vital records during emergencies

. Record keeping and reporting (FEMA, OSHA, EPA, and other requirements) (It is
important to maintain accurate financial records of expenses associated with the
emergency event for possible federal reimbursement.)

. Emergency program training, drills/and tabletop exercises

. Assessment of emergency management plan and procedures

. Crime scene preservation training and plans

. Communication plans:

1. Police

2. Fire

3. Local government

4. Media

5. Etc.

S<4 cHnFEOTO
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BB. Administration and logistics, including EOC, when established
CC. Equipment needs/maintenance of equipment

DD. Recovery and restoration of operations

EE. Emergency event closeout and recovery

V. Incident-Specific Emergency Action Procedures (EAPs)

Incident-specific EAPs are action procedures that identify specific steps in responding to
an operational emergency or malevolent act. The Guidance for Water Utility Response,
Recovery & Remediation Actions for Man-Made and/or Technological Emergencies,
Office of Water (4610M) EPA 810-R-02-001, April 2002, identifies three major steps in
developing procedures—response, recovery, and remediation with a list of initial and
recovery notifications required. “Response” refers to actions immediately following aware-
ness of the incident, “recovery” refers to actions to bring the system back into operations,
and “remediation” refers to long-term restoration actions. When developing an EAP for
those incidents identified in Section V.2, the EAP must consider the impact of the incident
on system elements and the potential impacts on upstream and downstream components of
the incident location. If during the VA process, a specific incident type was judged as not
credible, then it should be noted as to why it is not applicable to the ERP. If additional inci-
dent types were identified, then these should be included in the ERP. For those that use the
Sandia National Laboratory methodology (RAM-W) the adversary sequence diagrams pro-
vide incident-specific malevolent acts, which may fit under Section V.2.

A. General Response to Terrorist Threats (Other than Bomb Threat and Incident-Specific
Threats)
B. Incident-Specific Response to Man-Made or Technological Emergencies

1. Contamination event (articulated threat with unspecified materials)
2. Contamination threat at a major event

3. Notification from health officials of potential water contamination
4. Intrusion through supervisory control and data acquisition (SCADA)
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. Significant structural damage resulting from intentional act

. Customer complaints

. Severe weather response (snow, ice, temperature, lightning)

Flood response

Hurricane and/or tornado response

Fire response

Explosion response

Major vehicle accident response

. Electrical power outage response

Water supply interruption response

Transportation accident response—barge, plane, train, semitrailer/tanker
Contaminated/tampered with water treatment chemicals

Earthquakes response

Disgruntled employees response (i.e., workplace violence)

Vandals response

Bomb threat response

Civil disturbance/riot/strike

Armed intruder response

Suspicious mail handling and reporting

Hazardous chemical spill/release response (including Material Safety Data Sheets)
. Cyber-security/Supervisory Control and Data Acquisition (SCADA) system attack
response (other than incident-specific, e.g., hacker)

24O R nRECROZEr A -EQmETO

VI. Next Steps

A. Plan Review and Approval
B. Practice and Plan to Update (as necessary; once every year recommended)

1. Training requirements

2. Who is responsible for conducting training, exercises, and emergency drills
3. Update and assessment requirements

4. Incident-specific exercises/drills

VII. Annexes:
A. Facility and Location Information

1. Facility maps

2. Facility drawings

3. Facility descriptions/layout
4. Etc.

VIIl. References and Links

A. Department of Homeland Security—http://www.dhs/gov/dhspublic

B. Environmental Protection Agency—http://www.epa.gov

C. The American Water Works Association (AW W A)—http://www.awwa.org

D. The Center for Disease Control and Prevention—nhttp://www.bt.cdc.gov

E. Federal Emergency Management Agency—http://www.fema.gov

F. Local Emergency Planning Committees—http://www.epa.gov/ceppo/lepclist.htm
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CHAPTER 4

DRINKING WATER
DISTRIBUTION SYSTEMS:
AN OVERVIEW

Robert M. Clark,” Walter M. Grayman,’
Steven G. Buchberger,* Yeongho Lee® and David J. Hartman®

4.1 INTRODUCTION

Prior to the passage of the U.S. Safe Drinking Water Act of 1974, the focus of most of the
water utilities was on treating water, even though it has long been recognized that water
quality can deteriorate in the distribution system. However, after the SDWA was amended
in 1986, a number of rules and regulations were promulgated which had direct impact on
water quality in distribution systems. To decrease what was considered an unreasonably
high risk of waterborne illness, the U.S. EPA promulgated the Total Coliform Rule (TCR),
and Surface Water Treatment Rule (SWTR) in 1989 (U.S. EPA, 1989a & b). More recently
there has been an increased focus on distribution systems and their importance in main-
taining water quality in drinking water distribution systems. There has also been gen-
eral agreement that the most vulnerable part of a water supply system is the distribution
network.

This chapter discusses the general features associated with water supply distribution
systems, including design considerations, points of vulnerability to accidental or deliberate
contamination, and the potential for using network modeling to assess system vulnerabil-
ity. The role of tanks and storage reservoirs in operating and managing water systems is dis-
cussed, including their effect on water quality. Water quality models and their potential for
use in tracking and predicting water quality movement and changes in water quality are
examined. Because a key aspect of assessing the performance of drinking water systems is
the response of the network and the resulting network model to the pattern of water demands,
new research for characterizing water systems is presented. If water quality models are to be
used for predicting water quality in networks, they should be verified. Therefore the use of

“Environment Engineering and Public Health Consultant, Cincinnati, Ohio.
fW.M. Grayman Consulting Engineer, Cincinnati, Ohio.

iUniversity of Cincinnati, Cincinnati, Ohio.

SGreater Cincinnati Water Works, Cincinnati, Ohio.
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tracers for verifying water quality models including planning, conducting tracer studies in
the field, and the analysis of results is discussed.

4.1.1 Features and Functionality

Drinking water transmission and distribution systems are designed to deliver water from a
source (possibly a treatment facility) in the required quantity and at satisfactory pressure to
individual consumers in a utilities service area. Moving water between the source and the
customer requires a network of pipes, pumps, valves, and other appurtenances (Clark and
Tippen, 1990). The system of pipes that provides this service are generally categorized as
transmission and distribution mains. Transmission mains usually convey large amounts of
water over long distances such as from a treatment facility to a storage tank within the system.
Distribution mains are typically smaller in diameter than transmission mains and generally
follow the city streets. They are the intermediate step in delivering water to the customer. The
most commonly used pipes for water mains are ductile iron, prestressed concrete cylinder,
polyvinyl chloride (PVC), reinforced plastic, and steel. Service lines are pipes, including
accessories, which carry water from the main to the building or property being served.
Service lines can be of any size depending on how much water is required to serve a par-
ticular customer and are sized so that the utilities design pressure is maintained at the cus-
tomer’s property for the desired flows. Valves are used in the distribution system to isolate
sections for maintenance and repair and should be located in the system so that the areas
isolated will cause a minimum of inconvenience to the customer. Care should be used to
ensure that only the number of valves necessary are installed. Storage of water in tanks and
reservoirs is required to accommodate fluctuations in demand for fire protection and to
accommodate the varying rates of usage. This entire infrastructure is typically referred to
as the water distribution system.

The distribution system is generally the major investment by a municipal water works,
although most of the assets are either buried or located inconspicuously. Distribution
reservoirs are used to provide storage to meet fluctuations in use, to provide storage for
firefighting use, and to stabilize pressures in the distribution system. It is desirable to
locate reservoirs as close to the center of use as possible. Broken or leaking water mains
should be repaired as soon as possible to minimize property damage and loss of water. In
the past it has been standard practice to maintain the carrying capacity of the pipe in the
distribution system as high as possible to provide the design flow and keep pumping costs
as low as possible. However, recently there has been concern that this practice can lead to
excessively long residence times and thus contribute to a deterioration in water quality.

Customers and the nature in which they use water drive the behavior of a water distrib-
ution system. Water use varies spatially and temporally. A detailed understanding of how
water is used is critical to adequate water distribution system design. A major function of
most distribution systems is to provide adequate fire flow. A key factor in providing fire
flow is the use of fire hydrants which should be installed in areas which are easily accessi-
ble by the fire hydrant and are not obstacles to pedestrians and vehicles.

When possible, mains should be placed in areas along the public right of way, which
provide for ease of installation, repair, and maintenance. The branch and loop are the
two basic configurations for most water distribution systems. A branch system is simi-
lar to that of a tree branch with smaller pipes branching off larger pipes throughout the
service area. This type of system is most frequently used in rural areas and the water has
only one possible pathway from the source to the consumer. The grid or looped system
is the most widely used configuration in municipal systems and consists of connected
pipe loops throughout the area to be served. In a looped system there may be several
pathways that the water can follow from the source to the consumer. A typical design
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would be to space larger transmission mains, 24 in (61 cm) in diameter or larger, 1.5 to
2 mi (2400 to 3200 m) apart. Feeder mains are normally 16 to 20 in (40.6 to 50.8 cm) in
diameter and are spaced 3000 to 4000 ft (900 to 1200 m apart). The remaining grid is
usually served by 6 to 12 in (15 to 30 cm) diameter mains in every street. Looped sys-
tems provide a high degree of reliability should a line break occur, because the break
can be isolated with little impact on consumers outside the immediate area (Clark and
Tippen, 1990)

4.1.2 Points of Vulnerability

The events of September 11, 2001 have raised concerns over the security of the U.S. criti-
cal infrastructure including water and waste water systems. Security of water systems is not
anew issue and the potential for natural, accidental, and purposeful contamination has been
the subject of many studies. For example, the American Water Works Association pub-
lishes a manual on emergency planning (M19) entitled “Emergency Planning for Water
Utilities” (American Water Works Association, 2001). In May 1998, President Clinton
issued Presidential Decision Directive (PDD) 63 that outlined a policy on critical infra-
structure protection including the U.S. water supplies (President, 1998). However, it wasn’t
until after September 11, 2001 that the water industry truly focused on the vulnerability of
the U.S. water supplies to security threats. Recently requirements have been established for
conducting drinking water vulnerability studies (PL 107-188).

There are nearly 60,000 community water supplies in the United States serving over 226
million people (U.S. EPA, 1999). Over 63 percent of these systems supply water to less then
2.4 percent of the population and 5.4 percent supply water to 78.5 percent of the population.
Most of these systems provide water to less then 500 people. In addition there are 140,000
non-community water systems that serve schools, recreational areas, trailer parks, etc.

Some of the common elements associated with water supply systems in the United
States are as follows:

* A water source which may be a surface impoundment such as a lake, reservoir, river or
groundwater from an aquifer

 Surface supplies that generally have conventional treatment facilities including filtration,
which removes particulates and potentially pathogenic microorganisms, followed by dis-
infection

¢ Transmission systems which include tunnels, reservoirs and/or pumping facilities, and
storage facilities

¢ A distribution system carrying finished water through a system of water mains and sub-
sidiary pipes to consumers

Community water supplies are designed to deliver water under pressure and generally
supply most of the water for firefighting purposes. Loss of water or a substantial loss of
pressure could disable firefighting capability, interrupt service and disrupt public confi-
dence. This loss might result from sabotaging pumps that maintain flow and pressure, or
disabling electric power sources could cause long-term disruption. Many of the major
pumps and power sources in water systems have custom designed equipment and could
take months or longer to replace (Clark and Deininger, 2000).

Vulnerability of Water Systems. Water systems are spatially diverse and many of the sys-
tem components such as tanks and pumps are located in isolated locations. Water distribu-
tion networks, therefore, have an inherent potential to be vulnerable to a variety of
threats—physical, chemical, and biological—that may compromise the system’s ability to

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



DRINKING WATER DISTRIBUTION SYSTEMS: AN OVERVIEW

4.4 WATER SUPPLY SYSTEMS SECURITY

reliably deliver safe water. These areas of vulnerability include (1) the raw water source
(surface or groundwater), (2) raw water channels and pipelines, (3) raw water reservoirs,
(4) treatment facilities, (5) connections to the distribution system, (6) pump stations and
valves, and (7) finished water tanks and reservoirs. Each of these system elements presents
a unique challenge to the water utility in safeguarding the water supply (Clark and
Deininger, 2000).

Physical Disruption. The ability of a water supply system to provide water to its cus-
tomers can be compromised by destroying or disrupting key physical elements of the water
system. Key elements include raw water facilities (dams, reservoirs, pipes, and channels),
treatment facilities, and distribution system elements (transmission lines and pump sta-
tions). Physical disruption may result in significant economic cost, inconvenience, and loss
of confidence by customers, but has a limited direct threat to human health. Exceptions to
this generalization include (1) destruction of a dam that causes loss of life and property in
the accompanying flood wave and (2) an explosive release of chlorine gas at a treatment
plant (Clark and Deininger, 2001).

Contamination. Contamination is generally viewed as the most serious potential terror-
ist threat to water systems. Chemical or biological agents could spread throughout a distri-
bution system and result in sickness or death among the consumers and for some agents,
the presence of the contaminant might not be known until emergency rooms reported an
increase in patients with a particular set of symptoms (Clark, 2002). Even without serious
health impacts, just the knowledge that a group had breached a water system could seri-
ously undermine customers’ confidence in the water supply (Grayman et al., 2002).
Accidental contamination of water systems has resulted in many fatalities as well.
Examples of such outbreaks include cholera contamination in Peru (Clark et al., 1995),
Cryptosporidium contamination in Milwaukee, Wisconsin (Clark et al., 1995), and
Salmonella contamination in Gideon, Missouri (Clark et al., 1996). In Gideon, the likely
culprit was identified as pigeons infected with Salmonella that had entered a tank’s cor-
roded vents and hatches.

The U.S. Army has conducted extensive testing and research on potential biological
agents (Burrows and Renner, 1998) and produced a list of biological agents most likely to
have an impact on water systems. Though much is known about these agents, there is still
research needed to fully characterize the impacts, stability, and tolerance of many of these
agents to chlorine. Other agencies such as CDC and EPA and many water utilities have pro-
duced other lists of most likely contaminants that include dozens or hundreds of potential
agents.

However, it would be infeasible to identify all possible contaminants and impossible to
assess the impacts of all potential contaminants. As an alternative, the U.S. EPA’s Baseline
Threat Report (U.S. EPA, 2002) has specified characteristics of nine “model contaminants”
that can be used as part of the design basis threat assessment in vulnerability assessments
of water systems. These model contaminants represent the following categories:

¢ Radionuclides

* Biological weapons
* Chemical weapons
* Biotoxins

e Viruses

e Parasites

 Bacterial spores
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¢ Pesticides

¢ Toxic chemicals

Many locations within the overall water supply system are vulnerable to the introduction
of chemical or biological agents. In many cases, the most accessible location is in the raw
surface water source. However, an agent introduced in a surface water source is subject to
dilution, exposure to sunlight, and treatment. Therefore it follows that the most serious
threats may be posed by an agent introduced into the finished water at a treatment facility
or within the distribution system. Possible points of entry include the treatment plant clear
well, distribution system storage tanks and reservoirs, pump stations, and direct connec-
tions to distribution system mains.

4.2 MODELING CONTAMINANT TRANSPORT

4.21 Network Demand Modeling

Water consumption or water demand is the driving force behind the operation of a water
distribution system. Anywhere water is used or leaves the system can be characterized as a
demand on the system. It is critical to be able to characterize those uses or demands in order
to develop a hydraulic or water quality model. It is important to be able to determine the
amount of water being used, where it is being used, and how this usage varies with time
(Walski et al., 2003).

We might categorize these demands as follows:

Baseline Demands. Baseline demands usually include consumer demands and
unaccounted-for water and can often be acquired from a utility’s existing records such as
customer’s meters and billing records. The spatial assignment of these demands is extremely
important and should include the assignment of customer classes such as industrial, residen-
tial, and commercial use. Special types of uses such as water uses for schools must also be
determined. It might be possible to use typical demands which have been developed for
various types of uses. These values can be found in many text books and handbooks.

Demand Multipliers. Water use varies over time and varies with activities over the
course of a day. When developing a steady-state model the baseline demand can be modi-
fied by multipliers in order to reflect some of the variations that occur in water systems.
These include average day demand, the average rate of demand for an average day; maxi-
mum day demand, the average rate of use on the maximum usage day; per-hour demand,
the average rate of use during the maximum hour of usage; maximum day of record, the
highest average rate of demand for the historical record.

Time Varying Demands. In all water systems these are unsteady due to continuously
varying demands. It is important to account for these variations to have an adequate
hydraulic model. Diurnal varying demand curves should be developed for each major cus-
tomer class. For example diurnal demand curves might be developed for industrial and
commercial establishments and residential use.

Fire Demands. Water provided for fire services can be the most important consideration
in developing design standards for water systems.

Projecting Future Demands. Future changes in demand should be considered when con-
sidering the development of network hydraulic models. A possible approach might be to
use historical trends based on population estimates or land use (Opitz, 2002).

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



DRINKING WATER DISTRIBUTION SYSTEMS: AN OVERVIEW

4.6 WATER SUPPLY SYSTEMS SECURITY

The most commonly used technique for developing water-use models is a simple
regression model that can relate water uses to customer classes of the form:

y=0+BX,+BX, +BX;+-+B,X,+¢€ 4.1)

where y is a dependent variable which might be the water use in a given time period; X/,
X,, ..., X, are independent variables that might represent water use for a specific time
period in a given customer class; o, f,, f,, and 8, are estimated coefficients, and € is an
error term. There are a number of considerations in using these types of models. For exam-
ple, it is important to be able to divide water consumption data into specific classes that
have similar use such as single family residences, multiunit residential housing, small
commercial and large commercial, and large industrial establishments. This type of
model can be used to separate the seasonal and weather effects in the time series data.
However, it is important to be able to quantify the types of error associated with these data.
Section 4.3 presents recent research that characterizes water demand as a stochastic
variable.

4.2.2 Network Hydraulic Modeling

In order to understand the behavior of pressurized pipeline systems it is essential to under-
stand their hydraulic behavior. Free water surfaces are almost never found in a pressurized
system with the exception of reservoirs and tanks. However, for very short periods during
unsteady or transient events free surfaces may be found in the pipe itself. Pressures within
a pressurized pipeline system are usually well above atmospheric.

Three basic relations describe the flow of fluid in pipes. These relationships are as
follows:

e Conservation of mass

e Newton’s second law of motion

» Development of principles that govern transient flows

Conservation of Mass. The conservation of mass principle requires that the sum of the
mass flow in all pipes entering a junction must equal the sum of all mass flows leaving the
junction.

Newton’s Second Law. Newton’s second law states that all forces acting on a system
are equal to the change of momentum of the system with respect to time. Mathematically
this is

_ d(mv)
D=y, 4.2)

where ¢ is time and F,,, represents the external force acting on a body of mass m moving

with velocity v. If the mass of the body is constant Eq. (4.2) becomes
dv
D Foy =mgy=ma 43)
where a is acceleration of the system. This equation can be applied to water as follows:

zFéxt = rQ(nout - nin) (44)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



DRINKING WATER DISTRIBUTION SYSTEMS: AN OVERVIEW

DRINKING WATER DISTRIBUTION SYSTEMS: AN OVERVIEW 4.7

where p is the water density, v, and v,, are respectively the velocity out of and the veloc-
ity into a control section, and Q is the volumetric rate of flow.

Transient Flows. Because water has a high density and because pipe lines are generally
long, therefore they carry extremely large amounts of mass, momentum, and kinetic energy.
Water is only slightly compressible and therefore large head changes occur if small amounts
of fluid are forced into a pipeline. The consequence of these two facts may lead to shock
waves or transient flow. Transient fluid flow may result in water hammer which in turn may
be caused by the opening or closing of valves or starting a pump and has major consequences
for system design.

Friction in Pipelines. A key factor in evaluating the flow through pipe networks is the

ability to calculate friction head loss (Jeppson, 1976). Three equations commonly used are

the Darcy-Weisbach, the Hazen-Williams, and the Manning equations (Larock et al., 2000).
The Darcy-Weisbach equation is

h; = f(LID)(V*/2g) 4.5)

where h= head loss, in ft/ft (m/m)
f=dimensionless friction factor
D = pipe diameter, in ft (m)
L =length of pipe, in ft (m)
V = average velocity of flows, in ft/s (m/s)
g = the acceleration of gravity, in ft/s> (m/s?)

A fundamental relationship that is important for hydraulic analysis is the Reynolds num-
ber, as follows:

R =VD/v (4.6)

where R, = Reynolds number (dimensionless)
v = kinematic viscosity, in ft*/s (m?/s)
Vand D = as defined previously

There are various equations that can be used for calculating f in the Darcy-Weisbach
equation (Jeppson, 1976). Although the Darcy-Weisbach equation is fundamentally sound,
the most widely used equation is the Hazen-Williams equation

0 =1.318 CAR* #3504 @.7)

where Q = flow, in ft¥/s (m%/s)
C = Hazen Williams roughness coefficient
A = cross-sectional area, in ft> (m?)
R = hydraulic radius (D/4) in ft (m)
§ = slope of the energy grade line (h; L[{t/ft])(m/m)

If the head loss is desired and Q is known, the Hazen-Williams equation for a pipe can
be written as

— 1.852 1)4.87)1 815
hy =(4.73L/C'*2D*")Q (4.8)

where the variables are defined previously.
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Another empirical equation is the Manning equation for pipes, which has been solved
for h

hy = (4.63Tn’L/D>**)Q (4.9)

where 7 is an empirical constant and the order variables are as defined previously.

Methods of Analysis. Analyzing for the flow in pipe networks, particularly if a large
number of pipes are involved, is a complex process. Deciding which pipes should be
included in the analysis can be a matter of judgment. It may not be possible or practical to
include all the pipes that deliver water to the consumer. Analysis is frequently conducted
only on the major transmission lines in the network or on the pipes that carry water between
separate sections of the network. This process is called skeletonization. As mentioned pre-
viously, there are two types of analyses usually conducted on drinking water distribution
systems—steady state and dynamic.

A steady-state analysis is needed for each demand or consumption pattern. The addition
of new service areas, pumps, or storage tanks changes the system and requires a new
steady-state analysis. Dynamic analysis or EPS is often simply a series of steady state
analyses linked by specified conditions. The oldest method of solving steady state flow in
pipes is the Hardy-Cross method. It was originally developed for solution by hand but has
been programmed for solution using computers. However, when applied to large networks
or for certain conditions it might be slow or even fail to converge. More recently the
Newton-Raphson method and the linear-theory method, both described later in this chap-
ter, have been applied to network solutions. The Newton-Raphson method requires approx-
imately the same computer storage requirements as the Hardy Cross method and also
requires an initial solution.

Dynamic analysis or extended period simulation (EPS) deals with unsteady flows or
transient problems. Steady-state analysis, which will be discussed in this section, is con-
sidered solved when the flow rate in each pipe is calculated based on a specific usage or
demand pattern and consumption. The supply from reservoirs, storage tanks, and/or pumps
is generally the inflow or outflow from some point in the network. If flow rates are known,
then pressures or head losses can be computed throughout the system. If the heads or pres-
sures are known at each pipe junction or network node, the flow rates can be computed in
each pipe.

Other issues to be considered include the calibration and verification of the hydraulic
assumptions.

Reducing Network Complexity. Pipe networks may include pipes in series, parallel, or
branches (like branches of a tree). The network may also use elbows, valves, motors, and
other devices that cause local disturbances and head losses. These factors can frequently be
combined with or converted into equivalent pipes, which is very useful in simplifying net-
works. The major methods of simplification follow.

Pipes in Series. For pipes in series, the same flow must pass through both pipes, there-
fore an equivalent head loss is the sum of the head losses for all the pipes being considered
as part of the equivalent pipes.

Pipes in Parallel. Two or more pipes in parallel can also be replaced by an equivalent
pipe. In this case, the head loss between junctions where the pipes part and then join again
must be equal. Although using equivalent pipes may be effective from a hydraulic viewpoint,
this practice can be misleading when modeling water quality. Water quality modeling accu-
racy depends on accurate measurement of velocity.
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Branching System. In a branching system, a number of pipes are connected to a larger
pipe in the form of a tree. If the flow is from the larger pipe to the smaller laterals, the flow
rate can be calculated in any pipe as the sum of the downstream consumption or demand.
If the laterals supply water to the main, then the same approach can be taken. When a system
is analyzed, frequently only the larger pipes are used in the network analysis.

Minor Losses. An equivalent pipe can be used in a network to approximate the minor losses
associated with valves, meters, elbows, or other devices. Equivalent pipes are formed by
adding a length to the actual pipe length that will result in the same head loss as in the compo-
nent. The Darcy-Weisbach or Hazen-Williams equations can be used to compute the head loss.

Equations Describing Flow. Flow analysis in pipe networks is based on basic continuity
and energy laws. The mass weight or volumetric flow rate into a junction must equal the
mass weight or volumetric flow rate out of a junction, including demand. In addition to con-
tinuity equations that must be satisfied, the head loss or energy equations must be satisfied. If
one sums the head loss around a loop, the net head loss must equal zero.

Network Characterization. Engineering analysis of water distribution systems is fre-
quently limited to the solution of the hydraulic network problem, i.e., given the physical
characteristics of a distribution system modeled as a node-link network and the demands at
nodes (junctions where network components connect to one another), the flows in links
(a connection of any two nodes) and head at all nodes of the network are determined. This
problem is formulated as a set of simultaneous nonlinear equations, and a number of well-
known solution methods exist, many of which have been coded as computer programs
known as hydraulic network models (Cesario, 1995).

Mathematical methods for analyzing the flow and pressure in networks have been in use
for more than 50 years. They are generally based on well-accepted hydrodynamic equa-
tions. Computer-based models for performing this type of analysis were first developed in
the 1950s and 1960s and greatly expanded and made more available in the 1970s and
1980s. Currently, dozens of such models are readily available on systems ranging from per-
sonal computers to supercomputers.

Hydraulic models were developed to simulate flow and pressures in a distribution sys-
tem either under steady state conditions or under time varying demand (extended period
simulation) and operational conditions. Hydraulic models may also incorporate optimiza-
tion components that aid the user in selecting system parameters that result in the best
match between observed system performance and model results.

Application of Models. The following steps should be followed in applying network
models (Clark et al., 1988):

¢ Model selection

* Define model requirements and select a model (hydraulic and/or water quality) that fits
your requirements, style, budget, etc.

* Network representation

* Accurately represent the distribution system components in the model

¢ Calibration

* Adjust model parameters so that predicted results adequately reflect observed field data
* Verification

 Independently compare model and field results to verify the adequacy of the model
representation
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Problem definition

Define the specific design or operational problem to be studied and incorporated (i.e.,
demands and system operation) into the model

Model application

Use the model to study the specific problem or situation

Display and analysis of results

Following the model application, display and analyze the results to determine how rea-
sonable the results are

Finally, translate the results into a solution to the problem

All water distribution system models represent the network as a series of connected
links and nodes. Links are defined by the two end nodes and generally serve as conveyance
devices (e.g., pipes), while nodes represent point components (e.g., junctions, tanks, and
treatment plants). In most models, pumps and valves are represented as links. Water
demands are aggregated and assigned to nodes; an obvious simplification of real-world sit-
uations in which individual house taps are distributed along a pipe rather than at junction
nodes.

Network representation is more of an art than a science. Most networks are skeletonized
for analysis, which means that they contain only a representation of selected pipes in a ser-
vice area.

A minimal skeletonization should include all pipes and features of major concern.
Nodes are usually placed at pipe junctions, where pipe characteristics may change in diam-
eter, C-value (roughness), or material of construction. Nodes may also be placed at loca-
tions of known pressure or where pressure valves are desired.

Network components include pipes, reservoirs, pumps, pressure-relief valves, control
valves, altitude valves, check valves, and pressure-reducing valves. For steady state model-
ing, a key input is information on water consumption. Usage is assigned to nodes in most
models and may be estimated several different ways. Demand may be estimated by a count
of structures of different types using a representative consumption per structure, meter read-
ings and the assignment of each meter to a node, and to general land use. A universal adjust-
ment factor should be used so that total usage in the model corresponds to total production.

Modeling Temporal Variations. We know that most phenomena and behavior vary over
time in the real world. Models that assume no variation over time are referred to as steady
state models, which provide a snapshot at a single point in time. In distribution system mod-
els, steady state models assume that demands are constant and operations are constant (e.g.,
tank water-level elevations remain constant and pumps are either on or off at a constant
speed). Though such assumptions may not be valid over long periods of time, steady state
models can provide some useful information concerning the behavior of a network under
various representative conditions, including fire demand, nighttime low demands, etc.
Models that allow for variations over time are referred to as temporally dynamic models.
Most network distribution hydraulic models incorporate temporal variation by stringing
together a series of steady state solutions and refer to this method as extended period simu-
lation (EPS). For example, in the EPS mode, demand at a node may be assumed to be 100
gallons per minute (gpm) (378 L/min) from 2:00 p.m. to 3:00 p.m. and then 150 gpm (567
L/min) from 3:00 p.m. to 4:00 p.m. Thus, one steady-state solution may be assumed from
2:00 p.m. until 3:00 p.m. and a different solution may be calculated from 3:00 p.m. to 4:00
p-m. Further, temporal dynamics may be incorporated by checking the water level in a tank
and if the water level reaches a maximum allowable level at 3:20 p.m., then another steady-
state solution is started at 3:20 p.m. with the tank discharging instead of filling. Though the
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EPS solution does introduce some approximations and totally ignores the transient phe-

nomena resulting from sudden changes, such as a pump being turned on, these more refined

assumptions are generally not considered significant for most distribution system studies.
Some of the characteristics of the EPS mode are as follows:

* Requires information on temporal variations in water usage over the period being mod-
eled

» Permits temporal patterns to be defined for groups of nodes (spatially different patterns
can be applied to a given node)

» Uses the best available information on temporal patterns that can be estimated (for exam-
ple, some users have continuous meters)

» Can sometimes use literature values for a first guess at residential patterns (which may
vary with climate)

e Can use analysis of information from Supervisory Control and Data Acquisition
(SCADA) to estimate system wide temporal pattern

Model Calibration. Calibration is an important part of the “art” of modeling water distri-
bution systems. Model calibration is the process of adjusting model input data (or, in some
cases, model structure) so that the simulated hydraulic and water quality output sufficiently
mirrors observed field data. As mentioned earlier, one way of viewing calibration is to think
of a TV screen showing observed and predicted values. Calibration is the process of adjust-
ing the picture so that the predicted value provides the closest estimate for the actual values.

Depending on the degree of accuracy, calibration can be difficult, costly, and time-
consuming. The extent and difficulty of calibration is minimized by developing an accurate
representation of the network and its components. A traditional technique for calibration is
to use fire flow pressure measurements. Pressures and flow in isolated pipe sections are
measured in the field and the roughness factors C are adjusted to reflect the data.

Another method is to use water quality tracers. Naturally occurring or added chemical trac-
ers may be measured in the field and the results used to calibrate hydraulic and water quality
models. The most common tracer is fluoride. It is conservative (does not degrade), safe, and
can usually be added (or normal feed can be curtailed) and the movement can be traced in the
system using hand-held analyzers. For conservative tracers, adjustments may be made pri-
marily in the hydraulic model to adequately match the predicted and observed concentrations.

Another calibration technique is to measure predicted tank levels derived from com-
puter simulations against actual tank level during a given period of record. For example,
using data from SCADA systems or from online pressure and tank-level recorders, flows
can be adjusted in the simulation model until they match the actual tank-level information.

4.2.3 Water Quality Models

Modeling the movement of a contaminant within the distribution systems, as it moves
through the system from various points of entry (e.g., treatment plants) to water users is
based on three principles:

» Conservation of mass within differential lengths of pipe
* Complete and instantaneous mixing of the water entering pipe junctions

* Appropriate kinetic expressions for the growth or decay of the substance as it flows
through pipes and storage facilities
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This change in concentration can be expressed by the following differential equation:

dc; aC;
Tt' ==V 7 + kUCU (4.10)
where C;; = substance concentration (g/m?) at position x and time ¢ is the link between
nodes i and j
v; = flow velocity in the link (equal to the link’s flow divided by its cross-sectional
area) (m/s)
k;; = rate at which the substance reacts within the link (s

According to Eq. (4.10) the rate at which the mass of material changes within a small
section of pipe equals the difference in mass flow into and out of the section plus the rate
of reaction within the section. It is assumed that the velocities in the links are known before-
hand from the solution to a hydraulic model of the network. In order to solve Eq. (4.10) we
need to know C;; at x = 0 for all times (a boundary condition) and a value for k.

Equation (4.11) represents the concentration of material leaving the junction and enter-
ing a pipe

2 QuCy
C=—~~> 4.11
ij zk le ( )
where C;; = concentration at the start of the link connecting node i to node j, in mg/L (i.e.,
where x = 0)
C,; = conncentration at the end of a link, in mg/L
Q,; = flow from k to i

Equation (4.11) implies that the concentration leaving a junction equals the total mass of a
substance mass flowing into the junction divided by the total flow into the junction.

Storage tanks can be modeled as completely mixed, variable volume reactors in which
the change in volume and concentration over time are as follows:

%ZZQ“_ZQSJ_ (4.12)
k i

dv.C
o= 20,0~ 2,0,C, +k;(C) (4.13)
k i

where C, = concentration for tank s, in mg/L

dt = change in time, in seconds

Q,, = flow from node k to s, in ft¥/s (m?/s)

Q,; = flow from node s to j, in ft*/s (m%s)

dV, = change in volume of tank at nodes, in ft* (m?)
V = volume of tank at nodes, in ft3 (m?)

C,, = concentration of contaminant at end of links, in mg/ft* (mg/m®)
k; = decay coefficient between node i and j, in s!

There are currently several models available for modeling both the hydraulics and water
quality in drinking water distribution system. However, most of this discussion will be focused
on a U.S. Environmental Protection Agency (U.S. EPA) developed hydraulic/contaminant
propagation model called EPANET (Rossman et al., 1994), which is based on mass transfer
concepts (transfer of a substance through another on a molecular scale). Another approach
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to water quality contaminant propagation to be discussed is the approach developed by
Biswas et al. (1993). This model uses a steady state transport equation that takes into account
the simultaneous corrective transport of chlorine in the axial direction, diffusion in the radial
direction, and consumption by first- order reaction in the bulk liquid phase. Islam (1995)
developed a model called QUALNET, which predicts the temporal and spatial distribution of
chlorine in a pipe network under slowly varying unsteady flow conditions. Boulos et al.
(1995) proposed a technique called the Event Driven Method (EDM), which is based on a
“next-event” scheduling approach, which can significantly reduce computing times.

Solution Methods. There are several different numerical methods that can be used to
solve contaminant propagation equations. Four commonly used techniques are Eulerian
finite-difference method (FDM), Eulerian discrete-volume method (DVM), Lagrangian
time-driven method (TDM), and Lagrangian event-driven method (EDM).

The FDM approximates derivatives with finite-difference equivalents along a fixed grid
of points in time and space. Islam used this technique to model chlorine decay in distribu-
tion systems. This technique is discussed in more detail in Islam (1995).

The DVM divides each pipe into a series of equally sized, completely mixed volume
segments. At the end of each successive water quality time step, the concentration within
each volume segment is first reacted and then transferred to the adjacent downstream seg-
ment. This approach was used in the models that were the basis for early U.S. EPA studies.

The TDM tracks the concentration and size of a nonoverlapping segment of water
that fills each link of a network. As time progresses, the size of the most upstream seg-
ment in a link increases as water enters the link. An equal loss in size of the most down-
stream segment occurs as water leaves the link. The size of these segments remains
unchanged.

The EDM is similar to TDM, except that rather than update an entire network at fixed
time steps, individual link-node conditions are updated only at times when the leading seg-
ment in a link completely disappears through this downstream node.

EPANET. As mentioned previously, the EPANET hydraulic model has been a key com-
ponent in providing the basis for water quality modeling. There are many commercially
available hydraulic models that incorporate water quality models as well. EPANET is a
computer program based on the EPS approach to solving hydraulic behavior of a network.
In addition, it is designed to be a research tool for modeling the movement and fate of drink-
ing water constituents within distribution systems. EPANET calculates all flows in cubic
feet per second (ft¥/s) and has an option for accepting flow units in gallons per minute
(gpm), million gallons per day (mgd), or litres per second (L/s). The model is available to
be downloaded from the U.S. EPA website.

Hydraulic Simulation. EPANET uses the Hazen-Williams formula, the Darcy-
Weisbach formula, or the Chezy-Manning formula for calculating the head loss in pipes.
Pumps, valves, and minor loss calculations in EPANET are also consistent with the con-
vention established in the previous chapters. All nodes have their elevations above sea level
specified and tanks and reservoirs are assumed to have a free water surface. The hydraulic
head is simply the elevation of the surface above sea level. The surface of tanks is assumed
to change in accordance with the following equation:

Ay =(q/A) At 4.14)

where Ay = change in water level, in ft (m)
q = flow rate into (+) or out of (-) tank, in ft/s (m?/s)
A = cross-sectional area of the tank, in ft (m)
At = time interval, in seconds
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It is assumed that water usage rates, external water supply rates, and source concentra-
tions at nodes remain constant over a fixed period of time, although these quantities can
change from one period to another. Nodes are junctions where network components con-
nect to one another (links), as well as to tanks and reservoirs. The default period interval is
one hour but can be set to any desired value. Various consumption or water usage patterns
can be assigned to individual nodes or groups of nodes.

EPANET solves a series of equations for each link using the gradient algorithm.
Gradient algorithms provide an interactive mechanism for approaching an optimal solution
by calculating a series of slopes that lead to better and better solutions. Flow continuity is
maintained at all nodes after the first iteration. The method easily handles pumps and
valves.

The set of equations solved for each link (between nodes i and j) and each node k is as
follows:

b —h; = f(q;) (4.15)

20— 29 O =0 4.16)
i j

where g;; = flow in link connecting nodes i and j, in ft¥/s (m%/s)
h; = hydraulic grade line elevation at node i (equal to elevation head plus pressure
head), in ft (m)
Q, = flow consumed (+) or supplied (—) at node , in ft*/s (m?/s)
() = functional relation between head loss and flow in a link

The set of equations for each storage node (tank or reservoir) in the system is as follows:

. _q,
Si= i 4.17)
q,=2.9.— 2.4, (4.18)
hy=E +y, (4.19)

where y_ = height of water stored at node s, in ft (m)
A, = cross-sectional area of storage node s (infinite for reservoirs), in ft* (m?)
E = elevation of node s, in ft (m)
q, = flow into storage node s, in ft*/s (m%/s)
t = time ¢, in seconds
h, = height of water in storage tank s, in ft (m)

Equation (4.17) expresses conservation of water volume at a storage node. Equations
(4.18) and (4.19) express the same relationship for pipe junctions and Eq. (4.15) repre-
sents energy loss or gain due to flow within a link. For known initial storage node lev-
els y,, at time zero, Eqgs. (4.15) and (4.17) are solved for all flows ¢,; and heads A, using
Eq. (4.19) as a boundary condition. This is called hydraulically balancing the network
and is accomplished by using an iterative technique to solve the resulting nonlinear
equations.

After a network hydraulic solution is obtained, flow into (or out of) each storage node
q, is found using Eq. (4.18) and used in Eq. (4.17) to find new storage elevations after a
time step dr. This process is then repeated for all the following time steps for the remainder
of the simulation period.
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Water Quality Simulation. EPANET uses the flows from the hydraulic simulation
to track the propagation of contaminants through a distribution system. A conservation
of mass equation is solved for the substance within each link between nodes i and j as
follows:

JdC; g, |
i i | P
g A [ax }* 4(Cy) (4.20)

ij ij

where C; = concentration of substance in link , j as a function of distance and time (i.e.,
C; = CyX,;, 1], in mass/ft’ (mass/m?)
X, = d1stance along link 7, j, in ft (m)
= flow rate in link i, j at time ¢, in ft}/s (m%/s)
“,_, = cross-sectional area of link i, , in ft> (m?)
q(C;) = rate of reaction of constiuent within link Z, j, in mass/ft’/d (mass/m?/d)

Equation (4.20) must be solved with known initial conditions at time zero. The following
boundary condition at the beginning of the link, i.e., at node i where x; = 0 must hold

2 9Ly, D+ M,
Xt Oy

C;(0,0= @21)

The summations are made over all links £, i that flow into the head node i of the link i, j,

where L, = length of link &, i
M, = substance mass introduced by any external source at node i
Q,; = source’s flow rate

The boundary condition for link &, i depends on the concentrations at the head of the
nodes of all links &, i that flow into link i, j. Equations (4.20) and (4.21) form a coupled set
of differential/algebraic equations over all links in the network. These equations are solved
within EPANET by using DVM, which was described earlier.

Water quality time steps are chosen to be as large as possible without causing the flow
volume of any pipe to exceed its physical volume. Therefore the water quality time step
dr,,, source cannot be larger than the shortest time of travel through any pipe in the network,
ie.,

V;
dt,, —Mm{q }for all pipes i, j (4.22)
ij

where V;; is the volume of pipe i, j and g;; is flow rate of pipe i, j.

Purnps and valves are not part of this determination because transport through them is
assumed to occur instantaneously. Based on this water quality time step, the number of
volume segments in each pipe (n;) is

nij:INT{ — } (4.23)

where INT(x) is the largest integer less than or equal to x. There is both a default limit of
100 for pipe segements or the user can set df,, to be no smaller than a user-adjustable time
tolerance.
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Reaction Rate Model. Equation (4.24) provides a mechanism for evaluating the reac-
tion of a substance as it travels through a distribution system (Rossman et al., 1994).
Reactions can occur in the bulk phase or with the pipe wall. EPANET models both types
of reactions using first-order kinetics. In general, within any given pipe, material in the bulk
phase and at the pipe well will decrease according to the following equation:

4(C)=—k,C~ {Z—f](c -C,) 4.24)
h

where g(C) = total reaction rate
k, = first-order bulk reaction rate, in s
C = substance concentration in the bulk flow, in mass/ft* (mass/m?)
k;=mass transfer coefficient between the bulk flow and the pipe wall, in ft/s
(m/s)
R, = hydraulic radius of pipe (pipe radius/2), in ft (m)
C,, = substance concentration at the wall, in mass/ft’ (mass/m?)

Assuming a mass balance for the substance at the pipe wall yields:
k(C-C,)=k;C, (4.25)

where k, is the rate of chlorine demand at wall (wall demand), in ft/s (m/s).

Equation (4.25) pertains to the growth or decay of a substance, with mass transfer to or
from the pipe wall depending on whether the sign of the equation is positive or negative. A
negative sign means decay and a positive sign means growth.

There are three coefficients used by EPANET to describe reactions within a pipe. These
are the bulk rate constant &, and the wall rate constant k,, which must be determined empir-
ically and supplied as input to the model. The mass transfer coefficient is calculated inter-
nally by EPANET.

Other Features. EPANET can also model the changes in age of water and travel time
to a node. The percentage of water reaching any node from any other node can also be cal-
culated. Source tracing is a useful tool for computing the percentage of water from a given
source at a given node in the network over time.

The following input steps should be taken before using EPANET:

* Identify all network components and their connections. These components include pipes,
pumps, valves, storage tanks, and reservoirs.

* Assign unique ID numbers to all nodes. These numbers must be between 1 and
2,147,483,647, but do not have to be in any specific order.

* Assign ID numbers to each link (pipe, pump, or valve). Both a link and a node can have
the same ID number.

¢ Collect information on the following system parameters: diameter, length, roughness,
and minor loss coefficient for each pipe.

 Characteristic operating curve for each pump.

Diameter, minor loss coefficient, and pressure or flow setting for each control valve.

Diameter and lower and upper water levels for each tank.

Control rules that determine how pump, valve, and pipe settings change with time, tank

water levels, or nodal pressures.

¢ Changes in water demands for each node over the time period being simulated.

Initial water quality at all nodes and changes in water quality over time at source nodes.
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Output from EPANET includes the following:

» Color-coded network maps
* Time series plots

» Tabular reports
 Concentration plots

¢ Pressure plots

* Flow plots

Convective Transport Model. Biswas et al. (1993) developed a steady-state transport
equation that takes into account the simultaneous convective transport of chlorine in the
axial direction, diffusion in the radial direction, and consumption by first order in the bulk
liquid phase. Different wall conditions are considered in the model, including a perfect
sink, no wall consumption, and partial wall consumption.

QUALNET. Islam (1995) developed a model called QUALNET, which predicts the spa-
tial and temporal distribution of chlorine residuals in pipe networks under slowly varying
unsteady flow conditions. Unlike other available models, which use steady state or extended-
period simulation (EPS) of steady flow conditions, QUALNET uses a lumped-system
approach to compute unsteady flow conditions and includes dispersion and decay of chlorine
during travel in a pipe. The pipe network is first analyzed to determine the initial steady state
conditions. The slowly varying conditions are then computed by numerically integrating the
governing equations by an implicit finite difference, a scheme subject to the appropriate
boundary conditions. The one dimensional dispersion equation is used to calculate the con-
centration of chlorine over time during travel in a pipe, assuming a first-order decay rate.

Numerical techniques are used to solve the dispersion, diffusion, and decay equation.
Complete mixing is assumed at the pipe junctions. The model has been verified by com-
paring the results with those of EPANET for two typical networks. The results are in good
agreement at the beginning of the simulation model for unsteady flow; however, chlorine
concentrations at different nodes vary when the flow becomes unsteady and when reverse
flows occur. The model may be used to analyze the propagation and decay of any other sub-
stance for which a first-order reaction rate is valid (Chaudhry, 1987): The water quality
simulation process used in the previous models is based on a one-dimensional transport
model, in conjunction with the assumption that complete mixing of material occurs at the
junction of pipes. These models consist of moving the substance concentrations forward in
time at the mean flow velocity while undergoing a concentration change based on kinetic
assumptions. The simulation proceeds by considering all the changes to the state of the system
as the changes occur in chronological order. Based on this approach, the advective movement
of substance defines the dynamic simulation model. Most water quality simulation models
are interval oriented, which in some cases, can lead to solutions that are either prohibitively
expensive or contain excessive errors.

Boulos et al. (1995) proposed a technique mentioned earlier called the event-driven
method (EDM). This is extremely simple in concept and is based on a next-event scheduling
approach. In this method, the simulation clock time is advanced to the time of the next event
to take place in the system. The simulation scheduled is executed by carrying out all the
changes to a system associated with an event, as events occur in chronological order. Since
the only factors affecting the concentration at any node are the concentrations and flows at
the pipes immediately upstream of the given node, the only information that must be avail-
able during the simulation are the different segment concentrations. The technique makes
the water quality simulation process very efficient.
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The advective transport process is dictated by the distribution system demand. The
model follows a front tracking approach and explicitly determines the optimal pipe seg-
mentation scheme with the smallest number of segments necessary to carry out the simu-
lation process. To each pipe, pointers (concentration fronts), whose function is to delineate
volumes of water with different concentrations, are dynamically assigned. Particles repre-
senting substance injections are processed in chronological order as they encounter the
nodes. All concentration fronts are advanced within their respective pipes based on their
velocities. As the injected constituent moves through the system, the position of the con-
centration fronts defines the spatial location behind which constituent concentrations exist
at any given time. The concentration at each affected node is then given in the form of a
time-concentration histogram.

The primary advantage of this model is that it allows for dynamic water quality modeling
that is less sensitive to the structure of the network and to the length of the simulation process.
In addition, numerical dispersion of the concentration front profile resolution is nearly elim-
inated. The method can be readily applied to all types of network configurations and dynamic
hydraulic conditions and has been shown to exhibit excellent convergence characteristics.

4.2.4 Effects of Tanks and Storage

A frequently overlooked aspect of water quality and contaminant propagation in drinking
water distribution systems is the effect of system storage. Although direct pumping could
maximize water quality by shortening the transport time between source and consumer, it
is rarely used today in systems in the United States (AWWA, 1989). Most utilities use some
type of ground or elevated system storage to process water at times when treatment facili-
ties would otherwise be idle. It is then possible to distribute and store water at one or more
locations in the service area closest to the user.

The principal advantages of distribution storage are that it equalizes demands on supply
sources, production works, and transmission and distribution mains. As a result, the sizes
or capacities of these elements may be minimized. Additionally, system flows and pres-
sures are improved and stabilized to better serve the customers throughout the service area.
Finally, reserve supplies are provided in the distribution system for emergencies, such as
firefighting and power outages.

In most municipal water systems, less than 25 percent of the volume of the storage in
tanks is actively used under routine conditions. As the water level drops, tank controls, call
for high-service pumps to start in order to satisfy demand and refill the tanks. The remain-
ing water in the tanks (70 to 75 percent) is normally held in reserve as dedicated fire storage.

Storage tanks and reservoirs are the most visible components of a water distribution sys-
tem but are often the least understood in terms of their effect on water quality. Although
these facilities can play a major role in providing hydraulic reliability for firefighting needs
and in providing reliable service, they may also serve as vessels for complex chemical and
biological changes that may result in the deterioration of water quality. These storage tanks
and reservoirs also contribute to increased residence time in drinking water systems.

Previous Research. P.V.Danckwerts, one of the first investigators to discuss the concept
of a distribution function for residence times, explained how this concept can be defined
and measured in actual systems (Danckwerts, 1958). When a fluid flows through a vessel
at a constant rate, either “plug flow” (no mixing) or perfect mixing is usually assumed. In
practice many systems do not achieve either. Thus calculations based on these assumptions
may be inaccurate. Danckwerts illustrated the use of distribution functions by showing how
they can be used to calculate the efficiencies of reactors and blenders and how models may
be used to predict the distribution of residence times in large systems.
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A.E. Germeles developed a model based on the concept of forced plumes and mixing of
liquids in tanks (Germeles, 1975). He considered the mixing between two miscible liquids
of slightly different density when one of them is injected into a tank partially filled with the
other. A mathematical model for the mixing of the two liquids was developed, from which
one can compute the tank stratification. The model also was verified experimentally.

Empirical Studies. Several investigators have conducted field studies and attempted to
apply relatively simple models to distribution storage tanks. Kennedy et al. (1993)
attempted to assess the effects of storage tank design and operation on mixing regimes and
effluent water quality. The influent and effluent flows of three tanks with diameter-to-
height ratios ranging from 3.5:1 to 0.4:1 were monitored for chlorine residual. Chlorine levels
were also measured within the water columns of each tank. Although chlorine profiles revealed
some stratification in tanks with large height-to-diameter ratios, completely mixed models
were more accurate than plug-flow models in representing the mixing behavior of all three
tanks. These investigators further indicated that the quality of the effluent from completely
mixed tanks deteriorated with decreasing volumetric change. The authors found that stand-
pipes were the least desirable tank design with respect to effluent water quality.

Studies conducted by Grayman and Clark (1993) indicated that water quality degrades
as a result of long residence times in storage tanks. These studies highlight the importance
of tank design, location, and operation on water quality. Computer models, developed to
explain some of the mixing and distribution issues associated with tank operation, were used
to predict the effect of tank design and operation on various water quality parameters.
Because of the diversity of the effects and the wide range of design and environmental con-
ditions, the authors concluded that general design specifications for tanks are unlikely. They
also concluded that models will most likely be refined and developed to facilitate site-
specific analysis.

One of the first studies to document the impact of storage tanks on water quality was
conducted by the U.S. Environmental Protection Agency (U.S. EPA) in conjunction with
the South Central Connecticut Regional Water Authority (SCCRWA) (Clark et al., 1991).
As part of the overall U.S. EPA-sponsored project, an extensive field sampling program
was performed in the Cheshire service area of the SCCRWA during November and
December 1989. During this period, the fluoride feed into the water drawn from the two
well fields was stopped for a seven-day period during which extensive sampling occurred
throughout the system, including the water entering and leaving the Prospect tanks. The flu-
oride feed was later restarted and sampling was performed for the next seven-day period.
Complete details on the sampling program, described in Clark et al. (1991) and Skov et al.
(1991). The field study showed that storage facilities could have a significant impact on
water quality in a distribution system. In order to further investigate the effects of tank loca-
tion and operation on the water quality in the system, a series of simulations were per-
formed using a hydraulic and water quality model. In the simulations, the effects of the
location and operation of the tank were studied (Grayman et al., 1991). It was found that
water age is a key factor in the deterioration of water quality. With age, chlorine residuals
will decrease and disinfection by-product (DBP) concentrations will increase. Simulating
water age, an initial age of zero was assumed at all nodes and at the tanks.

Development of a Storage Tank Model. As indicated earlier, most water quality simu-
lations assume complete mixing of the storage tanks examined. However, sampling data
from the Prospect tank and other studies (Kennedy et al., 1991; Kennedy et al., 1993) indi-
cated that is not necessarily the case. Grayman and Clark (1993) explored the use of com-
partment modeling to describe tank mixing and to deal with the nonuniform mixing in
tanks.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



DRINKING WATER DISTRIBUTION SYSTEMS: AN OVERVIEW

4.20 WATER SUPPLY SYSTEMS SECURITY

Grayman, Rossman and Arnold et al (2000) developed a suite of models called
CompTank that included various types of mixing models for tanks including complete
mix, plug flow and compartment models. In the same study, computational fluid
dynamics (CFD) models were assessed and applied to represent the dynamics of mixing
in tanks.

4.2.5 Water Quality Monitoring

Monitoring. Monitoring in distribution systems provides the means for identifying
variations in water quality spatially and temporally (Grayman, Rossman and Geldreich,
2000) The resulting data can be used to track transformations that are taking place in water
quality and can also be used to calibrate water quality models. Monitoring can be classified
as routine or for special studies. Routine monitoring is usually conducted in order to satisfy
regulatory compliance requirements. Special studies are usually conducted to provide
information concerning water quality problems.

Routine monitoring in the United States is one of the requirements specified by the U.S.
Safe Drinking Water Act. Although from a historical viewpoint most attention has been
focused on the performance of the treatment plant, a number of the SDWA maximum con-
taminant levels (MCL) must be met at the tap. Samples are collected by the use of contin-
uous monitors or as grab samples. Continuous monitoring is generally performed by
sensors or remote monitoring stations. Although continuous monitoring is frequently con-
ducted at the treatment plant (turbidity and chlorine residuals) most distribution system
monitoring is based on grab samples. Continuous monitoring is capital intensive, requires
maintenance and calibration. Grab samples are labor intensive and provide data based on
the time of collection.

Special studies might include the following:

* Measurement of disinfectant residuals in a distribution system

 Tracer studies to assist in calibrating water quality models

Some of the issues that should be considered in preparation of a special study are as
follows:

Sampling locations

Sampling frequency

System operation

Preparation of sampling sites

Sampling collection procedures

Analysis procedures

Personnel organization and schedule

Safety issues

Data recording

Equipment and supply needs

Training requirement

Contingency plans

Communications

Calibration and review of analytical instruments
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4.3 SIMULATION OF RESIDENTIAL WATER
DEMANDS

4.3.1 Background Information

In the past decade sophisticated network models have evolved to assist engineers and plan-
ners with design and operation of municipal water distribution systems. Whether the intent
is to simulate pipe hydraulics or to predict water quality, the response of the network model
is dictated largely by the assumed pattern of water demands. An accurate picture of network
demands is essential for good model performance. An inaccurate portrayal of water
demands almost surely leads to poor predictions.

Urban water users can be grouped into several consumer categories, namely, commer-
cial, industrial, institutional, and residential. While each of these end uses are important, the
focus of this chapter is on water demand in the residential sector. In the context of network
security, residential water use is especially relevant because domestic consumption implies
direct human contact with water and inevitable exposure to water-borne constituents.

Residential demand is the largest component of municipal water use (Flack, 1982) con-
suming, on average, 65 percent of the treated public supply (Solley et al., 1998). Owing to
different demand characteristics, residential water use is usually split into domestic
(indoor) and landscape (outdoor) demands. Indoor water use corresponds closely to winter
residential demands and includes water for drinking, cooking, bathing, washing, cleaning,
and waste disposal (Linaweaver et al., 1966).

A breakdown of average residential water use according to various household fix-
tures and appliances is given in Table 4.1. Nearly 60 percent of the indoor water use
occurs in the bathroom (Maddaus, 1987). Neglecting leaks, water use at a typical sin-
gle-family residence is intermittent with inflow from the mainline occurring for only a
small percentage of the time. Outdoor water use, driven primarily by landscape irriga-
tion, exhibits a strong seasonal pattern with highly variable peak demands (Litke and
Kaufmann, 1993).

TABLE 4.1 Typical Residential Indoor Water Use

Demand
Fixture or Percent of Daily vol rate Count Duration

server total (gal) (gpm) (pulses/day) (min)
Toilet 28 65 2-5 gpm 20 24
Laundry 22 50 20 gpm 2.5 21
Shower 22 50 24 gpm 3 20
Faucets 11 25 0.1-6 gpm 92 25
Baths 9 20 20 gpm 1 5
Dishwasher 3 8 8 gpm 1 5
Leaks 5 12 0.008 gpm continuous 1440
Total 100 230 0.16 120 100

Notes: (1) “gpm” is gallons per minute.
(2) Average demand at busy server, &= (218 gal/day)/(100 min/day) = 2.18 gpm (excludes leaks).
(3) Average duration at a busy server, 7= (100 min/day)/(120 uses/day) = 0.83 min/use.
(4) Average pulse volume at a busy server, ¢ = 7= (2.18 gpm)(0.83 min/use) = 1.82 gal/use.
(5) Average daily customer arrival rate, A = (120 uses/day)/(24 hrs/day) = 5.00 uses/hr.
(6) Average daily utilization factor, p = At = (100 min/day)/(1440 min/day) = 0.069.
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4.3.2 Assigning Water Demands

The pattern of water demands in municipal distribution systems is quite unpredictable,
changing with time and location. The inherent randomness in residential water use makes
it difficult to assign accurate water demands to network nodes. The inaccuracies in nodal
demands constitute one of the primary sources of uncertainty in the calibration and appli-
cation of network models (Walski et al., 2003).

Nonetheless, for purposes of network modeling, representative estimates of residential
water demand must be specified. As a starting point, it is important to select values appropri-
ate for the circumstance under consideration. For instance, a hydraulic investigation into the
adequacy of system pressure during a fire emergency would adopt high demands during peak
hours. In contrast, a water quality study on the concentration of a disinfectant residual expected
in a remote service area would likely be based on average demands during a routine day.

One approach often used to assign nodal demands adopts a “top-down convention.”
Under this strategy, the overall system-wide average demand is assumed known, usually
from utility records of water production. Base demands (i.e., daily average use) are allocated
among individual demand nodes in proportion to water usage registered at metered
accounts or according to the number of households assigned to a node.

Most water distribution systems experience leaks (AWWA, 2003). In the absence of any
information about the type or location of leakage, such losses can be distributed uniformly
among the demand nodes. Table 4.2 illustrates a simple application of the top-down conven-
tion for a network of 1000 homes with a total demand of 120 gpm including a 15 percent
water loss by leakage. The homes are assigned to six demand nodes, each assumed to rep-
resent a relatively homogeneous neighborhood.

The total demand listed in the right-most column of Table 4.2 is the sum of the assumed
leakage and allocated use. It represents the average base demand for each node. Over the
course of a typical day, the actual water demand will vary, in some cases dramatically
(Anderson and Watson, 1967). In residential settings, the greatest water use usually occurs
during the breakfast and dinner periods with lowest demands in the early morning hours
(Bowen et al., 1993; Mayer et al., 1999).

To capture diurnal variations in water demand, network models employ a series of con-
catenated steady-state analyses. This approach, also known as extended-period simulation
(EPS), is common in network water quality studies where unsteady flow patterns are impor-
tant (Rossman et al., 1994). In a conventional EPS, the nodal demands change at a set time
interval (usually every hour) according to a pattern of user-specified demand multipliers.

There can be considerable latitude in selecting the hourly multipliers, provided that
they preserve the base demand over the course of the day. Hence, during the calibration of
the network hydraulic model, it is not unusual to fine-tune the hourly multipliers and/or

TABLE 4.2 Allocating Network Water Demand with Assumed Uniform Leakage

Network node Number of Percent of Uniform Allocated demand  Total demand

number homes total leakage(gpm) (gpm) (gpm)

1 80 8 3 8.2 11.2

2 200 20 3 20.4 23.4

3 150 15 3 15.3 18.3

4 120 12 3 12.2 15.2

5 300 30 3 30.6 33.6

6 150 15 3 15.3 18.3
Total 1000 100 18 102 120
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base demands in order to better match model predictions against field observations
(Walski et al., 2003).

4.3.3 Poisson Rectangular Pulse (PRP) Premise

Residential water use can be analyzed with basic principles from the queuing theory devel-
oped by Erlang (1917-18) in his seminal study of telephone calls to operator banks. In the
context of municipal distribution systems, residential water demands at single family
homes behave as a time dependent Poisson Rectangular Pulse (PRP) process. In the jargon
of queueing theory, home occupants are customers while water fixtures and appliances are
servers. When occupants draw water from the distribution network, the home is considered
“busy”; otherwise the home is considered “idle.”

Under the PRP hypothesis, the frequency of residential water use is assumed to follow a
Poisson arrival process with a time dependent rate parameter (Buchberger and Wu, 1995).
When a water use occurs, it is represented as a single rectangular pulse of random duration
and random but steady intensity as shown in Fig. 4.1. Buchberger and Wells (1996) found that
over 80 percent of indoor residential water demands occur as single pulses. They demon-
strated that more complex demand patterns are easily converted to an equivalent single pulse.

By virtue of the Poisson assumption, it is unlikely that more than one pulse will start at
the same instant. Owing to the finite duration of each water pulse, however, it is possible
that two or more pulses with different starting times will overlap for a limited period. When
this occurs, the total water use at the residence is the sum of the joint intensities from the
coincident pulses. Buchberger and co-workers (2003) present an extensive body of com-
pelling evidence based on detailed field studies to corroborate the validity of the PRP
model for residential water demands.

The PRP model requires five parameters (e, % 7, @* A) to characterize residential
water use. Each has a clear physical interpretation:

1. «ais the average rate of water use at a busy fixture in the home,
2. [B?is the variance of the rate of water use at a busy fixture,
3. 7is the average duration of water use at a busy fixture,

4. ? is the variance of the duration of water use at a busy fixture, and
5. Ais the average customer arrival rate in the home.

A

Two Overlapping Pulses

Single Pulse

Intensity (gpm)

Time (sec)

FIGURE 4.1 Definition sketch for Poisson Rectangular Pulse process.
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TABLE 4.3 Typical Range of Parameter Values for PRP Model of Residential Water use

Typical range Typical range Typical range  Representative
Pulse location for the for the for the probability
and feature mean value standard deviation coef variation distribution

Indoor intensity o=1.0to4.0 gpm B=0.51t02.0 gpm 6,=031t0.7 Log-normal

Indoor duration T=0.5t0 2.0 min ®=0.5to 3.0 min 0,=1.0t3.0 Log-normal
Outdoor intensity o =3.0to 6.0 gpm B=1.01t02.0 gpm 6,=031t0.7 Log-normal
Outdoor duration T=15to 30 min ® =30 to 60 min 0,=2.0t04.0 Log-normal

Note: Indoor values compiled from Appendix 6.7 in Buchberger et al. (2003).

For example, Table 4.1 suggests that some representative PRP parameter values for indoor
water use are: mean pulse intensity, o= 2.2 gpm; mean pulse duration, 7= 0.8 min per use, and
daily mean arrival rate, A = 5.0 uses per hour (in a single-family residence of four occupants).
There is not enough information in Table 4.1 to estimate the pulse variability, 3> or @
However, recent field studies (Buchberger et al., 2003) suggest that 3 can range from 0.5 to
2.0 gpm while @ can range from 0.5 to 3.0 min for indoor water use in a single-family home.

It is important to stress that these PRP parameter estimates are nominal values averaged
over the course of a typical day. Actual daily values at individual households may deviate
significantly from these estimates (see Table 4.3). Furthermore, at any given home, values
of the PRP parameters may change from hour to hour. In most cases, hourly variations in
PRP parameter values will be relatively minor, except for the arrival rate where a strong
diurnal pattern is common (see top portion of Fig. 4.2).

Central to the PRP concept for residential water use is a dimensionless parameter,
known as the “utilization factor” (p = A7), that incorporates the joint effects of customer
arrival rates (A) and busy fixture durations (7). In a single family home, p approximates the
percentage of time that the household uses water. The example under Table 4.1 gives p =
0.069 as an average daily value for a household of four people. As shown on the “p-profile”
in the bottom portion of Fig. 4.2, the behavior of p during the course of a day closely mim-
ics the unsteady pattern for customer arrivals. The hourly variations in the A and p profiles
are the primary source of time dependence in the PRP model of residential water use.

Both the arrival rate (4) and the utilization factor (p) are additive across homes in the
neighborhood. This is a very important property, because it implies that the PRP concept
for residential water use is scalable. The PRP model can be readily applied to arbitrarily
large networks (including the entire municipal water distribution system) simply by aggre-
gating the utilization factors from all individual residences.

Besides painting a simple picture of residential water demands at network nodes, the
PRP model provides several useful results for flows in branching pipelines. In contrast to
a looping pipe where flow reversals are possible, flow in a branching pipe does not
reverse direction under normal operating conditions. In branching pipes, water moves
only toward the terminal end of the line in response to downstream demands. Branching
pipes comprise a significant portion (up to 25 percent and more) of the water mains in
most municipal distribution systems. A dead-end trunkline is the most common example
of a branching pipe.

Suppose a branching pipeline supplies water to a neighborhood of N homes where there
is a constant leakage rate, L = 0. From PRP principles it can be shown that the mean of the
instantaneous flow rate Q(¢) at time ¢ in the branching supply pipe is

E[Q(1)]= Nop(t)+ L (4.26)
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FIGURE 4.2 Typical hourly patterns for customer arrivals (top, A=50 per hour) and the utilization

factor (bottom, p = 0.069) at a single-family residence of four (based on observations at 21 homes over a
30-day period as reported in Buchberger et al., 2003).

The variance of the instantaneous flow rate at time t is
Var[Q(1)] = N[e* + B*1p(1) (4.27)
and the probability of stagnation at time t in the pipeline is

exp[=Np(1)]

ProblO(n =01 = = 7501

(4.28)

Here §(L) is the Dirac delta function with property §(L = 0) = oo; otherwise, 6(L # 0) = 0.
The result in Eq. (4.28) says there can be no stagnation in the supply line when leakage is
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present (i.e., Prob[Q = 0] = 0 if L > 0), but stagnation might occur when leakage is absent
(i.e., Prob[Q = 0] = exp[-Np] if L = 0). Constant leakage in the neighborhood increases the
mean flow through the supply line [see Eq. (4.26)], but has no effect on the variance of the
pipe flow [see Eq. (4.27)].

The values for azand Bused in Egs. (4.26) and (4.27) are representative of water demand
pulses for the entire neighborhood. p(¢) signifies that the utilization factor may change with
time, as depicted in Fig. 4.2. The theoretical results for pipe flows given in Egs.
(4.26)—(4.28), in conjunction with the additive property of the utilization factor, make the
PRP model a very convenient and tractable tool for simulating residential water demands.

4.3.4 PRP Model for Demand Simulation

An interactive C++ computer code called PRPsym has been developed at the University
of Cincinnati to simulate residential water demands that follow a Poisson rectangular
pulse process (Li and Buchberger, 2003). The PRPsym code generates instantaneous
(i.e., second-by-second basis) water demands for each node in a pipe network. Resulting
demand values are then integrated over time to match the averaging interval selected for the
particular network application.

For example, suppose it is necessary to run a one-day extended period simulation using
15-min time steps. The PRPsym code generates 86,400 water demands (one value for each
second of the one-day EPS) for each node in the network. The demands are grouped into
nonoverlapping strings of 900 consecutive 1-s flows and then averaged to provide a ran-
dom demand at each node for each quarter-hour of the EPS.

The general algorithm to simulate residential water demands with the PRP model is a
three-step process, as outlined below:

Step 1. Generate random customer arrivals from an exponential distribution.
Step 2. Generate random pulse intensities from a lognormal distribution.

Step 3. Generate random pulse durations from a lognormal distribution.

In step 1, the arrival of a customer signals the occurrence of a water demand. The expo-
nential distribution for waiting times between water demands follows directly from the
premise of a Poisson arrival process. The arrival rate A(j, k) for the Poisson process at node
J during time step k is given by

23, k) = % (4.29)

In Eq. (4.29), m(k) is a user-specified arrival rate multiplier for time step k, Q(j) is the base
demand for node j (e.g., see column 6 in Table 4.2), and @(j) is average volume of a resi-
dential water demand pulse at node j.

The arrival rate multiplier is analogous to the demand multiplier now used in EPS stud-
ies. On average, the arrival rate multiplier 7z (k) is unity. During high-use periods, 7(k) > 1.0;
conversely, during low-use periods 7 (k) < 1.0. The average pulse volume is the product of
the mean pulse intensity and the mean pulse duration, ¢ = o7. The example with Table 4.1
gives ¢ = 1.82 gal. Use of the lognormal distribution for pulse intensity and pulse duration
in steps 2 and 3 is based on field observations of residential water use (Buchberger and
Wells, 1996; Buchberger et al., 2003).

During the summer months, a significant fraction of residential water use may occur out-
doors. Indoor water use is a high frequency, short duration process. By contrast, outdoor water
use tends to occur as low frequency, long duration pulses. Due to their incommensurate time
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scales and incompatible PRP parameters, it is necessary to simulate indoor and outdoor
water use separately (Lee and Buchberger, 1999). Then, the total instantaneous residential
demand at a network node is found as the sum of the joint indoor and outdoor water
demands.

4.3.5 Parameter Estimation

The PRPsym program needs five input parameters to generate residential water demands,
namely, mean and variance for pulse intensity (¢ and %), mean and variance for pulse
duration (7 and ®?), and an arrival rate multiplier (7). Owing to strong similarities among
water use fixtures and household appliances in homes across North America, the patterns
and properties of indoor water use are fairly consistent from coast to coast (Mayer et al.,
1999). Hence, the values summarized in Table 4.3 provide reasonable initial estimates of
the key PRP parameters for indoor residential water use. On the other hand, outdoor water
use depends strongly on the weather and the season. As a consequence, outdoor use varies
with location and time of year. Discretion is essential when adopting values from Table 4.3
for simulation of outdoor water use.

In some cases it may be necessary to estimate site-specific PRP parameter values from
field measurements. Few utilities have the resources to continuously record water con-
sumption at individual households in order to customize PRP parameters. Many utilities,
however, are able to monitor flow along a branching pipeline. Careful pipe flow measure-
ments can yield explicit estimates of PRP parameters for indoor residential water use, espe-
cially if the target neighborhood is small and the flow readings are frequent.

To illustrate, suppose that flow measurements are obtained for an entire day on a
branching pipe that feeds a small DMA (N < 200 homes) having negligible leakage and no
outdoor water use. If leaks are a problem, then the rate of leakage should be estimated and
deducted from the flow measurements using the leak detection algorithm proposed by
Buchberger and Nadimpalli (in press). If necessary, the pipe flow measurements should be
taken during the winter season when outdoor water use is absent.

The pipe flow readings are split into 24 one-hour subsets. For instance, if flows Q()
were recorded with a frequency of one reading per second, then each of the 24 hourly data
sets will contain M = 3600 flow observations. For each data subset, the sample mean Q,,
the sample variance S zk, the lag-one autocorrelation coefficient r,(1), and the stagnation
percentage P, [0] for the kth hour are computed using the following expressions:

— 1 M
2} =(ﬁ)2 0,(1) (4.30)
=1
1 V& _
5, :(—M_1)2[Qk(f)—Qk] (4.31)
t=1
> lo.m-o]ac-n-0
r ()= i ;M[ 3 A | 4.32)
=1 Qk(l)_Qk]
1 M
RI0]=1- (ﬁjz we(0) (4.33)
=1

where w,(f) is an indicator variable: w(f) = 1, if Q,(t) > 0 and w(r) = 0, if Q,(¢) = 0.
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Provided that pipe flow readings are frequent (e.g., 1 per second) and that the mean cus-
tomer arrival rate is nearly constant during the hourly period, Eqs. (4.26)—(4.28) give an
estimate of the mean pulse intensity for the kth hour as

b, = % if P[0]>0 (4.34a)
S2

~ 0 .

o =F——~— if B[0]=0 (4.34b)
(1 +0; )Qk

In Eq. (4.34b), ©, = Blo is the assumed coefficient of variation of pulse intensity at a busy

server (see Table 4.3). As an expedient, if it is further assumed that pulse durations have an

exponential distribution, then the mean pulse duration for hour k is given by

- AT
=
2[1 -, /rk(l)]
where AT is the time interval between flow readings (note that AT must be very small, say
under 2 s). The hourly arrival rate multipliers are given by
. _ 0,
R
k=1
Although possible, it is not practical to replicate hourly variations in parameter values with

the PRPsym code. Hence, the recommended PRP parameter estimates for water use at the
DMA are taken as the average of the 24 hourly values,

(4.35)

(4.36)

24 N
For pulse intensity: ¢ = (21_4)2 &, and B= Gq& (4.37a,b)
k=1
R 1 24 R R R
For pulse duration: 7= (ﬁ); 7, and ®=0,7 (4.38a,b)

Here O represents the assumed coefficient of variation (see Table 4.3). In the PRPsym pro-
gram, the mean and variance of pulse intensity and pulse duration are held constant at a
demand node, but their values can vary among nodes across the network.

The simple parameter estimation method outlined above works well when the water
utility can isolate and monitor a small-scale DMA that is representative of residential con-
sumers in large-scale service districts. The main drawback is that the utility must furnish
an educated guess about the degree of variability (i.e., © values) for pulse intensity and
pulse duration. An example will illustrate the procedure in the following section.

Guercio et al., (2001) present an alternate approach for PRP parameter estimation that
is suitable for large service areas and time-averaged flow measurements. However, their
method is computationally intensive, involving implicit optimization of nonlinear equa-
tions. Finally, it should be noted that the PRPsym code is not a water demand forecaster. It
will not predict real-time water demands for a utility. This niche is covered by IWR-MAIN
and other empirical regression models (Dziegielewski and Boland, 1989).

4.3.6 PRP Example Application

A brief example based on detailed field measurements is presented here to demonstrate esti-
mation of PRP model parameters and simulation of residential water demands using PRPsym.
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TABLE 4.4 Residential Water Demands at the Dead-End Loop on Monday September 15, 1997

Measured water demand Computed pulse statistics
Home Daily pulse Daily volume Daily duration  Intensity =~ Duration  Volume
number count (gal) (min) o (gpm) T (min) ¢ (gal)
1 86 60.7 353 1.72 0.41 0.71
2 135 288.4 98.5 2.93 0.73 2.14
3 42 74.9 37.1 2.02 0.88 1.78
4 326 166.3 89.8 1.85 0.28 0.51
5 33 129.3 65.8 1.97 1.99 3.92
6 119 121.0 55.2 2.19 0.46 1.02
7 97 198.9 65.5 3.04 0.68 2.05
8 116 315.5 93.6 3.37 0.81 2.72
9 52 178.9 64.4 2.78 1.24 3.44
10 97 119.2 76.3 1.56 0.79 1.23
11 58 96.5 46.2 2.09 0.80 1.66
12 106 271.4 108.1 2.51 1.02 2.56
13 93 421.7 169.2 2.49 1.82 4.53
14 58 353 24.1 147 0.42 0.61
15 68 186.4 74.8 2.49 1.10 2.74
16 84 106.8 38.5 2.77 0.46 1.27
17 24 443 19.9 222 0.83 1.85
18 136 270.4 174.0 1.55 1.28 1.99
19 20 76.4 44.9 1.70 2.24 3.82
20 82 267.4 82.5 3.24 1.01 3.26
21 109 88.7 36.7 2.42 0.34 0.81
Grand total 1,941 3,518 1,500
Average 924 167.5 71.4 2.35 0.77 1.81

Notes: (1) o= Total volume/total duration (col 3/col 4).
(2) 7= Total duration/total count (col 4/col 2).
(3) ¢ = ar = Total volume/total count (col 3/col 2).
(4) Maximum and minimum values are underlined in bold.

The study site is a small neighborhood with about 55 people residing in 21 single-family
homes on a dead-end loop supplied by a 6-in cast iron main. Water demands at each home
were monitored around the clock for a period of 7 months in 1997 (for details, see
Buchberger et al., 2003). The example considered here is a snapshot from a “typical” work-
day, Monday September 15, 1997.

Table 4.4 shows the daily pulse count, daily water volume and daily pulse duration
measured at each of the 21 homes during the 24-h monitoring period. Among the 21
homes there is considerable variability in water use, with nearly an order-of-magnitude
spread between minimum and maximum entries in each column. For instance, the daily
pulse count ranged from a low of 20 to a high of 326 water uses with a household aver-
age of 92.4 pulses per day (3.85 per hour). The daily water volume ranged from a low of
35.3 gal to a high of 421.7 gal with a household average of 167.5 gal. The daily demand
duration ranged from a low of 19.9 min to a high of 174.0 min with a household average
of 71.4 min.

From these measured water demand data, the mean pulse intensity, the mean pulse dura-
tion, and mean pulse volume were found for each home as summarized on the right side of
Table 4.4. Here too, there is considerable variability in the household water pulse statistics,
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FIGURE 4.3 Time series plot (top) and normal probability plot (bottom) of reconstituted flows into a dead-
end loop resulting from observed indoor water demands at 21 single family homes on Monday September 15,
1997.

though values are generally within the ranges listed in Table 4.3. The bottom row of Table 4.4
gives representative neighborhood values of the mean pulse intensity (¢ = 2.35 gpm), the
mean pulse duration (7= 0.77 min) and the mean pulse volume (¢ = 1.81 gal) computed
from the grand totals. In most network modeling situations, these PRP parameter values
would not be known a priori. Instead, they would need to be estimated from pipe flow mea-
surements applied to Eqgs. (4.34)—(4.38).

The record of instantaneous water demands at each home was used to reconstruct the
flow in the pipeline feeding the dead-end loop. The top portion of Fig. 4.3 shows the time
series of 86,400 reconstructed pipe flows, one for each second of the day, at the entrance to
the study site on Monday, September 15, 1997. The time series of pipe flows exhibits the
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well-known diurnal pattern of residential water use with a slow period in the early morning
hours and peak periods during breakfast and dinner times. The maximum instantaneous
flow into the study site reached about 16 gpm just before 8 a.m. The minimum flow was
zero, and this occurred numerous times. The bottom portion of Fig. 4.3 shows the normal
probability plot of the reconstructed pipe flows. Here, the vertical spike at zero indicates
that stagnation (i.e., no demand, Q = 0) occurred about 40 percent of the time in the dead-
end loop on Monday, September 15, 1997.

The hourly statistics of the reconstructed pipe flows are summarized in Table 4.5.
Stagnation in the mainline occurred every hour, ranging from a low of about 4 percent dur-
ing breakfast to a high of about 92 percent in the predawn hours. Not surprisingly, stagna-
tion and the pipe flow are inversely related; high stagnation implies low flows and vice versa.
The mean hourly flow ranged from a low of 0.24 gpm (predawn) to a high of 5.27 gpm
(breakfast). The variance of the hourly flows tends to follow a pattern similar to the mean
flow with highest values during the busiest hourly periods. The lag-one autocorrelation of
the hourly flows was consistently very high as shown in column 5.

Using the flow statistics in columns 2 to 5 of Table 4.5, hourly estimates of the mean
pulse intensity, the mean pulse duration and the arrival multiplier were computed using
Eqgs. (4.34a), (4.35), and (4.36), respectively Results, listed in Table 4.5 show that the
hourly mean pulse intensity ranges from @, = 1.3 to 2.8 gpm while the hourly mean pulse
duration ranges from 7, = 0.4 to 2.0 min. Taking column  averages, the overall neighbor-
hood values of these PRP parameters are estimated to be & =2.13 gpm and 7 =1.15 min.
These imply a mean pulse volume, ¢=2.13x1.15=2.45 gal.

Comparing these estimated PRP parameters against the known neighborhood PRP para-
meters (values listed at the bottom of Table 4.4) reveals mixed results. The estimated mean
intensity (&) is reasonably close to the actual value (2.13 gpm versus 2.35 gpm, a 9 percent
difference). However, the estimated mean duration (7) is 50 percent too high (1.15 min ver-
sus 0.77 min). This discrepancy likely indicates that predictions from Eq. (4.35) are poor
when pulse durations are not exponentially distributed. This issue needs more investiga-
tion. The bias in the mean duration inflates the mean volume (2.45 gal versus 1.81 gal, a
35 percent difference). The net effect is that, in order to meet the neighborhood daily water
demand, the number of pulses simulated by computer will be considerably less than the
number of pulses observed in the field.

To proceed with the water demand simulation, the Variability of the pulse intensity and
pulse duration must be estimated. In this exercise, it is assumed that ©,=0.5 (so that
B=1.06gpm) and O, =1.5 (so that @ =1.73 min). Both O values are taken from the mid-
range of the coeff1c1ents of variation for indoor use listed in Table 4.3.

Using the arrival multipliers (7, see column 8 of Table 4.5) and estimates of the four
pulse parameters (&, B8, T, @, see column 4 of Table 4.6), the PRPsym program generated
instantaneous (i.e., second by second) indoor water demands at the 21 homes along the
dead-end study site for a 24-h period. Table 4.6 summarizes key statistics of the water
demand pulses for three cases:

1. Statistics computed from 1941 observed residential water demands.
2. Statistics computed from reconstituted pipe flows [Eqgs. (4.34)—(4.38)].

3. Statistics computed from 1465 simulated residential water demands.

The PRPsym program preserved the estimated values of the mean and standard devia-
tion of the pulse intensity and duration (compare columns 4 and 5 of Table 4.6). As
expected, owing to the mean volume discrepancy, the number of simulated pulses is much
smaller than the number of observed pulses (1465 versus 1941, a 25 percent difference).

The simulated water demands were then used to reconstruct flows into the entrance of
the dead-end loop. Table 4.7 provides a comparison of the statistics of the reconstructed flows
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TABLE 4.6 Statistics of Observed, Estimated and Simulated Water Demand Pulses at 21 Homes
Along the Dead-End Loop

Parameter Units Observed value” Estimated value”  Simulated value*

No. of demand pulses — 1941 — 1465
Water pulse intensity

Mean, o (gpm) 2.35 2.13 2.17

Standard deviation, 3 (gpm) 1.30 1.06 1.03

Coef of var, flo — 0.55 0.50 0.47
Water pulse duration

Mean, T (min) 0.77 1.15 1.13

Standard deviation, @ (min) 1.55 1.73 1.50

Coef of var, o/t — 2.01 1.50 1.33
Water pulse volume

Mean, ¢ (gal) 1.81 2.45 2.45

Standard deviation, y (gal) 4.45 4.29 3.80

Coef of var, y/¢ — 2.45 1.75 1.55

*Observed values are computed from residential water demands recorded in the field.
tEstimated values are computed from reconstituted pipe flows using Eqs. (4.34)—(4.38).
#Simulated values are computed from residential water demands generated with PRPsym.

into the dead-end loop based on observed and simulated water demands. Despite the differ-
ence in mean pulse volumes, there is a remarkably good agreement between the statistics of
the flows based on observed water demands and those based on simulated water demands.
In general, the differences between flow statistics are in the range of 2 to 20 percent. The
agreement between observation and simulation is especially good for the mean flow, the
coefficient of variation, autocorrelation, and the predicted frequencies of stagnant flow and
laminar flow. The largest difference (17.7 percent) occurred between the maximum
observed pipe flows, with simulation results indicating that higher flow values than were
observed could be expected. It is very interesting to note that either a stagnant or laminar

TABLE 4.7 Statistics of Observed and Simulated Flows at Entrance to Dead-End Link on
Monday September 15, 1997

Observed Simulated Percent
Parameter/characteristic Units value value difference

Number of flow readings —_ 86,400 86,400 —_

Mean of pipe flow (gpm) 2.44 2.50 2.4
Variance of pipe flow (gpm)* 7.86 8.76 11.4
Coefficient of variation — 1.15 1.18 2.6
Minimum pipe flow (gpm) 0 0 0

Maximum pipe flow (gpm) 15.85 18.65 17.7
Lag-1 autocorrelation — 0.990 0.989 0

Stagnation (Q =0 gpm) (%) 39.6 40.5 2.2
Laminar (0 < Q <4.6 gpm) (%) 38.6 39.0 1.0
Transition (4.6 < Q < 8.1 gpm) (%) 16.6 14.5 12.6
Turbulent (Q > 8.1 gpm) (%) 52 6.0 154

Note: Flow regime is based on Reynolds number (Re) for pipe with 6-in diameter and water temperature of 65°F.
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FIGURE 4.4 Time series plot (top) and normal probability plot (bottom) of reconstituted flows into a dead-
end loop resulting from simulated indoor water demands at 21 single family homes on Monday September
15, 1997.

flow condition (Re < 2300) prevailed over 80 percent of the time in the dead-end mainline
on Monday, September 15, 1997.

Figure 4.4 shows the corresponding times series (top) and normal probability plot
(bottom) for the 86,400 pipe flows reconstructed from simulated water demands. The
pronounced diurnal pattern present in the simulated time series matches well with the
pipe flows from observed demands, shown in Fig. 4.3. The probability plot (bottom)
based on simulated water demands is nearly indistinguishable from the probability plot
based on observed water demands (Fig. 4.3). Both have prominent vertical spikes at Q =0
(signifying stagnation) and a continuous tail of random flows ranging from 0 to 16 gpm.
Considering the excellent agreement between the probability plots and the close comparison
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between flow statistics, the simulated demands from the PRP model appear to replicate
quite well the behavior of the flows observed at the study site.

4.3.7 Summary

The Poisson Rectangular Pulse (PRP) model provides a rigorous framework for describing
residential water demands in municipal pipe networks. A simple example based on field
observations was presented to demonstrate how key parameters for the PRP model can be
estimated from routine pipe flow measurements. The calibrated PRP model was then used
to simulate realistic residential water demands.

What is the future of demand simulation in water supply? The introduction presented
here just hints at the potential versatility of network simulation. Simulating water demands
with the PRP process offers a direct way to incorporate the random nature of water use into
problems that deal with design, operation and protection of water distribution systems. This
allows water utilities to investigate a broad array of operational scenarios and thereby
develop insight about the expected norms and the possible extremes of the network
response. Such information complements traditional deterministic models, corroborates
field experience and is essential for risk-based assessments. Considering the evolution of
efficient network solvers, growth in desktop computational power, and advances in large-
scale database management, it seems likely that demand simulation will emerge as an
important element in water distribution system analyses.

4.4 CONDUCTING A TRACER STUDY

4.4.1 Introduction and Background

A tracer study is a mechanism for determining the movement of water within a water sup-
ply system. In such a study, a conservative substance is injected into the water and the
resulting concentration of the substance is measured over time as it moves through the sys-
tem. Historically, tracer studies have been used to study the movement of water through
water treatment plants and distribution systems. Though conceptually quite straightforward,
a successful field tracer study requires careful planning and implementation in order to
achieve useful results.

Tracer studies have been most commonly used as a means of determining the travel time
through various components in a water treatment plant (Teefy and Singer, 1990; Teefy,
1996). Its most frequent usage is to ascertain that there is an adequate chlorine contact time
in clearwells as required by U.S. EPA regulations. Generally a conservative chemical such
as fluoride, rhodamine WT, or calcium, sodium or lithium chloride is injected into the influ-
ent of the clearwell as either a pulse or a step function. Subsequently, the concentration is
monitored in the effluent and statistics such as the T10 value (time until 10 percent of the
injected chemical reaches the outflow) are calculated.

Tracer studies have also been conducted in distribution system storage facilities to
understand the mixing processes within the facility. Fluoride was injected into the influent
of areservoir in California and sampled in both the effluent and at an interior point to assess
mixing (Grayman et al., 1996; Boulos et al., 1996). In a research study sponsored by
AwwaRF, Grayman et al. (2000) used fluoride and calcium chloride as tracers to study mix-
ing in a variety of underground, ground level and elevated tanks.

Within distribution systems, tracer studies provide a means to understand the move-
ment of water throughout the distribution system. This can serve multiple purposes includ-
ing (1) calculating travel time or water age; (2) calibrating a water distribution system
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hydraulic model; (3) defining zones served by a particular source and blending with water
from other sources; and (4) determining the impacts of accidental or purposeful contami-
nation of a distribution system. A variety of tracers have been used in distribution system
studies including chemicals that are injected into the system (e.g., fluoride, calcium chlo-
ride), chemical feeds that are turned off (e.g., fluoride), and natural occurring constituents
that differ in different sources serving a system.

Grayman et al. (1988) studied blending in a multiple source system by measuring hard-
ness, chloroform and total trihalomethanes that differed significantly between the surface
water source and the groundwater sources. Clark et al. (1993) turned off a fluoride feed to
a water system and traced the resulting front of low fluoride water as it moved through the
system and subsequently restarted the fluoride feed and traced the front of fluoridated
water. In an AWWAREF sponsored research project, Vasconcelos et al. (1996, 1997) con-
ducted a series of tracer studies around the United States for use in developing models of
chlorine decay. DiGiano and Carter (2001) turned off the fluoride feed at one treatment
plant and changed the coagulant feed at another plant to simultaneously trace water from
both plants and used the resulting feed measurements to calculate mean constituent resi-
dence time in the system. Grayman (2001) discusses the use of tracers in calibrating
hydraulic models. The Stage 2 DBPR Initial Distribution System Evaluation Guidance
Manual (U.S. EPA, 2003) recognized the use of tracers as a means of calibrating models
and predicting residence time as a partial substitute for required field monitoring.

4.4.2 Procedures for Conducting a Distribution System Tracer Study

A tracer study can be divided into three phases—planning, conducting the actual field
work, and analysis of the results. In the planning phase, the logistics of the study are deter-
mined including tracer selection and injection methods; system operation; personnel
requirements, training and deployment; monitoring strategy; and assembling and testing all
equipment. An important part of the planning step is the use of a distribution system model
to simulate the behavior of the tracer during the course of the actual tracer study so as to
have a good understanding of what is expected to occur. The outcome of the planning phase
should be a detailed work plan for conducting the tracer study. The actual field study should
be preceded by a small-scale field test of the tracer injection and monitoring program. This
step will identify potential problems prior to the actual full-scale field study. Following the
field program, the data are analyzed, methods and results documented, and the tracer study
assessed in order to improve future such studies. Specific procedures are described below.

Tracer Selection. A tracer should be selected to meet the specific needs of a project.
Criteria that can influence the selection of a particular tracer include the following:
* Regulatory requirements
* Analytical methods for measuring tracer concentration
* Injection requirements
* Chemical composition of the finished water
* Cost
* Public perception
The most commonly used tracers in distribution systems are fluoride, calcium chloride,
sodium chloride, and lithium chloride.
Fluoride is a popular tracer for those utilities that routinely add fluoride as part of the

treatment process. In this case, the fluoride feed can be shut off, and a front of low-fluoride
water is traced. However, several states that regulate and require the use of fluoride will not
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permit the feed to be shut off, even for short periods. Availability of continuous online
monitoring equipment for fluoride is limited so that measurements are generally performed
manually in the field or laboratory. Fluoride can interact with coagulants that have been
added during treatment and in some circumstances can interact with pipe walls leading to
nonconservative behavior.

Calcium chloride has been used in many tracer studies throughout the United States.
Generally a food grade level of the substance is required. It can be monitored by measuring
conductivity, or by measuring the calcium or chloride ion. The upper limit for concentration
of calcium chloride is generally limited by the secondary MCL for chloride (250 mg/L).

Sodium chloride has many similar characteristics to calcium chloride in that it can be
traced by monitoring for conductivity or the chloride or sodium ion. The allowable con-
centration for sodium chloride is limited by the secondary MCL for chloride and potential
health impacts of elevated sodium levels.

Lithium chloride, a popular tracer in the U.K., is less frequently used in the United
States, in part because of the public perception of lithium as a medical pharmaceutical.
Additionally, concentrations of lithium must be determined as a laboratory test.

The general characteristics of the tracers are presented in Table 4.8 adapted from Teefy
(1996). In addition to injection of these popular tracer chemicals, other methods have been
used to induce a change in the water quality characteristics of the water that can then be
traced through the distribution system. These include the following:

» Switching coagulants (i.e., switch from FeCl, to (Al),(SO,))
* Monitoring differences in source waters.

Injection Procedures. The goal of a distribution system tracer study is to create a change
in water quality in the distribution system that can be traced as it moves through the sys-
tem. This is accomplished by injecting a tracer over a period of time (i.e., a pulse) and
observing the concentrations at selected locations within the distribution system at some
interval of time. Best results are usually obtained by creating a near-instantaneous change
in concentration in the receiving pipe at the point of injection and maintaining this concen-
tration at a relatively constant value for a period of time (typically several hours). A varia-
tion on this approach has been to inject a series of shorter pulses and monitor the resulting
concentration in the distribution system. However, if the pulses are too short in duration or
the distribution system is too large or complex, then the pulses may interact resulting in
confusion as to the movement of water in the system.

Injection may be accomplished by pumping the tracer into the pressurized system at a
connection to a pipe or by feeding the tracer into a clearwell. For the pumping situation, the
pump should be selected to overcome the system pressure and to inject at the required rate.
It is desirable to have a flow meter both on the injection pump and on the receiving pipe so
that the rate of injection and the resulting concentration in the receiving pipe is known.
When feeding the tracer into a clearwell, the tracer should be well mixed in the clearwell,
and the concentration of the tracer should be monitored in the clearwell effluent. In general,
the volume of water in the clearwell should be minimized in order to generate an effluent
tracer front as sharp as possible.

Monitoring Program. Tracer concentrations can be monitored in the distribution system
by taking grab samples and analyzing them in the field or laboratory, or through the use of
on-line monitors that analyze a sample at a designated frequency. When manual sampling
is employed, a route for visiting monitoring locations is generally defined and the circuit is
repeated at a predefined frequency. If online monitoring is employed, the instruments
should be checked at frequent intervals during the tracer study in order to ensure that they
are operating properly and to take a grab sample that can later be compared to the auto-
mated measurement.
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Since sampling is generally performed around the clock during tracer studies, monitor-
ing locations should be selected to provide for accessibility at all times. Dedicated sampling
taps and hydrants are frequently used as sampling sites. Alternatively, buildings such as fire
stations or 24 h-businesses can be used. When using hydrants, in order to facilitate grab
samples, a faucet is frequently installed on one of the hydrant ports.

For both, grab samples and online monitoring, precautions should be taken to assure that
the sample is representative of water in the main serving the sampling site. The travel time
from the main can be calculated based on the flow rate, the distance from the main to the
sample site, and the diameter of the connecting pipe. For grab samples, either water should
be allowed to run continuously at a reasonable rate during the study or the sampling tap
should be flushed prior to each sample for long enough to ensure water from the main. For
online monitors, a constant flow rate should be maintained and the travel time from the
main to the monitor calculated and considered when analyzing results.

System Operation. The operation of the water system will have a significant effect on
movement of water in the distribution system during a tracer study. Therefore, information
on the system operation should be collected both on a real-time basis and following the
completion of the study. Real-time information can be used to ensure that the system is
being operated in accord with the planning and to make modifications in monitoring in case
of significant variations in system operation. Additional system operation data can usually
be obtained from a SCADA system following the completion of the study and used as part
of the modeling process.

One category of data that are especially useful for both real-time assessment and post
study analysis are flow measurements in key pipes. For example, if flow rates in the pipe
receiving the tracer are much higher or lower than planned, then travel times will likely be
faster or slower than anticipated. This may necessitate changes in monitoring schedules.
Flow rates in the receiving pipe, and other inflows and outflows to the study area are also
very useful when modeling the distribution system following the study.

4.4.3 Example Tracer Studies

Tank Tracer Study. A tracer study was conducted as part of a research project at a
2-million-gallon Hydropillar tank to determine the mixing characteristics in the facility
(Grayman et al., 2000; Hartman et al., 1998). The tank was constructed with sampling taps
located at three elevations on the central access core that runs vertically through the center of
the tank, and on the inflow and outflow lines. A diagram of the facility is presented in Fig. 4.5.

A liquid, 29 percent, food grade calcium chloride solution with a calcium concentration
of 123,000 mg/L was used as the tracer chemical. The calcium chloride was tested by a cer-
tified laboratory to verify that it met all food grade specifications under Food and Drug
Administration guidelines. The water utility obtained permission from the State regulatory
agency to add calcium chloride to its water supply prior to the tracer study. Fluoride was
considered as a tracer chemical but ruled out because of state regulations that did not allow
utilities that currently fluoridate their water supply to shut off their fluoride treatment.

A total of 330 gal of calcium chloride was pumped into the influent pipe of the tank
over a 9.5-h period during the fill period. A metering pump with a maximum capacity of
70 gal/h was used. The objective was to approximately double the background concentra-
tion (33 mg/L) of calcium in the tank at the end of its fill period. An ultrasonic flow meter
was used to monitor inflow and the tracer feed rate was periodically adjusted in order to
maintain a relatively constant tracer concentration in the influent.

Sampling began just prior to the start of the fill period and continued for approximately
40 h covering two fill periods and one-and-a-half draw periods. Samples were taken from
the sampling taps and analyzed for both conductivity and calcium. Calcium concentrations
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FIGURE 4.5 Schematic diagram of tank.

were measured with a pH/Ion/Conductivity meter, a calcium ion selective electrode (ISE), and
a single junction reference electrode. Conductivity was also measured on the same
pH/Ion/Conductivity meter using a conductivity probe. Temperature and chlorine residual
were also measured as part of a water quality study. Samples were taken from the inlet line only
during the fill period and from the outlet line during the draw period. Sampling from the tap
located at the highest water level was curtailed when the water level dropped below that ele-
vation. Generally samples were taken from each tap at approximately 15- to 30-min intervals.

The data that were collected during the tracer study were used to construct a time history
of tracer concentrations at each of the sampling points. An example of a plot of conductiv-
ity data is shown in Fig. 4.6. Plots of calcium concentration displayed similar patterns.
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FIGURE 4.6 Plot of conductivity at different sampling locations in tank.
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A-E : Hydraulic boundaries
I: Injection point
1-12: Monitoring locations

FIGURE 4.7 Network map of distribution system in tracer study area.

Examination of the data indicates a relatively well mixed tank but also indicates some
short term variations. For example, during the first draw period, higher conductivity con-
centrations are seen in the effluent and at the lower tap indicating that the newer water con-
taining the tracer chemical is more prevalent in the lower portions of the tank. However, by
the end of this draw period, this pattern has largely dissipated. At the start of the second
draw period, the conductivity at the lower tap and in the effluent is again noticeably higher
than at the other taps indicating continued local variations from a completely mixed tank.

Distribution System Tracer Study. A tracer study was performed to calibrate a hydraulic
model of part of a distribution system (see Fig. 4.7). The area has a history of high customer
complaints of red water which are due to adverse local system conditions. The primary
cause of red water is the presence of unlined cast iron pipes which are prevalent in a major
part of the area with installation occurring in the early 1900s. The secondary cause may be
older water permitting the release of iron from the pipe wall deposits which have formed
over time. A well-calibrated hydraulic model is needed to diagnose and address areas, such
as this where adverse conditions exist.
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Planning. In the planning stage, food grade calcium chloride solution (29 percent)
was selected, and approved for a tracer study in the distribution system. The application
used similar procedures as the tank tracer study. An existing hydraulic model was used to
provide hydraulics of the study area during the planning stage. The preliminary simulation
showed that there were five nodes which supplied water into and out of the study area.
Identifying these nodes as boundaries A-E in Fig. 4.7, an all-pipe submodel was created
for the tracer study. Boundary A was the primary source of water which supplies most of
the demand for the study area. Boundary E was the primary point where water exited the
study area. Boundaries B, C, and D showed only minor exchanges of water into and out of
the study area. An imaginary reservoir was added to the upstream of boundary A since
EPANET requires at least one fixed grade node (reservoir or tank) as a source. The sub-
model was run to ensure that the flow velocities and pressures matched the existing
hydraulic model.

The model used three types of demand patterns to simulate water use in the study area—
residential, industrial (including commercial), and unaccounted uses. To assist in the mass-
balance process of demand in the study area, pipes connecting boundaries A and E were
selected to measure velocity using ultrasonic flow meters. Injection of the tracer was sim-
ulated as a step input of 200 mg/L of chloride for 9 h using the hydraulic model. The point
of injection was node I which was located downstream of boundary A. Based on the simu-
lation run, monitoring locations were selected to measure temporal progress of the tracer at
fire hydrants in the system. Conductivity was selected as the surrogate parameter to be
recorded in the field since it had an approximately linear relationship to chloride concen-
tration of the tracer. Using an inexpensive conductivity probe with a data logger, continu-
ous readings were recorded.

Preliminary Run. A preliminary run was performed in the field before the actual tracer
test. An access ditch was dug in advance to uncover the pipe, and to install a 2 in tap with
a ball valve for injection of the tracer. An ultrasonic flow meter was also installed upstream
of the injection point with proper separation from the injection point for accurate measure-
ment. The calcium chloride tracer was injected into the main using a metering pump, and
the injection rate was monitored using a rotameter. The injection assembly, consisting of
HDPE pipe, fittings, metering pump, and rotameter, was disinfected, and checked for pres-
ence of any coliform to make sure that it was microbiologically safe before use in the field.
To maintain chloride concentrations below the secondary MCL (250 mg/L), grab samples
were taken immediately downstream of the injection point for chloride measurements
every 30 min. The background chloride concentration of the system was around 35 mg/L.
The preliminary run revealed two important things. First, the flow rate at boundary A was
lower than the model prediction. Second, it took considerable time for the tracer to travel
from the connection point of the main to the fire hydrant conductivity monitor. Based on
these two observations, two modifications were implemented for the field tracer study. First,
the injection rate of the tracer was decreased for the actual study. Second, it was suggested
and implemented for the tracer study that the flow rate through the fire hydrants was
increased to reduce the travel time. This modification of opening the hydrants for continu-
ous conductivity reading during the study period would create additional demand in the
system, and it was suggested to install a totalizer at the hydrant effluent to record the
amount of flush water.

Field Tracer Study. Following the preliminary run, the field tracer study was per-
formed. A pumping station was scheduled to supply water at a constant rate to the study
area during the injection period. The injection of the calcium chloride tracer took place over
a 9-h period. The injection flow rate was closely monitored, using a Rotameter, to maintain
the chloride concentration at 190 mg/L based on chloride concentrations from grab samples
measured on-site, and conductivity readings from the continuous monitor at the immediate
downstream monitoring location. Conductivity was continuously recorded at the monitoring
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locations for 48 h after the injection started. Grab samples were also collected from the
monitoring locations regularly to analyze the chloride concentration. The volume from the
totalizer on the hydrants to sampling locations was recorded, and time-stamped when the
grab samples were taken. This flow volume data was converted into the average rate over
the measured duration.

Calibration: Preparation. The model was modified to better represent the study area.
To accomplish this, first, the tracer injection was simulated by the option “mass boost”
using the actual flow pattern during the injection period to allow the concentration to
change according to flow rate in the pipe. Next, hydrants and their stub pipes were added
to the existing model to simulate the additional demand and travel time required for tracer
monitoring. Finally, calibration of the model was processed using the conductivity data
collected at the monitored locations. Taking the linear regression between continuous
conductivity reading and chloride concentration from grab samples, conductivity was con-
verted into chloride concentration for the purpose of calibration. At each location, chloride
values which trace temporal progress of the tracer were selected to build the calibration data
file for the EPANET calibrated model.

Calibration: Global Adjustment with Demand Pattern. Initial comparison between
field results and model predictions before the calibration showed that the model predicted
well in all areas except those close to the boundary areas (Fig. 4.8). To improve the predic-
tion in these areas, several adjustments were incorporated into the calibration either globally
and/or locally. Actual measured flow rates were applied to the pipes at boundaries A and E,
and water demand patterns were modified to balance the mass flow in the system. There has
been no significant change in the study area since the model was originally developed 5
years ago. Upon review, it was felt that the industrial (and commercial), and unaccounted
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FIGURE 4.8 Comparison of model predictions and calibration points at monitoring locations before cali-
bration.
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FIGURE 4.9 Comparison of model predictions and calibration points at monitoring locations after global
calibration of adjusting residential demand pattern.

demand patterns were still reliable. However, the residential demand pattern may have
changed due to demographic changes in the area. Thus, the residential demand pattern was
adjusted during the calibration process. Demand patterns were exported to a spreadsheet
with flow data at boundaries A-E and demand data at nodes. Then, the residential demand
was adjusted until mass-balance was achieved in the system for each hour. Unfortunately
after this adjustment of mass-balance of the system demand, the predicted results still
showed a mismatch at locations primarily downstream of boundaries B, C, and D (Fig. 4.9).

Calibration: Local Adjustment with Boundary Flow. It was suggested that the flow
at boundaries B, C, and D was critical in the calibration process. Since no field flow data
were available, a sensitivity analysis was carried out by changing the demand multiplier
at each boundary node. This analysis showed these boundaries affected several loca-
tions. One boundary node showed a dilution effect at nearby locations, and the other two
resulted in a change in travel time of the tracer to some locations. The demand multi-
plier was changed at all three nodes for various combinations. Then, the model was run
to compare the calibration of these combinations after the mass-balance was achieved
among the system demand. The predicted concentration after the final calibration is
shown in Fig. 4.10. Locations downstream of boundaries B, C, and D have improved in
calibration, but the adjustment resulted in reduced accuracy of predictions at the mid
region (locations 6 and 7).

Calibration: Further Improvement? Calibration can be further improved by adjusting
travel time and/or tracer concentrations through changing demands at a specific node, alter-
ing the C value of a pipe, and/or changing the status of a certain valve to modify direction
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FIGURE 4.10 Comparison of model predictions and calibration points at monitoring locations after local
calibration of adjusting demand multiplier at hydraulic boundaries B, C, and D.

of flow, travel time, and/or water source. However, these adjustments should be verified
with field status before confirming any calibration results.

4.5 SUMMARY AND CONCLUSIONS

Water systems are complex and difficult to characterize. It has become conventional wis-
dom that water quality can change significantly as water moves through a water system.
This awareness has led to the development of water quality/hydraulic models which can be
used to understand the factors that affect these changes and to track and predict water quality
changes in drinking water networks. Recent events have focused the water industries atten-
tion on the issue of water system vulnerability and it is apparent that the most vulnerable
portion of a water utility is the network itself. Therefore interest has grown rapidly in the
potential use of water quality/hydraulic models for assessing water system security and for
their potential for assisting in the protection of water systems from deliberate contamina-
tion by biological and chemical threat agents.

In order to use water quality/hydraulic models correctly there are two features that must
be understood. These are the characterization of system demands and the proper calibration
of these models using tracer tests. Recent research in both of these areas indicates that a better
understanding of both of these aspects could substantially improve the use of models for
system protection.
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5.1 INTRODUCTION

Advances in computer technologies, especially during the 1990s, have helped water utili-
ties automate several aspects of their water supply, distribution, and information manage-
ment systems. Post 9/11, security vulnerabilities and threat assessments have led water
utilities to invest in improving the physical security of their infrastructure. Although the
improvements in physical security are essential, they can lead to a false sense of safety. In
the age of digital interconnections, operations at even the most physically secure site can
be disrupted with relative ease through digital backdoors. A cyber attack has been defined
as a computer-to-computer attack that undermines the confidentiality, integrity, or avail-
ability of a computer or information resident in it (O’Shea, 2003). This strict definition
excludes direct system attacks by an unauthorized individual who has obtained physical
access to that machine. Protection is just as important against the most obvious means such
as an individual using the keyboard of an unattended, but logged-on main computer, or by
inserting a CD with an embedded virus launches an attack directly on the main system.
The computer system infrastructure of a medium to large water utility typically
includes its financial system, Human Resource (HR) system, Laboratory Information
Management System (LIMS), Supervisory Control and Data Acquisition (SCADA) system,
Computerized Maintenance Management System (CMMYS), etc. The financial, HR, LIMS, and
CMMS systems are considered to be a part of the utility’s Information Technology (IT) infra-
structure run by a utility or local government IT group on a daily 8- to10-h schedule.

5.1
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The SCADA systems are typically run by a separate core utility operations and maintenance
group on a 24 X 7 basis.

During the late 1990s, medium to large utilities integrated their IT and SCADA systems
for economic reasons. For example, one of the largest utilities in the world, the Water
Corporation of Western Australia (WCWA), integrated its IT and SCADA infrastructure
(Wiese, 1999). With utility or local government IT systems typically connected to the
Internet, integration of the IT SCADA infrastructures could increase the potential damage
of cyber attack. The Internet Storm Center run by the SANS Institute” currently gathers
more than 3 million cyber-attack reported entries every day and displays the latest trends
and origins of cyber attacks throughout the world. It is estimated that there are many more
unreported attacks occurring on a daily basis. A cyber-attack could disrupt the general IT
and/or the SCADA infrastructure and cause significant damage. However, careful planning
of IT/SCADA integration can minimize any damage from such an attack.

There is a popular misconception that if the SCADA system is not connected to the
Internet it is safe. The Maroochy Sewage Spill in Australia (Tagg, 2001) shatters this myth.
49-year old Vitek Boden of Brisbane was sentenced to two years in prison for hacking into
a local council’s computerized waste management system. He was able to cause an envi-
ronmental disaster, where millions of liters of raw sewage spilled into rivers, parks and the
grounds of a Hyatt Regency hotel (during March and April 2000). Boden used a two-way
radio to alter the pump station operations. The police also found a program on his laptop
that allowed him to hack into the council computers and control the sewage management
system. There was evidence that his laptop had been used at the same times that the pumps
were illegally discharging raw sewage.

In the United States the infamous computer outlaw, Kevin Mitnick, eluded the police, U.S.
Marshalls, and FBI for over 2 years. While he was on the run, he broke into countless com-
puters, intercepted private electronic communications, and copied personal and confidential
materials. His activities included altering information, corrupting system software, and eaves-
dropping on users. Mitnick used a number of tools to commiit his crimes, including social engi-
neering,” cloned cellular telephones, sniffer programs placed on victims’ computer systems,
and hacker software programs (U.S. DOJ, 1999). While these may appear to be isolated inci-
dents, they shed light on the potential vulnerabilities of SCADA systems.

Although there is no “panacea” for eliminating cyber and other attacks to a utility’s com-
puter system infrastructure, the information presented in this chapter can be used to minimize
and mitigate the impacts of such attacks. Section 5.2 of this chapter provides an overview of
a utility’s computer system infrastructure. Section 5.3 presents an overview of the ongoing
initiatives and standards being developed to protect the SCADA infrastructure. Section 5.4
exposes the most common vulnerabilities observed for computer system infrastructure.
Section 5.5 contains information on the various vulnerability assessment and planning tools
available to protect against cyber attacks. Section 5.6 describes typical cyber-attack scenarios
and Sec. 5.7 showcases the tools and methods employed by cyber attackers. Section 5.8 iden-
tifies methods for mitigating such attacks and Sec. 5.9 presents a brief summary of procedures
for incident response and business continuity. Section 5.10 presents summary and conclusions
and also provides a compilation of useful web links that can be used to extend the reader’s

“The System Administration, Networking and Security Institute.

"Social Engineering is the practice of using people such as an employee or someone familiar with a company or
firm to provide access to the company’s computer systems or files. This practice might include the relatively unso-
phisticated act of looking over someone’s shoulder while they are keying in their access codes, or searching through
their garbage to obtain passwords and/or access codes. A more sophisticated approach might be to call a company
and pretend to be a vendor, consultant, or contractor in order to gain access to the computer systems. An especially
insidious approach is to send an e-mail that contains a seemingly harmless attachment but in fact contains a “Trojan
horse” that opens a connection to the outside through the firewall.
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knowledge on some of the topics presented in this chapter. The chapter concludes with a list-
ing of the various references used throughout this chapter.

The information we present in this chapter is derived from generally available sources.
No data or information utilized was obtained from restricted or classified sources. In many
cases the suggestions we have made are based on common sense and good practice.
Nevertheless, we believe that it is important for the water utility industry to pay serious con-
sideration to the importance of cyber safety.

5.2 OVERVIEW OF UTILITY'S COMPUTER
SYSTEM INFRASTRUCTURE

The applications in use at a typical utility and the information flow between them are
depicted in Fig. 5.1. This diagram presents a robust argument for the IT/SCADA integra-
tion work done in the 1990s to improve utility operations and management. A utility’s net-
work architecture can be simplified into logical blocks as represented in Fig. 5.2. Rather
than depicting a typical network, this figure represents a composite of the network vulner-
abilities found in completing vulnerability assessments of more than 20 utility SCADA sys-
tems. Figure 5.2 illustrates that the integration, which eliminated so-called “islands of
automation” often provided paths for attacking the entire computer system from any point
on the system.

Cyber-attacks to the IT infrastructure may cause significant financial damage and disrup-
tions of the utility’s internal operations but they are not expected to cause any immediate
water supply disruptions. However, cyber attacks on the SCADA system could have an
immediate detrimental impact on the water supply. Also, a prolonged disruption of the IT
infrastructure could also lead to water supply disruptions. The vulnerabilities, threats and mit-
igation methodologies for both IT and SCADA systems are similar but this chapter focuses
on the potential cyber-attacks on the SCADA systems that pose a greater threat to the user
community. In order to understand the potential impact of a cyber-attack it is important to
understand the various elements of a typical SCADA system.

In the water industry today, the term SCADA is often used to include both in-plant com-
puter-based process control systems and computer-based systems providing monitoring
and control of geographically distributed (remote) raw water production and treated water
distribution facilities. In fact, the distinction between the more traditional SCADA systems
used for central monitoring and control of remote facilities, such as wells and pump stations,
versus in-plant computer-based process control systems is blurred. Monitoring and control of
in-plant and remote equipment is often provided by a single system with a common com-
puter-based operator interface generically referred to as a Human Machine Interface (HMI).

The sole remaining distinction, response time (the time from when a command is issued
or a measurement made and it is executed or displayed), is also fading as more and more
broadband options are becoming affordably available to utilities for communications with
remote facilities. Local area networks (LAN) are predominantly used to provide reliable
and high-speed in-plant communications. Communications with remote facilities were, in the
past, provided by narrow-band radio systems or leased analog phone lines. Narrow-band
radios are still in use today, though broadband alternatives are emerging. However, where
fiber optic or leased digital phone lines are available, broadband alternatives allow remote
facilities to communicate with in-plant LANs over wide area networks (WAN) at data rates
high enough to support the use of Internet protocols and provide remote programming of
controllers. These WANS create, a double-edged sword. A distinction between in-plant and
remote control strategies and procedures is fading. However, the use of WANS subjects
remote facilities to the same kinds of cyber attacks faced by in-plant systems.
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5.6 WATER SUPPLY SYSTEMS SECURITY

Unlike a handful of IT communications protocols, there are 100s of different SCADA
communication protocols and application program interfaces (APIs) that are used by the
SCADA systems. The common industrial communication protocols (based on their native
application domain) can be categorized as follows (Pratt, 2003):

* Sensor Networks-protocols initially designed to support discrete I/0

* Device Networks-protocols originally focused on process instrumentation

* Control Networks-protocols typically used to connect controllers and I/O systems
* Enterprise Networks-protocols that focus on IT applications

The sensor network protocols handle discrete inputs and outputs that relay simple infor-
mation such as an “on/off” position. An example is an indicator light or a motor starter
which may be reported as, or positioned to, an on or off condition. These are simple and
fast protocols, the popular sensor level networks include: AS-i, CAN, DeviceNet, Interbus,
and LON.

Device networks are a product of process automation, and grew from the need to accu-
rately measure and control continuous physical processes. Unlike the sensor network, the
device networks handle predominantly analog data and tend to be more complex than those in
sensor networks. The devices are more complex, the data and the status information of the vari-
ables are richer and more varied. The device network protocols prevalent in the process
automation industry include Foundation Fieldbus H1, HART, and PROFIBUS-PA (Pratt,
2003).

Control networks provide a communication backbone that allows integration of con-
trollers, I/0, and subnetworks. Control networks stand at the crossroads between the grow-
ing capabilities of industrial networks and the penetration of IT enterprise networks into the
control system. At this level, technology and networks are in a state of flux and, in many
cases, the technology is relatively new. The popular type of control network protocols
include BACnet, ControlNet, Industrial Ethernet, Ethernet/IP, FF-HSE, MODBUS, and
PROFIBUS-DP (Pratt, 2003). It is expected that some type of Ethernet and IP addressing
will become the standard in coming years.

A vast majority of the SCADA communication protocols are simple by design and hence
easy to break. However, the impact of such intrusions are expected to be localized and lim-
ited due to the nature of the master/slave communication design of SCADA networks. Some
of the existing SCADA hardware use electronic chips that do not even have the computing
horsepower to encrypt the transmission for security. Also, the chips that have the computing
power to encrypt, when retrofitted with encryption software can have performance related
issues. The following subsection presents an overview of the ongoing collaborative initia-
tives to develop standards to protect the SCADA systems from cyber attacks.

5.3 ONGOING SCADA ENCRYPTION INITIATIVES
AND STANDARDS DEVELOPMENT

Presidential Decision Directive 61 raised the issue of Critical Infrastructure Protection
(CIP). In response, the Gas Technology Institute (GTI) was awarded a contract by the
Technical Support Working Group (TSWG) to identify encryption algorithms that would
protect gas SCADA systems from cyber-attack. GTI found that the least-cost approach to
protecting SCADA systems was to incorporate the Digital Encryption Standard (DES), the
Rivest, Shamir, Adelman (RSA) public key algorithm, and the Diffie-Hillman number gen-
erating algorithm as a suite of algorithms into SCADA units by adding a special purpose
$5 encryption chip at the time the SCADA unit was zured. It was found that these same
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algorithms could be installed on existing SCADA units, but at a higher cost and with
reduced communication speeds. GTI presented this work to several manufacturers, gas
companies, etc., upon its completion in 1999. However, there was little interest in using this
code, given that few gas companies asked for security to be included in their SCADA units.
The events of 9/11 have changed the perspective of all gas utilities and SCADA vendors.
In October of 2001, the American Gas Association (AGA), GTI, the Institute of Electrical
and Electronics Engineers (IEEE), National Institute of Standards & Technology (NIST),
gas and electric utilities operators, SCADA and cryptographic vendors, and security indus-
try experts have taken an accelerated approach to developing and implementing these
encryption algorithms on existing and new SCADA units.

The AGA now plans to issue a series of AGA 12 documents to incorporate lessons
learned and to expand the scope to address new SCADA/DCS designs (AGA 12-1 Working
Group, 2003). AGA 12-1’s goal is to “get the plain text messages off the wire as quickly as
possible.” To achieve this goal AGA 12-1 focuses attention on the retrofit market, which
encompasses 80 percent of the existing SCADA systems. New SCADA systems that are a
part of a truly distributed processing architecture of networked Intelligent Electronic
Devices (IEDs") will be the focus of AGA 12-2. In addition to other challenges AGA 12-2
will provide additional cryptographic protocol specifications to enhance interoperability of
cryptographic components produced by different vendors. Retrofit solutions based on AGA
12-1 will be field tested, and lessons learned will require changes to current specifications.
These changes will be subject to version control, and published as updates to AGA 12-1.

The NIST has a separate, ongoing initiative on CIP, to support the development and dis-
semination of standards for process control security. NIST has established the Process
Control Security Requirements Forum (PCSRF), a working group comprised of vendors
and users of process control automation. The PCSRF is applying the ISO 15408 Common
Criteria methodology to develop Protection Profiles for process control. As a part of this
effort NIST is conducting meetings to collect industry-specific requirements. At the time
of this writing, several of the industry-specific meetings have been completed; scheduling
is underway for a water industry meeting. At the time of publication the NIST PCSRF has
released a first draft of the “System Protection Profile for Industrial Control Systems.”
NIST is also releasing a series of special publications addressing information system secu-
rity certification and accreditation for federal government agencies.

Another major initiative is by the Instrumentation, Systems, and Automation Society
(ISA), which is developing the standard ISA-SP99 for Manufacturing and Control Systems
Security. The SP99 Committee will establish standards, recommended practices, technical
reports, and related information that will define procedures for implementing electronically
secure manufacturing and control systems and security practices, and assessing electronic
security performance. Guidance is directed toward those responsible for designing, imple-
menting, or managing manufacturing and control systems and shall also apply to users, system
integrators, security practitioners, and control systems manufacturers and vendors. The commit-
tee’s focus is to improve the confidentiality, integrity, and availability of components or systems
used for manufacturing or control and provide criteria for procuring and implementing secure
control systems. Compliance with the committee’s guidance will not only improve manu-
facturing and control system electronic security, but will also help identify vulnerabilities
and address them, thereby reducing the risk of compromising confidential information or
causing Manufacturing Control Systems degradation or failure. The committee is currently
generating technical content for two reports planned to be published soon.

The major vendors of the SCADA system have their own initiatives to collaborate with
the aforementioned groups to improve the security of the SCADA infrastructure.

“IED is a general term that refers to any device that incorporates one or more processors with the capability to
receive or send data/control from or to an external source.
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Furthermore, the industry leader in IT networking equipment, Cisco, has formed a Critical
Infrastructure Assurance Group (CIAG) to work with the various aforementioned forums
to perform vulnerability research and provide future enhancements (Franz, 2003).

5.4 TOP 10 VULNERABILITIES OBSERVED IN THE
COMPUTER SYSTEM INFRASTRUCTURE

The network block diagram (Fig. 5.2) shows a composite of many of the network vulnera-
bilities found in conducting EPA-mandated vulnerability assessments. The recent assess-
ments conducted on the SCADA systems of a number of large water utilities in the United
States have indicated the following list of vulnerabilities:

1. Operator station logged on all the time even when the operator is not present at the
workstation, thereby rendering the authentication process useless

Physical access to the SCADA equipment relatively easy

w N

. Unprotected SCADA network access from remote locations via Digital Subscriber
Lines (DSL) and/or dial-up modem lines

Insecure wireless access points on the network

Most of the SCADA networks directly or indirectly connected to the Internet
No firewall installed or the firewall configuration is weak or unverified
System event logs not monitored

Intrusion detection systems not used

A e AN U

Operating and SCADA system software patches not routinely applied

10. Network and/or router configuration insecure; passwords not changed from manufac-
turers default

At minimum, individual water utilities should periodically review and address these
vulnerabilities. A detailed vulnerability assessment approach and various planning tools
available to the utility are listed in the following section. Outsourcing some of these audit
functions to specialists is recommended.

5.5 VULNERABILITY ASSESSMENT APPROACH
AND PLANNING TOOLS

Several vulnerability assessment methodologies and tools are available for a utility to eval-
uate potential weaknesses in its computer system infrastructure. These methodologies help
a utility evaluate the susceptibility to potential cyber-attacks and identify corrective actions
that can mitigate the risk and seriousness of the consequences of such attacks. An inde-
pendent assessment can play a vital role is developing an unbiased plan.

The assessment should cover both the IT and the SCADA infrastructure. A Risk
Assessment Methodology for Water (RAM-W) was developed specifically for the water
industry by the American Waterworks Association Research Foundation (AWWARF) and
Sandia National Laboratories. One of the components of the RAM-W process is, “SCADA
fault trees.” The SCADA fault trees are graphical representations that show how each point
of vulnerability can be used by a cyber-attacker to destroy and/or disable critical SCADA
system components, or interfere with the normal utility operation. The “SCADA fault trees”
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are then used in conjunction with risk calculations to rank and select the security improve-
ments. Fault trees are discussed in chapter 7.

The IT system vulnerability assessment is not addressed at the same level as SCADA
assessments by RAM-W. However, it is essential to secure IT systems along with the
SCADA systems especially if they are connected. Weaknesses in IT systems can be
exploited to disable or disrupt the SCADA system operations.

The U.S. Department of Energy (2002) has developed a 21-step guide to improve cyber-
security of SCADA networks. The specific 21 steps are listed below:

1. Identify all connections to SCADA networks.

. Remove unnecessary connections to the SCADA network.

)

Evaluate and strengthen the security of any remaining connections to the SCADA
network.

Harden SCADA networks by removing or disabling unnecessary services.
Do not rely on proprietary protocols to protect your system.
Implement security features provided by device and system vendors.

A

Establish strong controls over any medium that is used as a backdoor into the SCADA
network.

8. Implement internal and external intrusion detection systems and establish 24-h-a-day
incident monitoring.

9. Perform technical audits of SCADA devices and networks, and any other connected
networks, to identify security concerns.

10. Conduct physical security surveys and assess all remote sites connected to the SCADA
network to evaluate their security.

11. Establish SCADA “Red Teams” to identify and evaluate possible attack scenarios.

12. Clearly define cyber security roles, responsibilities, and authorities for managers,
system administrators, and users.

13. Document network architecture and identify systems that serve critical functions or
contain sensitive information that require additional levels of protection.

14. Establish a rigorous, ongoing risk management process.

15. Establish a network protection strategy based on the principle of defense in depth.
16. Clearly identify cyber security requirements.

17. Establish effective configuration management processes.

18. Conduct routine self-assessments.

19. Establish system backups and disaster recovery plans.

20. Senior organizational leadership establish expectations for cyber security performance
and hold individuals accountable for their performance.

21. Establish policies and conduct training to minimize the likelihood that organizational
personnel will inadvertently disclose sensitive information regarding the SCADA sys-
tem design, operations, or security controls.

DYONYX (Blume, 2002) and PlantData Technologies (Pollet, 2002) have a methodol-
ogy called “Rings of Defense.” In this methodology the IT network and SCADA security
are broken down into several layers. The appropriate configuration of the “rings” is con-
sidered to be flexible and the employment of an integrated and coordinated set of layers is
key in the design of a security approach.
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Another method of vulnerability assessment (Munshi, 2003) recommends the evalua-
tion of the four levels of the SCADA system. Level 1 evaluation checks for vulnerabilities
of the field equipment such as the PLCs, RTUs, and flowmeters. Level 2 evaluation
assesses the vulnerabilities of the communication media such as LAN media, dial-up, and
DSL. Level 3 evaluation scrutinizes the SCADA host subsystem. Finally, Level 4 evalua-
tion looks at the whole enterprise for weaknesses.

All of the methodologies presented in this sub-section should lead to the development,
documentation, and enforcement of an effective security policy that is unique to each system.
A one-size-fits-all approach will not be effective.

Even if a great deal of time and money is spent on assessing the vulnerability of a system
to cyber-attacks it is often almost impossible to secure all the vulnerabilities in a system.
Therefore, it is prudent to assess the consequences of specific types of cyber threats and secure
a system for those specific threats. Schneier (1999) has developed a formal “attack tree”
methodology which is very similar to the fault tree analysis used by RAM-W for analyzing
the security of systems based on varying attacks. Basically, attacks against a system are rep-
resented in a tree structure, with the goal as the root node and different ways of achieving
that goal as leaf nodes. This methodology is purported to provide a different way of
thinking about security, to capture and reuse expertise about security, and to respond to
changes in security. Security is not a product—it is a process. Attack trees form the basis
of understanding that process.

5.6 TYPICAL ATTACK SCENARIOS

Cyber-attackers focus on known IT/SCADA system vulnerabilities. The tools and methods
used depend upon the characteristics of the vulnerability being exploited. The modes of
attacks can be broadly categorized as follows—unauthorized access and/or authentication,
data interception, data modification/destruction, and system disruption. Furthermore,
cyber-attacks can originate from inside or outside the utilities network. Whatever the mode
and origin of an attack, once a system is compromised, data can then be altered or
destroyed, and communications can be blocked or rerouted. Additionally, settings can be
changed deliberately or randomly such that equipment either fails to operate when needed,
or operates when it should not. These types of intrusions can both damage the equipment
and/or disrupt the service. The following five example attack scenarios illustrate how
cyber-attackers can exploit system vulnerabilities.

5.6.1 Scenario 1

Statistically most cyber-attacks are “inside jobs.” A disgruntled current or former staff
member can sabotage systems and settings. Similarly, an insider with privileged informa-
tion can be approached by a cyber-attacker and be bribed or duped into sabotaging systems
and settings or creating access mechanisms for the attacker to gain future access.

5.6.2 Scenario 2

For systems equipped with modems or Internet based remote access points a “war dialer”
or “port scanning tool” can be used to automate an attack and gain access to the system. A
“war-dialer” is a program that can scan hundreds of phone numbers typically in the vicin-
ity of the utility’s publicly available phone numbers, looking for answering modems.
Similarly, a port scan or ping-sweep program can be used to identify active system ports
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and/or network IP addresses belonging to a public utility. When a connection is found, mul-
tiple returns, question marks, “HELP,” and “HELLO” are entered to probe the connection
and look for clues as to the kind of connection. Once a login dialog is acquired the intruder
can use “social engineering” to determine login information, or launch a dictionary-based
or brute-force password attack (Oman et al., 2001). When the connection is made the
intruder has access to the SCADA system.

5.6.3 Scenario 3

This scenario applies to systems equipped with wireless access points implementing
802.11b technology. The 802.11b devices have a serious security flaw that compromises
the wireless encryption key. Widely available free software, such as AirSnort and
NetStumbler, give hackers free tools to crack wireless codes within minutes. Anyone in the
vicinity of the access point with a laptop PC and the aforementioned software equipped
with a $60 wireless network card, and a directional antenna (which can be made from a
Common Cardboard can) can launch an effective attack. A simple Internet search would
provide a cyber-attacker step-by-step instructions, pictures, and even videos on how to
hack into such a system. Once they steal the wireless encryption key, they can use a freely
available protocol analyzer such as. Ethereal or Sniffit to spy on the network. The next step
for the attacker is to wait until a maintenance engineer signs onto a PLC and then capture
the password. Furthermore, it is common for individuals to use the same passwords for
multiple systems, in which case the attacker has just obtained passwords for other secure
devices and networks. (Brown, 2002).

5.6.4 Scenario 4

In this scenario a staff member with access to the utility’s IT/SCADA systems is duped into
installing or running a computer game or otherwise seemingly innocuous application by a
current or former associate, or virtually anyone on the Internet. The installed application
contains a “Trojan horse program,” that opens a backdoor into the computer network
(Oman et al., 2001). Once the application is installed, the cyber-attacker is automatically
notified that the backdoor is open and gains access to the system.

5.6.5 Scenariob
A cyber-attacker can access the network from inside or outside and run a program that starts

flooding the network with useless traffic, thus jamming the links and denying service to
users and SCADA devices causing random disruption of service.

5.7 POPULAR TOOLS USED BY CYBER
ATTACKERS

The tools used for cyber-attacks depend upon many things such as the operating system
platform, SCADA software, network type, etc. Water utilities typically use a recent version
of Windows" or a flavor of the UNIX operating system. By far, Windows is the most popular

“Windows is a registered trademark of Microsoft Corporation.
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type of operating system used by water utilities. However, there are a number of market lead-
ing SCADA HMI applications in use by utilities. The popular applications include
Wonderware InTouch, Intellution FIX, Citect, and RSView." A cyber-attacker can poten-
tially exploit the weakness of the operating system, the network, and/or the SCADA soft-
ware to gain unauthorized access.

There is a popular myth that somehow non-Windows operating systems such as UNIX
and VMS are more secure. The SANS website publishes a top 20 list that includes the top
10 Windows and the top 10 UNIX vulnerabilities. VMS, though less common than UNIX,
is commonly used in integrated SCADA systems and the vulnerabilities associated with it
are as well known as those for the more common Windows and UNIX operating systems.
There are hundreds of cyber-attack tools that are freely available on the Internet for down-
load. A full listing of such tools is impossible to compile as the list grows almost on a daily
basis. Chick (2003) maintains a website that provides a listing of popular cyber attack tools.
A partial listing, most of which is extracted from his website, is presented below.

5.7.1 Trojan horse

A destructive program that masquerades as a benign application. Unlike viruses, Trojan
horses do not replicate themselves but they can be just as destructive. One of the most insid-
ious types of Trojan horse is a program that claims to rid your computer of viruses but
instead introduces viruses onto your computer. The popular Trojans include Netbus 2.0 pro,
Bo2k, Back Orifice, and Admin. Troj. Kikzyurarse.

5.7.2 Worms and Viruses

The terms virus and worm are often used synonymously to describe malicious, autonomous
computer programs. Most contemporary computer viruses are, in fact, worms. The worm
epidemic of recent months, enabled by a common “buffer overflow®” exploit, allows cyber-
attackers to hijack legitimate computer programs for illicit purposes. These were once the
dominion of only the most elite programmers. However, in recent years, buffer overflow
attacks have become more and more popular, and they are now the favorite among cyber-
attackers of all skill levels. Popular recent examples include Code Red II worm, Nimda
worm, etc. (Vatis, 2001).

5.7.3 Scanners

The scanners scan for open and vulnerable IP ports that can be attacked. The popular scan-
ners include ChaoScanner, Port Scanner, NetGhost Domain Scanner, FTP Scan Anonymous
port scanner, Mirror Universe 2.1, NetCop 1.6, Site Scan, etc.

5.7.4 Windows NT Hacking Tools

A variety of Windows NT system tools are available on the Internet. Popular hacking tools
include Unsecure NT password cracker, Red Button NT exploit, Get Admin, NT Crack,
CPU Hog, Crash, NTFS Dos Access, etc.

“Wonderware is a trademark of the Production Management Division of Invensys plc, Intellution FIX is a trade-
mark of GE Fanuc, Citect is a trademark of Citect Pty Ltd, and RSView is a trademark of Rockwell Software.

“Buffer overflow: an event in which more data is put into a buffer than the buffer has been allocated. This results
in the excess data replacing other data or program code. Left uncorrected, buffer overflows can be exploited to crash
the system, gain operating system access or execute inserted code all leading to unauthorized system access.
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5.7.5 ICQ Hacking tools

ICQ or “I Seek You” programs were designed to make it easy to get in touch with people. The
program could communicate by email, chat, SMS, phone or pager, and makes the process as
straightforward as calling across a room to start a friendly conversation. As with any other
program hacking tools, various ICQ attacking tools are now available on the Internet. The
popular ICQ attack tools include ICQ Port Scanner, ICQ IP Sniffer, [CQ Password Stealer,
ICQ 99 UIN Cracker Beta, ICQ Pager, ICQ Flood 95, ISoaQ, Dark ICQ), etc.

5.7.6 Mail Bombs

Although they are much easier to detect, trace and terminate, they can cause damage to the
IT infrastructure that may lead to SCADA disruptions. The popular mail bombs include
UpYours3, MailBomber, KaBoom v3.0, AnonyMail MailBomber, etc.

5.7.7 Nukers

These are used to “nuke” or crash computers and networks. The popular nukers include
Win Nuke, Blood Lust, Muerte, etc.

5.7.8 Key Loggers

Key loggers log keystrokes and can be used to access passwords. The popular keyloggers
include Invisible Keylogger, Key Copy 1.01, KeyLog Windows, KeyLog 2.0, KeyLog 2.5,
Dos Keylogger, etc.

5.7.9 Hackers’ Swiss Knife

These programs contain a wide collection of hacking tools. The popular tools include
Computer Warfare, Agressor, Genius 2.6, Hackers Utility, etc.

5.7.10 Password Crackers

Most password crackers are brute-force crackers. They try passwords until the target file or
program is cracked. Brute-force is not an efficient way of cracking especially if the password
is well-chosen. The popular password crackers include Killer Cracker, PGP Cracker, XIT
Quick, Cracker Jack, etc.

5.7.11 BIOS Crackers

These tools are designed to crack a computer’s BIOS password. The popular tools include
AMI BIOS Cracker, Kill CMOS, Award BIOS Cracker, etc.

For some of these tools to be used, the attacker would need to have physical access to
the host computer and/or requires the operator to be duped to install the programs.
However, an attacker with social engineering skills can expose the system without having
physical access to the various systems. The examples presented demonstrate the range and
availability of tools available to hackers. These tools can also be used to conduct system pen-
etration testing to see how easy or difficult it is to hack your systems. Penetration testing
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allows specific vulnerabilities to be identified and fixed, thereby minimizing exposure to
potential cyber attacks.

5.8 IDENTIFYING METHODS FOR MITIGATING
SUCH ATTACKS

Once an evaluation of the IT/SCADA system is completed the first step is to disable or
remove programs that are not necessary for the SCADA systems to operate. Then the util-
ity should address the “Top 10 Vulnerabilities” (listed in Sec. 5.4). Furthermore, the utility
at a minimum should look at improving the following infrastructure components:

5.8.1 Physical Security

Disable devices not required for operation, locate equipment in confined areas, limit and
monitor physical access to the servers and SCADA workstations via doors and access
restriction.

5.8.2 Access and Authentication Methods

Change username and passwords from manufactures provided defaults. Improve password
lengths, encourage the use of non-dictionary words with numbers and non-alpha-numeric
characters, and require routine changes. If necessary consider introducing strong authenti-
cation and access methods such as the RSA two-factor authentication, biometric authentica-
tion, virtual private network (VPN) and public key infrastructure (PKI) for remote access.

5.8.3 Software Improvements

Apply operating system and SCADA software patches routinely. Upgrade the software in
a cyclic manner, typically 3 to 5 years. Install software patches on routers, firewalls and
switches, if available. Install virus protection and intrusion detection software. Use various
software encryption schemes where possible. Install ICSA certified firewalls with Stateful
Packet Inspection on connections between IT and SCADA systems, and on wireless and
Internet connections.

5.8.4 Privacy Improvements

Add IPSec or other security layer to any wireless access point running 802.11b. Also, for all
wireless access points enable the highest level of wireless encryption protocol (WEP), change
the default service set ID (SSID) that ships with the router, set up specific network card
(MAC) address authentication, disable ad-hoc (that allows wireless peer-to-peer connections),
and “broadcast” (that periodically transmits the SSID) mode of operations (Netgear, 2003).
Either disconnect analog modems, temporarily connect them when they are needed, or install
secure analog modems for remote access. Secure analog modems typically employ an authen-
tication mechanism (username/password) in the dial string and are configured to automati-
cally dial back to programmed locations. Adding VPN or PKI will improve security for any
remote access option used. Consider reducing communications media vulnerabilities by
introducing fiber optic or other types of more secure media that make eavesdropping
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more difficult. Radio and leased line communications should use encryption. For low data-
rate telemetry applications, some encrypted radios are already becoming available and the
GTI initiative discussed earlier in this chapter is seeking to define requirements for and pro-
mote development of broadly applicable telemetry encryption devices.

5.8.5 Network Topology Improvements

Remove any network hub (use switches). Consider RAS and VPN options for remote access.
Redesign SCADA subnet configurations and remove any workstation with dual network
interfaces or other insecure connections to other “networks.” Provide appropriately sized
uninterruptible power supply (UPS) to all critical components of the SCADA network.

5.9 INCIDENT RESPONSE AND BUSINESS
CONTINUITY

Cyber and/or SCADA attacks are inevitable. Therefore it is critical that utilities prepare,
keep current and practice incident response and business continuity plans so that they can
respond quickly when attacks do occur. Although there is no one-size-fits-all solution,
there are some common guidelines that can be applied in developing utility-specific plans.
The general steps in any plan are preparation, identification, containment, eradication,
recovery, and follow-up.” Likewise, defining goals is a necessary first step in preparing the
plan. Though each utility’s goals will be different, common themes include protection of
human life and safety; protection of mission-critical systems and data; minimizing and mit-
igating damage and service disruptions; maintaining the public’s confidence; restoring
normal operation as quickly as possible; and providing credible, accurate evidence of the
attack. This last goal is critical for preventing similar attacks and identifying and prosecut-
ing criminal activity.

5.9.1 Preparation

Preparation includes preparing the plan, training, and routine practice. The plan should be
comprehensive and should be based on guidelines published by government agencies. One
such guideline is the SANS Institute’s “Computer Security Incident Handling Guide” pub-
lished under the SANS step-by-step series. This comprehensive guide presents a step-by-
step approach to incident response that can be used as a starting point in developing a plan
tailored to each utility’s needs. Legal review of the plan is also critical to improve the
chances of being able to prosecute criminal activity without infringing on anyone’s rights.
Everyone responsible for implementing the plan must be trained. Role-playing and simu-
lation exercises can be used to test, refine, and practice the plan.

5.9.2 Response Process Phases

The response process can be divided into three phases. Phase 1 includes detection, identi-
fication, assessment, and triage. Phase 2 includes containment, evidence collection and
analysis, and mitigation. Phase 3 includes eradication, recovery, and follow-up.

“FCC Computer Security Incident Response Guide, Integrated Management Services, Inc. December 2001.
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Phase 1. The detect-delay-respond physical security model also applies to cyber/SCADA
security. The better a utility’s cyber security, the sooner an attack will be detected and the
longer it will take the attacker to inflict damage. Preparation should include implementing
and maintaining cyber/SCADA security measures to delay attackers and promote early
detection while minimizing false alarms.

Because false alarms do occur, first responders need to be able to quickly, quietly, and
accurately determine if the anomaly detected is in fact an incident. They need to do this
while protecting the evidence, and preserving the evidence chain of custody.

Phase 2. Once an anomaly is identified as an incident, containment without contaminat-
ing the environment is the next priority. Evidence is also collected and initial analysis per-
formed to determine if affected system(s) can continue operation or must be shut down.

Phase 3. Once the incident is contained, eradication can begin. Eradication includes
removing the cause of the incident to prevent recurrence. The attack evidence can also be
used to improve defenses. Also, a vulnerability analysis should be performed to deter-
mine if related vulnerabilities have appeared. Finally, affected systems can be restored
using the latest “clean” backup. Once the normal operation is restored, affected systems
should be more closely monitored than normal and a follow-up report should be prepared
while incident memories and evidence are fresh.

5.9.3 SCADA Specific Incident Response

The incident response steps outlined above are general and can be applied to any computer
system. Because SCADA is usually critical to utility operation, SCADA specific incident
response procedures are usually recommended. The SCADA specific procedures are gen-
erally in addition to the general computer incident handling procedures.

Unlike most computer systems, which are centrally focused, SCADA systems are
focused on the network edge. Critical IT resources and information are generally at the core
of the network. However, SCADA systems are usually designed to distribute intelligence
to the network edge device, the PLC or RTU. Therefore, the first priority for SCADA inci-
dent response is to determine which process systems are affected and to place those sys-
tems in LOCAL/MANUAL control mode. Also, SCADA systems are usually isolated from
business networks and even telemetry systems during the containment step. Finally,
SCADA incident response must also include evaluation, containment and restoration of
PLC and RTU programs in addition to those of the SCADA computers.

5.9.4 Business Continuity

In preparing the business continuity portion of the plan, it is important to include a range
of options that can be combined to tailor the response to the specific incident. Here again,
there is no simple formula that works for all utilities. Every utility needs to analyze its spe-
cific situation and vulnerabilities. However, in general, incidents can be characterized into
Levels 1, 2, and 3, with Level 3 being the most severe.

Level 1 incidents could be characterized as those affecting day-to-day operations but eas-
ily mitigated through the use of readily available alternatives such as redundant systems or
alternative methods. Level 2 incidents could be characterized as involving more complicated
solutions requiring staff time to resolve. For example, there may be a need to reconfigure a
server or to identify or trace a virus in the IT system. Level 2 incidents do not have ready
available mitigation alternatives and require active intervention. Failure to resolve Level 2
incidents, when they arise, might escalate the problem to Level 3. Level 3 incidents could be
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characterized as directly affecting a utility’s operations such as the ability to deliver water, or
posing a threat to the utility’s revenue stream or having staff and/or public safety implications.

The response time for taking corrective action to maintain business continuity would
vary with incident level. Taking up to a week to finish restoring systems affected by a
Level 1 incident(s) might be acceptable. However, the impact of a Level 3 incident must
be mitigated as quickly as possible to maintain the water supply and public confidence.
Likewise the level of effort and interagency coordination required for mitigation would be
exponentially higher for a Level 3 event than for a Level 1 event. The practice of including
simulated incidents is crucial in refining business continuity planning and in preparing
those who must execute the plan.

5.10 SUMMARY AND COMPILATION OF USEFUL
INFORMATION LINKS

Information presented in this chapter illustrates the potential vulnerabilities in a water utility’s
electronic infrastructure that can be exploited by a cyber-attacker. The information presented
is intended to guide the utilities to assess vulnerabilities and minimize the risk of exposure to
a cyber attack. As technology to defend against a cyber-attack evolves, so do the attack tools.
The best defense against cyber-attacks is to be prepared and to stay current. The following is a
listing of important websites, where the most current information can be obtained and used to
minimize and mitigate cyber-attacks on critical infrastructure.

http://www.cert.org/—The Carnegie Mellon Computer Emergency Response Team
http://www .fedcirc.gov/—The Federal Computer Incident Response Center
http://ists.dartmouth.edu/—The Institute for Security Technology

http://www .nipc.gov/—The National Infrastructure Protection Center
http://www.sans.org/—The System Administration, Networking, and Security Institute
http://isc.incidents.org/—Internet Storm Center

http://www.cve.mitre.org/—Common Vulnerabilities and Exposures
http://www.epa.gov/ogwdw/security/index.html—EPA’s Water Infrastructure Security
http://www.waterISAC.org/—Water Information Sharing and Analysis Center

http://www.isd.mel.nist.gov/projects/processcontrol/—NIST Process Control Security
Requirements Forum (PCSRF)

http://www.isa.org/MSTemplate.cfm?MicrositeID=988&CommitteeID=6821—ISA-
SP99, Manufacturing and Control Systems Security

http://www.sandia.gov/CIS/—Critical Infrastructure Surety at Sandia National
Laboratories

http://www.cisco.com/security_services/ciag/i—Cisco’s Critical Infrastructure Assurance
Group (CIAG)
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CHAPTER 6

ASSESSING THE RISKS TO
DRINKING-WATER SUPPLIES
FROM TERRORISTS ATTACKS

Malcolm S. Field
National Center for Environmental Assessment
Office of Research and Development
U.S. Environmental Protection Agency
Washington, D.C.

6.1 INTRODUCTION

Terrorist threats to the nation’s potable water supplies have recently become a major con-
cern for the country. The events of September 11, 2001 (9/11) and subsequent anthrax
attacks have proven the vulnerability of basic civilian infrastructures to terrorists. While the
past attacks included the physical destruction of large structures housing significant popu-
lations by detonation and aerosol attacks on a smaller scale, the potential for a biological or
chemical attack on important potable water supplies cannot be discounted (Burrows and
Renner, 1999). Developing a preparedness for and response to a terrorist attack is an essen-
tial aspect to countering terrorist attacks (Lane et al., 2001).

Current efforts, intended to protect potable water supplies, tend to focus on early
warning systems (EWS) (Foran and Brosnan, 2000) to detect initial arrival of hazardous
biological and chemical agents. While an improvement over conventional methods of
tracking contaminated-water outbreaks (MacKenzie et al., 1994), EWSs may be regarded
as inadequate in and by themselves.

Predicting when, and at what concentration a toxic substance released in the respective
source area will reach a water-production facility is essential for water managers. The concern
of managers for water-supply systems was recently aggravated by the realization that terrorists
could deliberately release a toxic poison into their system with the potential to cause wide-
spread illnesses, deaths, and panic before adequate protection measures could be activated.
Whereas EWSs will certainly be beneficial when available, knowledge of the source area(s) as
well as knowledge of the transport and survivability of the suspect agent are critical.

Disclaimer: The views expressed in this paper are solely those of the author and do not necessarily reflect the
views or policies of the U.S. Environmental Protection Agency.

6.1
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Knowledge of source area(s) and identification of their particular vulnerabilities can
lead to the installation of the most appropriate security apparatus. Source area(s) security
apparatuses commonly considered include typical security measures (e.g., fences) and/or
atypical security measures (e.g., armed security guards) which are most likely to be
applied at large water-supply systems (Reed, 2001). Unfortunately, it appears that much
of the country is of the misconception that only very large water-supply systems are threat-
ened (U.S. EPA, 2001) and then really only at the downstream end, beyond the treatment
system. While this situation is certainly worthy of concern, it is not a seriously realistic
attack scenario.

Smaller municipal water systems where source areas are known to occur at some sig-
nificant distance from the actual supply are more likely to be severely threatened. For
example, a karst spring that is used as a municipal water supply and is known to be directly
connected to a sinking stream, karst window, or sinkhole several kilometers away should
be of significant concern to the local water managers. While these smaller supplies may
only serve a few thousand people at most, the potential for a terrorist attack causing ill-
nesses, deaths, and widespread terror are very realistic.

The threats can be better assessed, however, if water managers have a general sense of
potential solute-transport rates and likely receptor concentrations for a given release in a
given source area. Reasonable predictions of solute-transport rates and concentrations will
allow water managers to (1) provide for a higher level of physical security, (2) enhance
detection systems, (3) develop alternative strategies to deal with microbial or toxic sub-
stance attack(s), and (4) have time to implement the appropriate strategy when an attack
does occur.

The purpose of this paper is to outline a method for a proactive approach to protect-
ing water supplies. A hypothetical scenario is used to illustrate the value of the approach
presented.

6.2 CHEMICAL AND BIOLOGICAL AGENTS

Numerous toxic agents are known to be available to terrorists. Most of the basic litera-
ture regarding toxic agents available to terrorists fall in the category of chemical and bio-
logical weapons which must be distinguished from chemical and biological materials.
CB weapons refers to the use of warfare agents specifically designed, developed, and
secured by the military to support specific military doctrines of a state while CB materi-
als refers to the use of any toxic substance or pathogen (Zanders, 1999). Most of the lit-
erature focusing on terrorist attacks on basic infrastructures focus on CB weapons.
Information on CB materials must necessarily be obtained from the basic human health
and environmental literature.

6.2.1 Biological Agents

Biological agents as water pathogens can be separated out as biological warfare agents and
nonwarfare-specific agents. While a significant concern regarding biological warfare
agents is warranted, nonwarfare agents warrant equal concern.

Biological Warfare Agents. A basic listing of potential replicating biological warfare
agents appears in Table 6.1 (Burrows and Renner, 1999, 1998, p. 2) and potential warfare
biotoxins appears in Table 6.2 (Burrows and Renner, 1999).
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TABLE 6.1 Summary of Threat Potential of Replicating Biological Warfare Agents
Agent/ Infective-" Stable in Chlorine’
disease Weaponized Water threat dose water tolerance
Bacteria
Anthrax Yes Yes 6 X 10% spores 2 years Spores
(inh) (spores) resistant
Brucellocis Yes Probable 10* organisms ~ 20-72 days Unknown
(uns)
Cholera Unknown Yes 10° organisms  Survives well ~ Easily
(ing) killed
Clostridium Probable Probable 10® organisms ~ Common in Resistant
perfringens (ing) sewage
Glanders Probable Unlikely 3.2 X 10° spores Up to 30 days  Unknown
(uns)
Melioidosis Possible Unlikely Unknown Unknown Unknown
Plague Probable Yes 500 organisms 16 days Unknown
(inh)
Salmonella Unknown Yes 10* organisms 8 days, fresh Inactivated
(ing) water
Shingellosis Unknown Yes 10* organisms ~ 2-3 days Inactivated?
(ing)
Tularemia Yes Yes 108 organisms ~ Up to 90 days  Inactivated!
(ing)
Rickettsia
Q fever Yes Possible 25 organisms Unknown Unknown
(uns)
Typhus Probable Unlikely 10 organisms ~ Unknown Unknown
(uns)
Bacteria-like
Psittacosis Possible Possible Unknown 18-24 h, Unknown
seawater
Virus
Encephalomyelitis Probable Unlikely 25 particles Unknown Unknown
(aer)
Enteric viruses Unknown Yes 6 particles (ing) 8-32 days Inactivated®
Hemorrhagic Probable Unlikely 10° organisms ~ Unknown Unknown
fever (ing)
Smallpox Possible Possible 10 particles Unknown Unknown
(uns)
Protozoa
Cryptosporidiosis ~ Unknown Yes 132 oocysts Stable days  Resistant
(ing) or more

Abbreviations: aer = aerosol; ing = ingestion; inh = inhalation; uns = unspecified.
*Total infective dose
fAmbient temperature, <1 ppm free available chlorine, 30 min or as indicated.
£0.05 ppm, 10 min

1.00 ppm, 5 min

§Rotavirus
Source:

After (Burrows and Renner, 1999, 1998, p. 2).

6.3
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TABLE 6.2 Summary of Threat Potential of Warfare Biotoxins

Chlorine”
Biotoxin Weaponized ~ Water threat NOAEL" (2L -d™') Stable in water  tolerance

Aflatoxin Yes Yes 75ug - L Probably stable ~ Probably
tolerant
Anatoxin A Unknown Probable Unknown Inactivated in Probably
days tolerant
Botulinum Yes Yes 0.0004 pg - L Stable Inactivated,
toxins 6 ppm,
20 min
Microcystins ~ Possible Yes 1.0 ug - L' Probably stable  Resistant at
100 ppm
Ricin Yes Yes 15ug- L Stable Resistant at
10 ppm
Saxitoxin Possible Yes 0.4ug-L! Stable Resistant at
10 ppm
Staphylococcal Probable Yes 0.1pug- L Probably stable  Unknown
enterotoxins
T-2 mycotoxin Probable Yes 651 pg - L' Stable Resistant
Tetrodotoxin ~ Possible Yes 1.0pug- L Probably stable  Inactivated,
50 ppm

*NOAEL = no-observed-adverse-effect level. Estimated as 7.5 times the NOAEL calculated for consumption of
I5L-d™"

TAmbient temperature, <1 ppm free available chlorine, 30 min or as indicated.

#World Health Organization drinking water standard for NOAEL.

INOAEL derived from short-term U.S. Department of Defense Tri-Service standard.

Source: After (Burrows and Renner, 1999).

The biological agents and biotoxins listed in Tables 6.1 and 6.2 are deadly in their own
right but may also become weaponized at a biological weapons research facility. For exam-
ple, the anthrax (Bacillus anthracis) attacks that occurred in the United States right after
9/11 consisted of weaponized anthrax. Anthrax spores are typically weaponized by reduc-
ing the size of the spores and preventing them from flocculating to keep them airborne for
long periods of time where they are more likely to be inhaled. Flocculation of anthrax
spores is generally prevented by simply drying the spores and combining them with an
appropriate agent such as bentonite or silica (Weiss and Warrick, 2001) to cause repulsive
charges. Additionally, the anthrax spores virulence may be increased (Nass, 2002).

Nonwarfare Agents. Tables 6.1 and 6.2 refer specifically to modification of pathogens
for use by states in warfare, but some that are listed and others that are not listed could read-
ily be used by terrorists to contaminate drinking-water supplies. Although these agents may
not necessarily be weaponized, they are still deadly in their own right. Some biological
agents that terrorists might more likely consider using are listed in Table 6.3 (Ford, 1999,
p. 2). Some obvious overlaps, such as Cryptosporidium spp. occur in the Tables 6.1 and 6.3,
but others appear to be unique to military activities and may not be so readily available to
terrorists. The fact that some organisms were not identified as biological warfare agents
should not be construed to imply that the nonwarfare agent is not of significant concern.
For example, though the biological agents Eschericia coli and Campylobacter jejuni
(Table 6.3) are not identified as biological warfare agents (Table 6.1) or biological warfare
biotoxins (Table 6.2), these organisms were responsible for the deaths of seven individuals
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TABLE 6.3 Summary of Nonwarfare-Specific Pathogens in Drinking Water”

Infectious’”  Estimated" Survival in drinking Survival?
Agent dose incidents water, days strategies
Bacteria
Vibrio cholerae 103 (very few)? 30 vng, ic
Salmonella spp. 10°-107 5.9 x 10* 60-90 vng, ic
Shingella spp. 10? 3.5x10* 30 vne, ic
Toxigenic Eschericia coli 10-10° 1.5X10° 90 vng, ic
Campylobacter spp. 10° 3.2X10° 7 vng, ic
Leptospira spp. 3 v ? ?
Francisella tularensis 10 ? ? ?
Yersinia enterocolitica 10° ? 90 ?
Aeromonas spp. 108 ? 90 ?
Heliobacter pylori ? High ? ?
Legionella pneumophila >10 1.3 X 10%* Long vng, ic
Microbacterium avium ? ? Long ic
Protozoa
Giardia lamblia 1-10 2.6 X 10° 25 cyst
Cryptosporidium parvum 1-30 42x%10° ? oocyst
Naegleria fowleri ? ? >365" cyst
Acanthamoeba spp. ? ? ? cyst
Entamoeba histolica 10-100 ? 25 cyst
Cyclospora caytanensis ? ? >365" oocyst
Isospora belli ? ? >365" oocyst
The microsporidia ? ? ? spore, ic/
Ballantidium coli 25-100 ? 20 cyst
Toxoplasma gondii 10-100" >4000"7 >365" oocyst
Viruses?®
Total estimates 1-10 6.5 X 10° 5-27% adsorption/
absorption

Abbreviation:? = unknown; ic = intracellular survival and/or growth; vnc = viable but not culturable.

aExcept where noted, data are compiled from Morris and Levin (1995); WHO (1999); Hazen and Toranzos
(1990); Geldreich (1996).

bInfectious dose is the number of infectious agents that produce symptoms in 50% of tested volunteers.
Volunteers are not usually susceptible individuals, and therefore these numbers are not useful for risk estimates.

<U.S. point estimates.

dVery few outbreaks of cholera occur in the U.S. and these are usually attributable to imported foods (Breiman
and Butler, 1998).

¢Data from Breiman and Butler (1998).

fPossible ic with microsporidia-like organisms (Hoffman et al., 1998).

gIncludes Norwalk virus, poliovirus, coxsackievirus, echovirus, reovirus, adenovirus, HAV, HEV, rotavirus, SR
SV, astrovirus, coronavirus, calicivirus, and unknown viruses.

hData from Marquea King (pers. comm.).

iBased on pigs.

JCongenital cases.

kEstimated for HAV, Norwalkvirus, and rotavirus (Weber et al., 1994).

Source:  After (Ford, 1999).

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



ASSESSING THE RISKS TO DRINKING-WATER SUPPLIES FROM TERRORISTS ATTACKS

6.6 WATER SUPPLY SYSTEMS SECURITY

TABLE 6.4 U.S. Environmental Protection Agency Contaminant Candidate List (CCL)

Protozoa Bacteria Viruses
Ancanthamoeba Aeromonas Adenoviruses
Microsporidia Cyanobacteria Caliciviruses

(Enterocytozoon & Septata) Heliobacter pylori Coxsackie Viruses
Mpycobacterium Avium intracellulare Echoviruses

and the sickening of more than 2000 people in Walkerton, Ontario (Canada) when released
into the community drinking water (O’Connor, 2000, p. 42). A much more comprehensive
list and review of potential drinking-water pathogens may be found in Rose and Grimes
(2001).

As an example of the amount of research needed on microbial pathogens in drinking
water, the U.S. Environmental Protection Agency’s microbiological contaminant candidate
list (CCL) currently considers only a small number of pathogens (Table 6.4). The small
number of microbial pathogens listed in Table 6.4 is a direct consequence of the need to
keep the initial research efforts to a manageable size.

6.2.2 Threat Posed by Genetic Engineering

Genetically engineered organisms are a relatively recent advance in the development of
biological warfare agents. Knowledge of existing biological agents may be very transient
with the recent advances in genetic engineering. By modifying the genetic structure of
toxic and nontoxic organisms, infectivity may be enhanced, time from infection to disease
may be shortened, and severity of disease outcome may be increased. Production of large
quantities of replicating microorganisms for weaponization, through recombinant
methodologies, is now relatively inexpensive with the possibility of creating new agents
having desirable properties for biological warfare such as increased virulence, hardiness,
resistance to antibiotics, disinfectants, and the natural immune system (Birks, 1990)
being expected (Takafuji et al., 1997, pp. 679-682). Some animal and human pathogens
may need no more enhancement than to be provided with an effective delivery system to
overcome traditional water treatment methodology and expose immunologically naive
populations. Infectious agents delivered by a primary water route may continue to spread
by secondary human-to-human contact. An infectious epidemic will continue to spread
as long as a nonimmune population is exposed and the disease does not outpace its host
organisms (e.g., hemorrhagic fever viruses such as Ebola). Although genetically engi-
neered oganisms for warfare purposes were previously considered to be too difficult to
be taken very seriously, recent advances in biotechnology have demonstrated the feasi-
bility of bioengineering (Couzin, 2002).

As an example of the possibilities associated with genetic engineering, consider cholera
(Vibrio cholerae). A very toxic bacterial pathogen in drinking water, it is easily killed by sim-
ple chlorination (Table 6.1). Modern genetic engineering techniques could be utilized to reduce
or even eliminate cholera’s susceptibility to chlorine disinfection which could result in serious
outbreaks of cholera wherever this bioengineered form of the pathogen was released.

6.2.3 Chemical Agents

Unlike biological agents, the number of potential chemical agents that might be used by ter-
rorists for attacks on drinking-water supplies appears to be much more limited. While this
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might be true for chemical warfare agents, it is not necessarily a valid perception for non-
warfare agents.

Chemical Warfare Agents. Several chemical agents originally developed for aerosol
dispersal during warfare may also be effective when dispersed in water (Table 6.5). The
effectiveness can be through direct ingestion, dermal absorption, and inhalation during
showering.

Chemical Nonwarfare Agents. While chemical warfare agents warrant the greatest con-
cern in terms of potential chemical agents that could be used by terrorists, several chemical
nonwarfare agents pose a significant threat to human health if released in drinking-water
supplies. Table 6.6 lists some chemical nonwarfare agents that may be regarded as potential
threats to drinking-water supplies if released by terrorists.

Some of the chemicals listed in Table 6.6 are highly toxic (e.g., Compound 1080,
sodium cyanide) and pose a major concern for water managers, but others (e.g., sodium
azide) are somewhat less toxic. In the case of sodium azide, ingestion of sufficient quanti-
ties can result in individuals developing decompression sickness (commonly known as the
bends) similar to scuba divers who ascend too rapidly.

6.3 SOURCE-WATER PROTECTION

Perhaps the most critical element necessary for protecting the nation’s drinking-water sup-
plies is source-water protection. Source-water protection consists of delineating the sources
of water, inventorying potential sources of contamination in those areas, and making sus-
ceptibility determinations (U.S. EPA, 1997, p. 1-11).

The most basic aspect of source-water protection is source-water delineation which is
nothing more than mapping out the drainage basin from which the water is derived. This
can take the form of mapping surface-water divides on a topographic map to compre-
hensive quantitative-tracing studies. Detailed guidances on source-water delineation may
be found in U.S. EPA (1987), Bradbury et al. (1991), and Schindel et al. (1997), but only
Schindel et al. (1997) provides a detailed guidance on the use of tracer test methods for
source-water delineation. Field (2002d) and Mull et al. (1988) provide detailed discussions
on quantitative tracer testing for more comprehensive evaluations of hydrologic systems.
Understanding the conditions of the source and identifying environmental stressors such
as pH, temperature, chemical constituents, turbidity, and various nutrients (e.g., from
sewage source), potential intermediate hosts, and seasonality of pathogens provides a more
comprehensive perspective of the source water.

Quantitative Tracer Testing. Quantitative tracer testing is the most reliable method for
source-water delineation. The basic methodology consists of releasing a known quantity of
tracer material into a source-water location (e.g., karst sinkhole) and recovering the tracer
at a downstream location (e.g., karst spring). Careful mass-balance analyses provide
insights into the nature of the transport mechanisms operative in the system. By repeating
this procedure at several tracer-injection sites and recovering the tracer at all possible
recovery locations, a clear delineation of source water is established.

To establish the ability of the flow system of interest to transport different types of
materials at different times and different flow conditions, tracer tests covering a range of
hydrologic conditions need to be conducted. For this reason, Mull et al. (1988) conducted
numerous tracer tests within the same flow system over one year which may or may
not be adequate depending upon the overall range of conditions that may develop.
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6.10

WATER SUPPLY SYSTEMS SECURITY

TABLE 6.6 Summary Threat of Some Potential Chemical Nonwarfare Agents

LDy, NOAEL
Common name Chemical name CAS no. (mg-kgh) (mg-kg!'-dh)
Compound 1080 sodium fluoroacetate 62-74-8 2-5 0.05
Sodium cyanide NACN 143-33-9 2.2 20.4
Potassium cyanide =~ KCN 151-50-8 — 27
Cyanogen bromide  cyanogen bromide (CNBr) 506-68-3 20 44
Aldicarb 2-methyl-2-(methylthio) 116-06-3 — —
propionaldehyde
o-(methylcarbamoyl)oxime
Strychnine 57-24-9 2.35 —
Sodium azide sodium azide (NaN,) 26628-22-8 — 3.57
Potassium silver potassium silver cyanide 506-61-6 21 82.7
cyanide (KAg(CN),)
Paris green copper acetoarsenite 12002-03-8 22 —

Additional testing using differing materials, such as sorbing tracers, light and dense-phase
tracers, and particulate matter, is essential.

Particulate matter as tracer material is essential for understanding the ability of
pathogens to migrate in the flow system. Fluorescent microspheres have been shown to
be very valuable in demonstrating the ability of microscopic particles to move through
supposedly very tight porous-media systems (Harvey et al., 1989, 1993). Conventional
perspectives about smaller-sized particles (e.g., virus) being the most readily trans-
portable particles may not always be true. Fluorescent microspheres are limited in the
sense that they do not die off as do living pathogens. Microspheres are further limited in
that they are incapable of replicating exponential growth in the flow systems that may
occur with bacteria under the right conditions and possibly with protozoa with interme-
diate hosts. This latter problem is not expected when approximating the behavior of
viruses in the environment.

6.4 EFFICIENT HYDROLOGIC TRACER-TEST
DESIGN

To better facilitate tracer testing in hydrologic systems, a new Efficient Hydrological
Tracer-test Design (EHTD) methodology has been developed (Field, 2002a). Application
of EHTD to a study site resulted in successful tracer tests and showed that a good tracer-
test design can be developed prior to initiating a tracer test (Field, 2000, p. 26). Subsequent
comparison analyses documented the ability of EHTD to predict tracer-test results (Field,
2002b).

6.4.1 Basic Design of EHTD

EHTD is based on the theory that field-measured parameters (e.g., discharge, distance, cross-
sectional area) can be combined in functional relationships that describe solute-transport
processes related to flow velocity and times of travel. EHTD applies these initial estimates
for times of travel and velocity to a hypothetical continuous stirred tank reactor (CSTR) as

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



ASSESSING THE RISKS TO DRINKING-WATER SUPPLIES FROM TERRORISTS ATTACKS

ASSESSING THE RISKS TO DRINKING-WATER SUPPLIES 6.11

an analog for the hydrological-flow system to develop initial estimates for tracer concentra-
tion and axial dispersion D based on a preset average tracer concentration C. The one-
dimensional advection-dispersion equation (ADE)

aC 9’C dC
RdW_D?_va_Z_'uC-’-/}/(Z) (61)

is solved for it’s root for preset C where ¥(z) was originally taken as zero and was not a
part of the original form of EHTD (Field, 2002a). Using the preset C then provides a theo-
retical basis for an estimate of necessary tracer mass. Application of the predicted tracer
mass with the hydraulic and geometric parameters in the ADE allows for an approximation
of initial sample-collection time and subsequent sample-collection frequency where 65
samples have been empirically determined to best describe the predicted tracer-break-
through curve (BTC).

6.4.2 Range of Capabilites of EHTD

Recognizing that solute-transport processes operative in hydrological systems all follow
the same basic theoretical principles suggests that an appropriate model for estimating
tracer mass would function effectively for all hydrological systems. However, such a model
would need to be able to account for slight differences in the nature of the flow systems
(e.g., effective porosity) and the manner in which the tracer test is conducted (e.g., tracer-
release mode).

Breakthrough curves, predicted using the tracer-test design program, EHTD, for vari-
ous hydrological conditions have been shown to be very reliable (Field, 2002b). The hydro-
logical conditions used to evaluate EHTD ranged from flowing streams to porous-media
systems so that the range of capabilities of EHTD could be assessed. The flowing streams
used to evaluate EHTD included tracer tests conducted in small and large surface-water
streams, a solution conduit, and a glacial-meltwater stream. The porous-media systems
used to evaluate EHTD included natural-gradient, forced-gradient, injection-withdrawal,
and recirculation tracer tests. Comparisons between the actual tracer tests and the results
predicted by EHTD showed that EHTD adequately predicted tracer breakthrough,
hydraulic characteristics, and sample-collection frequency in most instances.

6.5 PREDICTING THE OUTCOMES OF A TOXIC
RELEASE

The effect of accidental and deliberate releases of toxic substances to drinking-water
supplies needs to be predicted if water managers are to initiate appropriate actions
should a release occur. EHTD can be used to predict the effects of a toxic-substance
release once source-water areas have been established. By using the same measured or
estimated parameters intended for tracer-mass estimation and entering a solute mass for
EHTD to use, solute-transport parameters and downstream arrival concentrations are
predicted.

A similar prediction methodology had been previously developed (Kilpatrick and
Taylor, 1986; Taylor et al., 1986; Mull et al., 1988), but these previous methods required
considerably more time and effort. Worse, these previous methods failed to reproduce
known results; downstream concentrations were greatly overestimated when these methods
were applied. EHTD, however, reliably reproduces known results.
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6.5.1 Methodology

EHTD predicts the effects of a toxic-substance release by initially predicting solute-transport
parameters and estimated solute mass as described in Field (2002a). EHTD was modified to
solve the ADE as a boundary value problem (BVP) for a third-type inlet condition which con-
serves mass (Toride et al., 1995, p. 5). Additional modifications allow for consideration of
an initial value problem (IVP) for uniform background concentration and production value
problem (PVP) for exponential production (Toride et al., 1995, pp. 9-12). In dimensionless
form the ADE now appears as (Toride et al., 1995, p. 4)

2
gziﬂ_g_qu”E(z) (6.2)

where C, represents the reduced volume-averaged solute concentration.
The solution to the ADE for resident concentration and third-type inlet condition is
given as (Toride et al., 1995, p. 6)

CRZ,T)=C%(Z,T)+C!(Z,T)+C*(Z,T) (6.3)

where the R superscript denotes resident concentration, and the B, I, P superscripts denote
boundary, initial, and production value problems, respectively (Toride et al., 1995, p. 6).
All other parameters are described in the Notations section.

Boundary Value Problem. The BVP may be solved for an impulse release as a Dirac ()
function by (Toride et al., 1995, p. 8)

CE(Z.T)=M,TE(Z.T) (6.4)

and for a pulse release for the case where £ =0 by (Toride et al., 1995, p. 8)
2
CHZ.T)= (-8 )TE(Z.T-T) (6.5)
i=1
and for the case where uf # 0 by (Toride et al., 1995, p. 8)
2 A
CHZ.T)= (-4 T5(Z,T-T) (6.6)
i=1

where the E superscript denotes dimensionless equilibrium concentration. The auxiliary
functions T'#, T#, and T'} are defined in the appendix.

Initial Value Problem. The IVP may be solved for uniform initial concentration by
(Toride et al., 1995, p. 10)

Cl(z,T)=C, T5(2Z,T) (6.7)
The auxiliary function T'£ is defined in the appendix.

Production Value Problem. The PVP may be solved for solute production that changes
exponentially with distance by (Toride et al., 1995, p. 12)

yE(Z) =7, +7,e " (6.8)
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which gives the solution as (Toride et al., 1995, p. 12)

CP(Z.T)= Rijorylrf (Z,T;0)+7, TE(Z, T; A")dT 6.9)
d

T[1-T5Z. ;0 -T5Z.T; uE+ R IgrE@ T A0dr - (uF >0) (6:10)
HTE@ D+ R TEZ T 00dr (uF =0) (6.11)

where the auxiliary functions T2 and T'Z are defined in the appendix. Exponential pro-
duction and decay will be highly dependent on effects imposed by environmental stressors.
For example, high levels of turbidity and nutrient loading are necessary to ensure adequate
growth of the pathogens.

Upon entering a solute mass, EHTD proceeds using the measured parameters and cal-
culated functional relationships (Field, 2002a). Entering a solute mass directly, causes the
preset average concentration C to be overridden and a new C to be predicted. A typical
breakthrough curve representing the downstream effects of the release is then produced.
For pathogen releases, simple conversions for mass and concentration need to be under-
taken, however.

6.6 EXPERIMENTAL EXAMPLE

To evaluate the ability of EHTD to predict the effects of a deliberate release of a chemical
or biological agent, a karstic aquifer in which a relatively small spring is used for drinking
water is investigated. Tracer tests have established the connection between a distant karst
window [depression revealing a part of a subterranean river flowing across its floor, or an
unroofed part of a cave (Field, 2002c, p. 110)] and the spring which serves to illustrate the
vulnerability of such a water supply to a terrorist attack.

6.6.1 Hydrologic System

The example system considered here consists of a karst window in which the stream flow-
ing at the base of the window has been connected through tracing tests to a spring used by
a small city for drinking-water supplies. The karst window is not far from a major thorough-
fare and is easily accessible. Basic measured field parameters necessary for EHTD prediction
are shown in Table 6.7 with associated functional relationships and related transport para-
meters. All measured parameters listed in Table 6.7 were calculated directly from one
tracer test in the flow system which may or may not be representative of the system at dif-
ferent times and hydrologic conditions. Also, it is very unlikely that the solution conduit
maintains a straight line so that a sinuosity factor S, =~1.3 is usually multiplied to the
straight-line distance, but was not done so here. Tracer retardation R, and tracer decay u
were subsequently developed to account for delayed arrival times and significant tracer loss
(=35 percent).

Cursory examination of the measured parameters and functional relationships shows
that transport rates are quite high, dispersion is significant, and transport is strongly domi-
nated by advective forces rather than diffusive forces. The impact of these parameters is
that a release of a toxic substance in this area will arrive quickly at the water-supply spring
with relatively little dispersion. Discrepancies between the measured and predicted trans-
port parameters relate mostly to the effect of R, = 1.05 which was applied to EHTD, but not
considered as part of the original data analysis.
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TABLE 6.7 Tracer-Test Design Parameters

Parameter Measured Predicted

Field parameters

Release Mode Impulse Impulse

Q,m’-H! 1.16 X 10? 1.16 X 10?
[*,m 9.14 X 10? 9.14 X 10?
A, m? 1.84 X 10° 1.84 X 10°
C.ug- L 4.10x 10° 4.10 % 10°
Cp, ug - L 4.20 X 10° 4.20 X 10°

Functional relationships

1,h 1.45% 10! 139 10'
f.h 1.72 X 10" 1.45 X 10"
v, m-h’! 630 % 10' 6.57 % 10'
v,m-h! 531 % 10! 6.30 % 10'
vV, m® 1.99 X 10° 1.77 X 10°

Axial dispersion

D, m? h! 3.28 X 10? 6.60 X 107
P, 1.50 X 10? 8.73 X 107

Tracer reaction

R, 1.00 X 10° 1.05 X 10°
i, bt 0.00 X 10° 1.80 X 102

Transport distance = straight-line distance.

Applying the measured parameters and tracer reaction values to EHTD resulted in a visu-
ally acceptable fit between the predicted BTC and the actual measured BTC (Fig. 6.1) when
the actual mass of tracer released (M = 3.57 g) is matched.

6.6.2 Chemical/Biological Release Examples

Consider two possible toxic releases into a water-supply system. A potentially deadly
pathogen might include Vibrio cholerae (Table 6.3) while a potentially deadly chemical
substance that could be released might include Compound 1080 (fluoroacetic acid [CAS
NUMBER: 62-74-8]). Vibrio cholerae is well documented in history for its known toxicity
although modern society has managed to control this pathogen (Table 6.1). Referring to
Table 6.6 for a toxic chemical, Compound 1080 stands out. Compound 1080 is a highly
toxic pesticide (NOAEL =0.05 mg - kg™ - d™'; LOAEL=0.2 mg - kg™' - d"!; and human LD,
=2 to 5 mg-kg™) used to control rodents and coyotes.

Acquisition of a toxic chemical is not difficult. On May 10, 2002 7.6 tons (6895 kg) of
sodium cyanide were hijacked in Hidalgo State, Mexico (Jordan, 2002). Although a major-
ity of the NaCN was recovered and was probably stolen by mistake, this instance serves to
illustrate the likelihood that highly toxic compounds may easily fall into the hands of
would-be terrorists. Other potentially deadly chemicals, such as Compound 1080 may just
as easily fall into the wrong hands.
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FIGURE 6.1 Comparison of measured data for the site tracer test with EHTD predicted results. Circles rep-
resent actual sample-collection times and triangles represent EHTD-recommended sample-collection times.

6.6.3 Release of Compound 1080

Suppose just 1 kg of Compound 1080 was to be deliberately released into the flow system.
Such a release would result in a significant downstream peak concentration (Fig. 6.2).
A peak concentration of 1.18 mg-L™! is sufficiently large enough to warrant an acute
risk assessment be conducted.

Compound 1080 Risk Assessment. A release of 1 kg of Compound 1080 resulting in a
peak concentration downstream of the release site equal to 1.18 mg - L' can be assessed
for its impact on human health by conducting a standard risk assessment. An acute expo-
sure assessment for ingestion E, is estimated from (Field, 1997; U.S. EPA, 1989b,
p. 6-35)

[ Cydr 1
_h g
E = =) B, (6.12)
where C(7), the temporally averaged concentration=1.48 x 10" mg-L™',I,= 1.4 L -d"' (Field,
1997; U.S. EPA, 19894, pp. 2-1-2-10), t, — 1, =45.0 h is the exposure time, and B,, = 70 kg
(Field, 1997; U.S. EPA 1989a, pp. 5-1-5-7). Its associated hazard quotient H,, is estimated
by (Field, 1997; U.S. EPA, 1989b, p. 8-11)

E

% =%7D (6.13)
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FIGURE 6.2 Breakthrough curve results from release of 1 kg of Compound 1080. Circles represent EHTD-
recommended sample-collection times.

An acute exposure assessment for inhalation E, is estimated by (Field, 1997; U.S. EPA,
1989, p. 6-44)

_JyCwar 1w, s,
2= =1 BV, F, (6.14)

where I, =0.6 m*- h™! (Field, 1997; U.S. EPA, 1989a, pp. 3-1-3-8), W, =719 L (Field, 1997,
U.S. EPA, 1989a, pp. 5-34-5-36), S, =0.17 h, V, =2 m? (Field, 1997; U.S. EPA, 1989a,
pp. 5-34-5-36), and F, = 1 each day (Field, 1997; U.S. EPA, 1989a, pp. 5-34-5-36). Its asso-
ciated hazard quotient H, o, is estimated from (Field, 1997; U.S. EPA, 1989b, pp. 8-5 and 8-11)

— EZBW
o~ RfC Ih (615)

Lastly, an acute exposure assessment for dermal contact E; is estimated from (Field, 1997;
U.S. EPA, 1989, p. 6-37)

4
_licwar s,p.5,K,

=S BE (6.16)

where S, =1.82 x 10* cm? (Field, 1997; U.S. EPA, 1989a, pp. 4-1-4-16), P.=0.074 cm - h™!
(Field, 1997; U.S. EPA, 1992a, p. 5-43), and K, = 103 L-cm™ (Field, 1997; U.S. EPA,
1989a, p. 6-37). Its associated hazard quotient H, 0, is estimated from (Field, 1997; U.S. EPA,
1989b, pp. 8-11 and A-2)

H Es

0 = TDAe (6 17)
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TABLE 6.8 Acute Risk Assessment for Compound 1080

Pathway Exposure assessment (mg-kg™'-d") Hazard quotient (dimen.)
Ingestion” 2.96 X 1073 1.48 X 10?
Inhalation® 7.75 %107 1.88 X 10%
Dermal 1.16 X 107 2.91 % 10°

Hazard Index, H,=3.39 X 10?

*RfD=2.0 X 10° mg-kg'-d' (U.S. EPA, 1992b).
TRfC =2.0 X 10° mg - m~ (assumed).

where A, =20%. The hazard index H, is then obtained by summing all the previously esti-
mated hazard quotients (Field, 1997; U.S. EPA, 1989b, p. 8-13)

H, =Y H, (6.18)
i=1

Table 6.8 shows the basic exposure and risk numbers associated with the Compound
1080 release. The resulting hazard index H, of 3.39 x 10? is high enough to warrant signif-
icant concern by a water manager. An H, > 1 is reason for concern so an H, > 10? should
probably prompt the water manager to issue a no-use warning.

6.6.4 Release of Vibrio cholerae

It has been suggested that it would be very difficult for terrorists to release a deadly
pathogen into drinking-water supplies in sufficient quantities to cause serious illness
because of the large volume necessary. Consider a one quart thermos [suggested by
Hickman (1999) as a logical container] with a 2.5-percent concentration of V. cholerae
(enteric gram-negative rod bacteria = 2 to 4 um). The actual concentration N, of cholera in
the thermos may be calculated using Euclidean geometry by

12
N, = 2w 10 _
p,mab

(6.19)
where @ =3.0 um, b =0.5 um, and p, = 1.05 g- cm™ for V. cholerae. For a ©=2.5% con-
centration, N, = 2.02 x 10" mL-! The mass M, for an individual cholera particle may be
calculated by

p, w1072 ab?
M, =——— (6.20)

Using Eq. (6.20) M, =1.24 X 107"2 g. The total mass of all the cholera particles M ;{ is then
calculated by

T —
M! =VN,M, (6.21)

where V = 946 mL (one quart thermos) resulting in M, I'=23.70 g, which appears to be a relatively
small amount. Applylng this value for M/ ; to EHTD with an initial V. cholerae concentration of
5.08 x 107" mL™" and allowing for exponential growth results in a C,=2194ug L (Fig. 6.3),
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FIGURE 6.3 Breakthrough curve results from release of 23.70 g of V. cholerae. Circles represent EHTD-
recommended sample-collection times.

which translates into a downstream particle concentration N, = 2.26 X 10* mL!. Temporally
averaging results in C(#) = 3.75, which translates into an average downstream particle concen-
tration N, =3.03 x 10° mL"".

Vibrio cholerae Risk Assessment. A release of 23.70 g of V. cholerae resulting in a peak
concentration downstream of the release site equal to 27.94 pg - L' can be assessed for its
impact on human health by determining the probability of infection P, by use of the beta-
Poisson model (Haas, 1983)

d

P(d)=1- [1 @Y= 1)} (6.22)

where or=0.25 and Ny, = 243 for V. cholerae (Haas et al., 1999, p. 430). Equation (6.22) may
be related to the probability of morbidity P,,, (clinical illness) by (Haas et al., 1999, p. 306)

P, (d)=1- [1 -4 qua _ 1)} (6.23)
NSO

where o =0.495 and N;‘O =3364 for V. cholerae (Hass et al., 1999, p. 308). The probabil-
ity of mortality P,,.,, may then be estimated by (Gerba et al., 1996)

By.p(d) = Pp,F, (6.24)

although evidence in support of Eq. (6.24) is conspicuously lacking. Table 6.9 shows the
risks associated with the V. cholerae release. While the values for P, P, and P, for a
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TABLE 6.9 Acute Risk Assessment for V. cholerae

Risk of Risk of Risk of Risk of
Population infection, P, illness, Pp,, death,” P, death,” Py,
Individual 5.65% 1072 1.90 X 1073 1.90 X 1077 1.90 X 107
10,000 5.65 X 10? 1.90 X 10! 1.90 X 1073 1.90 X 107!

*“Healthy population (F, = 0.01%).
fImmunocompromised and elderly population (F, = 1.0%).

single individual may be taken as fairly low, they are significant given the very small volume
(946 mL) released. For an exposed population of 10,000 people, the severity of the risks will
become apparent where nearly 6 percent of the population will become infected, 3 percent of
which will exhibit morbidity (Table 6.9). Accordingly, only 0.01 percent of the healthy
population contracting the illness would exhibit mortality while 1 percent of the immuno-
compromised population contracting the illness would exhibit mortality. The probabilities
listed in Table 6.9 are misleading in that healthy individuals and immunocompromised
individuals are separated into two distinct groups for the modeling process. In addition,
many individuals will receive a much higher dose while others will receive a much lower
dose depending on when water ingestion actually occurs relative to the arrival time of the
coliform bacteria.

Equations (6.22) to (6.24) are acceptable for pathogens such a V. cholerae because
cholera, the prototype toxigenic diarrhea, is secretory in nature. It is not easily spread from
human-to-human and is therefore a disease factor in drinking-water supplies primarily.
However, a large portion of the population may be infected from primary water-borne expo-
sures; immunocompromised and the elderly may face a greater risk for mortality (1 in 500)
than would be a healthy population (1 in 5 million) (Table 6.9). Supportive therapies may be
intensive and require prolonged hospitalization.

The reported rate of symptomatic-to-asymptomatic cases during exposures is 1:400
(Dire and McGovern, 2002). Diseases that may also spread by person-to-person contact
after infection occurs may be more effectively modeled using an infection-transmission
model similar to those developed by Eisenberg et al. (1996) and Chick et al. (2001). For
example, typhoid fever, a type of enteric fever caused by the pathogen Salmonella typhosa
(see Tables 6.1 and 6.3), is readily communicable and requires more sophisticated model-
ing if the risks are to be quantified.

Typical water chlorination readily kills V. cholerae, but weaponization of V. cholerae
could make it resistant to chlorination and other disinfectants. Vibrio cholerae is well-
documented to form biofilms with individual organisms taking a rugose form which
increases its resistance to typical chlorination and possibly other disinfectants (Sdnchez
and Taylor, 1997; Wai et al., 1999; Reidl and Klose, 2002). Cholera survival in drinking
water may be further exacerbated by inadequate water-treatment plant chlorination
(O’Connor, 2000, pp. 106-107) or water-treatment plant sabotage (Hickman, 1999).

6.7 CONCLUSIONS

Terrorist attacks on drinking-water supplies must be regarded as inevitable. While basic
security efforts are useful, it is beneficial to conduct simulation studies of possible
releases of toxic substances so as to gain insights into the nature of potential threats.
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The tracer-test design program, EHTD was modified for use in conducting model sim-
ulations of potential attacks. Modifications consisted of conversion to a third-type inlet
condition for resident concentrations, inclusion of routines for uniform initial (back-
ground) concentration and exponential production (growth) parameters, and the ability
to bypass preset C. When run with user-selected solute-mass as input, EHTD bypasses
the preset C to allow for prediction of downstream concentrations. Initial solute con-
centrations and/or exponential production may significantly affect the final concentra-
tion estimates if these entered values are substantial. Additionally, secondary
transmission following initial infection should be considered for the final population
disease outcome estimate.

By conducting basic model simulation studies, water managers can also develop stan-
dard risk assessments for chemical and biological attacks on their drinking-water supplies.
By developing basic risk assessments, water managers can gain a general sense as to how
vulnerable their respective water supplies are to various types of toxic contaminants and
release amounts. Assessment of the vulnerabilities can then be used to develop human
health protection-strategies (e.g., boil water or don’t drink health advisories) for use in the
event of a terrorist attack.

While not a preventative counterterrorist tool similar to the posting of armed guards, the
methodology described is useful for predicting events and for developing protection plans.
It is expected, however, that this methodology will be just one small piece in the arsenal of
tools available to water managers as they continue to develop protection programs for the
nation’s drinking-water supplies.

APPENDIX: DEFINITIONS FOR THE AUXILIARY
FUNCTIONS l"f

A1. TE

—ufrT\ [ P ~P(R,Z-T)?] P RZ+T
TE(ZT) = ex H ¢ ex e d — 2 ePZerfe| ———— Al
(2D p( R, )\j wR,T P T AR T 2R, 4R,TIP, (AD

A2. TE

For uf =0,T¥ is given as

- — _ 2
PET) = ;f(ﬁ] o] T

JART/P, R, 4R,T

- l(l +PZ+ PET)exp(PeZ) erfc(ﬂj (A2)

2 R, JAR,TIP,

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



ASSESSING THE RISKS TO DRINKING-WATER SUPPLIES FROM TERRORISTS ATTACKS

ASSESSING THE RISKS TO DRINKING-WATER SUPPLIES 6.21
A3. T%

For % #0 (uf >—-P/4),T'} is given as

rezr < L I{L—ﬂ} f(ﬂ]

I+u 2 J4R,TIP,
R [Pe(l+u)Z}erfC R,Z+uT
=P 72 JAR,TIP,

—_ 42
S 2 g pza RO=T [ RZ 4T )
o R JARTIE,
with
E
u= 1+4g
A4. T
_yE N
FEZT) = exp| R L] J1- L ertel Rl 22T
Ry 2 4R,TIP,
RT PIR(Z+Z)+ TP
g, ovjpz ARG
! LT R(Z+Z)+T
+o| 1+ P(Z+Z)+-<— lexp(PeZ) erfe| ~-22 2071
2‘: e( ,) Rd:| p( ) |: \/W :|} (A4)
A5, T

—uET BT AT 1 | rRz-a+20/P)T
TEZT) = exp| -~ =+ 220 20 47| d1-~erfd 24 .
¢ ) p[ R, R/F, R, ) { 2 |: \/4RdT/Pe

+ %(1 + %) exp(PZ+2AZ) erfc{ Rjz+ 1+ 2/E)T }

JAR,TIP,

P UET R,Z+T
— =< exp| — +PZ |erfc]| = —— (AS)
22 p( R, ¢ ) [J4RdT/PE }}
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AB. TE

ricm = Tey(Rz-r ) f[ﬂJ

2 L, JARTIP,
[BT 2R, P(R,Z-T)?
- FRd(RdZ‘FT‘F [,e )CXP[—T

+[1_&+M}exp@e@ﬂf{ﬂj )

2 25 4R, JAR,TIP,

NOTATION

= long dimension of rod-shaped particle (L)

= slope parameter for median infection estimate
* = slope parameter for median morbidity estimate

= cross-sectional area of flow system (L?)
, = adsorption efficiency (dimen.)

= short dimension of rod-shaped particle (L)

= one half fracture width (L)

= averaged tracer concentration (M - L)

a
o
o
A
A(
b
lj
C
C" = mean volume-averaged tracer concentration (M - L)
C, = peak tracer concentration (M- L)
d = dose=N,I, #T™)
D = axial dispersion (L?>-h™")
E, = acute exposure for ingestion of a chemical (M-M™"-T)
E, = acute exposure for inhalation of a chemical (M-M™"-T")
E, = acute exposure for dermal contact with a chemical (M-M™"-T™")
F, = fatality rate (dimen.)
= frequency of showers (T)
g; = input concentrations for pulse injection; (i =1, 2; g, =g, =0)
g(t) = function of values such that g(,) = C;

%, = dimensionless exponential production (growth) constants for the PVP [i =1, 2]
Ly +ppKayy) . LOrVi+2KaYs) | Ly +2K,y,)
n,ucy ’ byucy ’ rucy

yE = dimensionless production =
I'E = auxiliary functions for equilibrium transport [see Appendix]

H, = hazard index for all pathways (dimen.)

H, = hazard quotient for ingestion (dimen.)
H, = hazard quotient for inhalation (dimen.)
H, = hazard quotient for dermal contact (dimen.)
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= amount of water ingested per day (L3- T")
= inhalation rate (L>- T"")
= volumetric conversion for water (L?- L)

characteristic distance from point of injection to point of
recovery (L)

= solute mass (M)
= particle mass (M)
= mass of total number of particles (M)

= median infectious dose (# T™!)

median morbidity dose (# T™!)
concentration of particles (# L)
skin permeability constant (L-T~")
Péclet number (dimen.)

probability of infection (dimen.)

= probability of morbidity (dimen.)
= probability of mortality (dimen.)
= particle density (M -L™)

= flow system discharge (L*- T")
= solution conduit radius (L)

= solute retardation (dimen.)

= reference concentration (M- M™)
= reference dose (M-M™-T™)

= skin surface area (L?)

= shower duration (T)

= sinuosity factor (dimen.)

= time (T)

= mean residence time (T)

peak time of arrival (T)

dimensionless time = 4

dimensionless pulse time = ;i =1,2; f] =0)
average time of travel (L-h™")

solute decay (T)

Loty +ppKatt) . LOOWA2K ) | Ly +2K 1)
n,v ’ bv ’ rv

dimensionless equilibrium decay =
liquid phase solute decay (T™")
sorbed phase solute decay (T~")

volume (L?)

= shower stall volume (L?)
= concentration of particulate matter for a concentrated volume (%)
= water usage (L%)
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71 INTRODUCTION

There is a need for the reliability analysis of water supply/water distribution systems. The
ideas of using event/fault tree analysis for this purpose were discussed in Mays (1989).
Unfortunately, these methods have not been implemented by water utilities for reliability
assessment. The purpose of this section is to reintroduce some very valuable methodolo-
gies that can be applied in the reliability computations for vulnerability assessment.

A formal quantitative reliability analysis for an engineering system involves a number
of procedures as illustrated in Fig. 7.1. First, the system domain is defined, the type of sys-
tem is identified, and the conditions involved in the problem are defined. Second, the kind
of failure is identified and defined. Third, factors that contribute to the working and failure
of the system are identified. Fourth, uncertainty analysis is performed for each of the con-
tributing component factors or subsystems. Fifth, based on the characteristics of the system
and the nature of the failure, a logic tree is selected to relate the failure modes and paths
involving different components or subsystems. Fault tree, event tree, and decision tree are
the logic trees often used. Sixth, appropriate method or methods that can combine the com-
ponents or subsystems, following the logic of the tree to facilitate computation of system
reliability, are identified and selected. Seventh, computation following the methods
selected in the sixth step is performed to determine the system failure probability and reli-
ability. Eighth, if the risk-cost associated with the system failure is desired and the failure
damage cost function is known or can be determined, it can be combined with the system
failure probability function determined in step 7 to yield the expected risk cost.

Water supply systems are often so large and complex that teams of experts of different
disciplines are required for performing the reliability analysis and computation. The logic
trees are tools that permit division of team works and subsequent integration for the system
results.

71
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FIGURE 7.1 Procedure for infrastructural engineering system reliability assessment.
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Event/fault tree calculations have been used in the chemical/petroleum and nuclear
industries for some time (Fullwood and Hall, 1988; Peplow et al., 2003; Sulfredge et al.,
2003). Software tools used for event/fault tree analysis typically rely on cut set approaches.
These packages, designed for highly reliable systems, base on the low failure probabilities
nature of the problem to use several approximations that greatly speed up the calculations.
One example is the Visual Interactive Site Analysis Code (VISAC), developed at Oak
Ridge National Laboratory (ORNL), which uses a geometric model of a facility, coupled
with an event/fault tree model of plant systems, to evaluate the vulnerability of a nuclear
power plant as well as other infrastructure objects. The event/fault tree models, associated
with facility vulnerability calculations, typically involve systems with high-component
failure probabilities resulting from an attack scenario. Such methodologies could be
employed for water distributions systems. VISAC is a Java-based graphical user interface
(GUI) that can analyze a variety of accidents/incidents at nuclear or industrial facilities
ranging from simple component sabotage to an attack with military or terrorist weapons.
A list of damaged components from a scenario is then propagated through a set of event/fault
trees to determine the overall facility failure probability, the probability of an accompanying
radiological release, and the expected facility downtime.

72 GENERAL VIEW OF SYSTEM RELIABILITY
COMPUTATION

As mentioned previously, the reliability of a system depends on the component reliabili-
ties, as well as interaction and configuration of components. Consequently, computation of
system reliability requires knowing what constitutes the system being in a failed or satis-
factory state. Such knowledge is essential for system classification and dictates the method-
ology to be used for system reliability determination.

7.2.1 Classification of Systems

From the reliability computation viewpoint, the classification of the system primarily
depends on how the system performance is affected by its components or modes of opera-
tion. A multiple-component system called a series system requires that all of its components
must perform satisfactorily to allow satisfactory performance of the entire system. Similarly,
for a single-component system involving several modes of operation, it is also viewed as a
series system if satisfactory performance of the system requires satisfactory performance of
all its different modes of operation.

A second basic type of system is called the parallel system. A parallel system is char-
acterized by the property that the system would serve its intended purpose satisfactorily as
long as at least one of its components or modes of operation perform satisfactorily.

For most real-life water supply systems, system configurations are complex in which the
components are arranged as a mixture in series—parallel or in the form of a loop. In dealing
with the reliability analysis of a complex system, the general approach is to reduce the sys-
tem configuration, based on the arrangement of its components or modes of operation, to a
simpler situation for which the reliability analysis can be performed easily. However, this
goal may not always be achievable for which a special procedure would have to be devised.

7.2.2 Basic Probability Rules for System Reliability

The solution approaches to system reliability problems can broadly be classified into
the failure-mode approach and the survival-mode approach (Bennett and Ang, 1983).
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The failure-mode approach is based on the identification of all possible failure modes for
the system, whereas the survival-mode approach is based on all possible modes of opera-
tion under which the system will be operational. The two approaches are complementary.
Depending on the operational characteristics and configuration of the system, a proper
choice of one of the two approaches can often lead to significant simplification in reliabil-
ity computation.

Consider that a system has M components or modes of operation. Let event F represent
that the ith component or mode of operation is in the failure state. If the system is a series
system, the failure probability of the system is the probability that at least one of the M com-
ponents or modes of operation fails, namely,

M
pf,sys=P(F1Uqu---UFM)=P(uF,»J (1.1

i=1

in which p; . . is the failure probability of the system. On the other hand, the system relia-
bility, p; . 1s the probability that all its components or modes of operation perform satis-
factorily,

M
Pisys =P EH'N Fz’mmmFA;):P(m Fl.’) (7.2)

i=1

in which F; is the complementary event of F; representing that the ith component or mode
of operation does not fail.

In general, failure events associated with system components or modes of operation are
not mutually exclusive. Therefore, the failure probability for a series system can be com-
puted as

M M
pf,sys=P(u E]=2P(Fi>—2 Y P(E,F)+Y, Y > P(F,F,F)-
i=1 i=1 i#j izjk
+(=D"P(F, E,..., F,) (1.3)

Hence, the reliability for a series system is

Py = P )X P(F | F) X P(F, | F, )X X P(F}y | K, B,..., Fjp)  (1.4)

In the case that failure events are mutually exclusive, or the probability of joint occur-
rence of multiple failures is negligible, the failure probability of a series system can be eas-
ily obtained as

M
Prays = 2, P(F) (7.5a)
i=1

with the corresponding system reliability

M

Prgs =1 Py =1- Y P(F) (7.5b)

i=1
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Under the condition that all failure events are statistically independent, the reliability of
a series system can be computed as

M M
Posys =1 PEY=T] 11— P(E)] (7.62)
i=1

i=1

with the corresponding system failure probability
M
Pra=1=T]11=PE)] (7.6b)
i=1

The component failure probability P(F;) can be determined by an appropriate method that
accounts for the involved factors affecting the performance of the component.

For a parallel system, the system would fail if all its components or modes of operation
failed. Hence, the failure probability of a parallel system is

M
Pros=P(FENE m---mFM)zP(m F,) (7.7)

i=1

The reliability of a parallel system, on the other hand, is the probability that at least one of
its components or modes of operation is functioning, that is,

M
Poys=P(F U B U U Fy) = P(U F) (7.8)
i=1

Hence, under the condition of independence for all failure events, the failure probabil-
ity of a parallel system simply is

M
Prsys = HP(Fi) (7.92)
i=l

with the corresponding system reliability being

M M
px,sys =1_HP(E)=1_H [1_P(F,,)] (79b)

i=1

For mutually exclusive failure events, reliability of a parallel system can be computed as

M M
Poss= 2 P(F)=M =Y P(F) (7.10a)
i=1

i=1

with the corresponding system failure probability
M
Pran=1+ 2 P(F)-M (7.10b)
=

Unfortunately, for a real-life system involving multiple components or modes of oper-
ation, the corresponding failure events are neither independent nor mutually exclusive.
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Consequently, the computations of exact values of system reliability and failure probabil-
ity would not be a straightforward task as the number of system components or the system
complexity increases. In practical engineering applications, bounds on system reliability
are computed based on simpler expressions with less computational effort. As can be seen
in the next subsection, to achieve tighter bounds on system reliability or failure probabil-
ity, a more elaborate computation would be required. Of course, the required precision on
the computed system reliability is largely dependent on the importance of the satisfactory
performance of the system under consideration.

7.2.3 Bounds for System Reliability

Despite the system under consideration being a series or parallel system, the evaluation of
system reliability or failure probability involves probabilities of union or intersection of
multiple events. Knowing the bounds of system failure probability, that is,

Bf,sysgpf,sysgl_’f,sys (711a)

with P s and p . being the lower and upper bounds of system failure probability, respec-
. =Ly - SYS o .
tively, the corresponding bounds for system reliability can be obtained as

1- ﬁf-SYS = Es,sys = pS»S}’S < ﬁs,sys =1- Bf,syb (71 lb)

Similarly, after the bounds on system reliability are obtained, the bounds on system failure
reliability can be easily computed.

First-Order (or Unimodal) Bounds. It has been shown by Ang and Tang (1984) that the
first-order bounds on the probability of joint occurrence of several positively correlated
events are

M
[TPa)< P((A‘l\ A,.) < min{P(A,)} (7.12)
J

i=1 i=1

Hence, the first-order bounds for reliability of a series system with positively correlated
nonfailure events can be computed as

M
[1PE) < p, < min{P(F)} (7.13a)
i=1 J
or in terms of failure probability as

M
[101- PE< p, < min{l — P(F)} (7.13b)
i=1 J

Similarly, by letting A, = F, the first-order bounds on the failure probability of a paral-
lel system with positively correlated failure events can be immediately obtained as

M
[1PE <P, < min{P(F))) (7.14a)

i=1
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and the corresponding bounds for the system reliability are

M
1—min[P(F)]< p, <1- [H P(Fj)} (7.14b)
J

i=1

In the case that all events A’s are negatively correlated, the first-order bounds for the prob-
ability of joint occurrence of several negatively correlated events are

M M
0< P((\A,-) <IIr@)
i=1

i=1

The bounds for reliability of a series system, with A; = F/, containing negatively correlated
events are

M
0<p, . <[[01-PE)N (7.15)

i=1

whereas for a parallel system, with A, = F, are

M
1- [HP(E)} S Py 1 (7.16)

i=1

It should be pointed out that the first-order bounds for system reliability may be too
wide to be meaningful. Under such circumstances, tighter bounds might be required which
can be obtained at the expense of more computations.

Second-Order (or Bi-Modal) Bounds. The second-order bounds are obtained by retain-
ing the terms involving joint probability of two events. As the probability of union of sev-
eral events is

M M
P (u A,.] =Y P(A)- D D P(ALA)+ X D> P(AL AL A)— -
i=l i=1

i#j i#j*k

+(_])MP(A1,A2’---,AM) (717)

Probability computation using partial terms of the right-hand-side provides only an
approximation to the exact probability of union. Notice the alternating signs in Eq. (7.17)
as the order of the terms increases. It is evident that the inclusion of only the first-order
terms, that is, P(A,), produces an upper bound for P(A, U A, U --- U A,)). The considera-
tion of only the first two-order terms yields a lower bound, the first three-order terms again
an upper bound, and so on (Melcher, 1987).

A simple bound for the probability of a union is

M M
Y P(A)-D Y PA,A)< P(C/IJ A,.) < min{l,ZP(Ai)] (7.18)
i=1 i i=l

i=1
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It should be pointed out that the above bounds produce adequate results only when the
values of P(A;) and P(A,, A;) are small. Ditlevsen (1979) developed a better lower bound
as

i=1

M i—1 M
P(A) + ZmaxH:P(Ai) - ZP(AJ.,A,.)], 0} < P(U A,) (7.19)
i=2 j=1

Notice that the above lower bound for the probability of a union depends on the order
in which the events are labeled. A useful rule of thumb is to order the event in the order of
decreasing importance (Melchers, 1987). In other words, events are ordered such that
P(A) > P(A) > -+ > P(Ayy,) with [i] representing the rank of event according to its prob-
ability of occurrence.

As for the upper bound, it can be derived as

[UA ) < mm{l Y P(A)- Zmax[P(A/,A )]} (7.20)

i=1

Again, this upper bound value is also dependent on the order of events.

As can be seen, the computation of second-order bound for the probability of a union
requires determination of the joint probability for combinations of all possible pairs of
events involved. The second-order bounds for the failure probability of a series system can
be obtained as

M M
Prays S 2 P(F) = erggix[P(Fj, )
i=1 i=!

i=2 j=1

M i-1
2 P(F) + Zmax{{m,-) - ZP(F,,F,-)} 0} (7.21)
Similarly, the second-order bounds for the reliability of a parallel system are

M M
Pras S L PUE) = Y max PE, E))
i=1 i=2

j=1

>P(F)+Zmax{|:P(F’) ZP(F’ F’} } (7.22)

As will be seen in the next section, the evaluation of system reliability, by any
method employed, involves the determination of probability of union or intersection.
For a real-life system, in general, the task of determining the exact probability of union
or intersection involving large number of events is not trivial. The use of an approxi-
mation, such as that described in this section, may be needed. However, one should be
cautioned that the above approximations, especially the first-order approximations, are
suitable for problems in which the probability of individual event is small and that of
joint occurrence of events is negligible. This condition may not be satisfied for an
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@ Nodal number, Pipe number

FIGURE 7.2 Example water distribution network.

unreliable system whose component failure probabilities are high and this would be the
case when considering the water supply system is under terrorist attacks or deliberate
sabotage.

73 RELIABILITY ASSESSMENT METHODS

7.3.1 State Enumeration Method

The state enumeration method lists all possible mutually exclusive states of the system com-
ponents that define the state of the entire system. In general, for a system containing M com-
ponents, each of which can be classified into N operating states, there will be N¥ possible
states for the entire system. For example, if the state of each of the M components is clas-
sified into failed and operating states, the system has 2™ possible states.

Once all the possible system states are enumerated, the states that result in successful
system operation are identified and the probability of the occurrence of each successful
state is computed. The last step is to sum all of the successful state probabilities, which
yield the system reliability.

Consider the simple water distribution network in Fig. 7.2. The tree diagram such as
Fig. 7.3 is called an event tree and the analysis involving the construction of an event tree
is referred to as event-tree analysis. As can be seen, an event tree simulates not only the
topology of a system, but also, more importantly, the sequential or chronological operation
of the system.

Example 7.1 Consider a simple water distribution network consisting of five pipes
and one loop, as shown in Fig. 7.2. Node 1 is the source node and nodes 3, 4, and 5 are
demand nodes. The components of this network subject to possible failure are the five
pipe sections. Within a given time period, each pipe section has an identical failure
probability of 5 percent due to breakage or other causes that require it to be removed
from service. System reliability is defined as the probability that water can reach all
three demand nodes from the source. Furthermore, it is assumed that the states of ser-
viceability of each pipe are independent.
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FIGURE 7.3 Event tree for the reliability of example water distribution network.

Solution Using the state enumeration method for system reliability evaluation, the
event tree, as shown in Fig. 7.3, can be constructed to depict all possible combinations
of component states in the system. Since each pipe has two possible states, that is, fail-
ure (F) or nonfailure (F"), the tree, if fully expanded, would have 2° = 32 branches.
However, knowing the role that each pipe component plays in the network connectiv-
ity, exhaustive enumeration of all possible states is not necessary.

For example, referring to Fig. 7.3, one realizes that when pipe 1 fails, all demand
nodes cannot receive water, indicating a system failure, regardless of the state of the
remaining pipe sections. Therefore, branches in the event tree beyond this point do not
have to be constructed. Applying some judgment in event tree construction in this fashion
can generally lead to a smaller tree. However, for a complex system, this may not be a
trivial task.

The system reliability can be obtained by summing up the probabilities associated
with all of the nonfailure branches. In this example, there are five branches, as indicated
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by the heavy lines in the tree, for which all users can have the water delivered by the
system. Therefore, the system reliability is

5 5
Ps.sys = P|:k)] B[i]:| = ZP(B[H)
= i=1

where P(B|;)) = the probability that the branch B, of the event tree provides full service
to all users. The probability associated with each branch resulting in satisfactory
delivery of water to all users can be calculated, due to independence of serviceability of
individual pipe, as the following:

P(By,) = P(F) P(F) P(F}) P(F) P(F)

=(0.95) (0.95) (0.95) (0.95) (0.95)=0.77378
P(By))= P(F) P(F;) P(F)) P(F}) P(Fy)

=(0.95) (0.95) (0.95) (0.95) (0.05) =0.04073
P(By,)= P(F)) P(F}) P(F}) P(F,) P(F))

=(0.95) (0.95) (0.95) (0.05) (0.95) =0.04073
P(By,) = P(R)) P(F}) P(F;) P(F)) P(F})

=(0.95) (0.95) (0.05) (0.95) (0.95) =0.04073
P(Bys)) = P(F)) P(E,) P(F)) P(E{) P(F))

=(0.95) (0.05) (0.95) (0.95) (0.95) =0.04073

Therefore, the system reliability is the sum of above five probabilities associated with
the operating state of the system, which is

Py, sys = 0.77378 + 4(0.04073) = 0.93668.

7.3.2 Path Enumeration Method

This is a very powerful method for system reliability evaluation. A path is defined as a set
of components or modes of operation, which lead to a certain outcome of the system. In
system reliability analysis, the system outcomes of interest are those of failed state or oper-
ational state. A minimum path is one in which no component is traversed more than once
in going along the path. Under this methodological category, tie-set analysis and cut-set
analysis are the two well-known techniques.

Cut-Set Analysis. A cut set is defined as a set of system components or modes of opera-
tion which, when failed, cause the failure of the system. It is powerful for evaluating sys-
tem reliability for two reasons: (1) it can be easily programmed on digital computers for
fast and efficient solutions of any general system configuration, especially in the form of a
network, and (2) cut sets are directly related to the modes of system failure and therefore,
identify the distinct and discrete ways in which a system may fail. For example, in a water
distribution system, a cut set will be the set of system components including pipe sections,
pumps, storage facilities, etc., which when failed jointly, would disrupt the service to cer-
tain users.
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C5 1 C4

@ Nodal number, Pipe number, C; = ith cut set

FIGURE 7.4 Minimum cut sets for the example water distribution network.

The cut set method utilizes minimum cut sets for calculating the system failure proba-
bility. A minimum cut set is a set of system components which, when all failed, causes fail-
ure of the system, but when any one component of the set does not fail, does not cause
system failure. A minimum cut set implies that all components of the cut set must be in the
failure state to cause system failure. Therefore, the components or modes of operation
involved in a minimum cut set are effectively connected in parallel and each minimum cut
set is connected in series. Consequently, the failure probability of a system can be

expressed as
1 1 Ji
pf,sys = P|:U C1:| =P |\ m F,j (723)
i=l

=1\ j=1

in which C; is the ith of the total / minimum cut sets; J; is the total number of components
or modes of operation in the ith minimum cut set; and F; represents the failure event asso-
ciated with the jth components or mode of operation in the ith minimum cut set. In the case
that the number of minimum cut sets / is large, computing the bounds for probability of a
union can be applied. The bounds on failure probability of the system should be examined
for their closeness to ensure adequate precision is obtained. Figure 7.4 shows the cut sets
for the simple water distribution system.

EXAMPLE 7.2 Refer to the simple water distribution network (shown in Fig. 7.2) in
Example 7.1. Evaluate the system reliability using the minimum cut set method.

Solution Based on the system reliability, as defined, seven minimum cut-sets for the
example pipe network are identified:

C,:F, Cy:F,NF, CyF,NF, CiF;NF,
CyF,NF, CsF, N F, C;:F,NF,
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where C; = the ith cut set and F, = the failure state of pipe link k. The above seven cut-
sets for the example network are shown in Fig. 7.4. The system unreliability p; . is the
probability of occurrence of the union of the cut-set, that is,

7
pf,sys =P |:k_{ Cl:|

The system reliability can be obtained by subtracting p;,, from 1. However, the com-
putation, in general, will be very cumbersome for finding the probability of the union of
large numbers of events, even if they are independent. In this circumstance, it is com-
putationally easier to compute the system reliability as

7 7
et )]

i=1 i=1

Since all cut sets behave independently, all their complements also behave indepen-
dently. The probability of the intersection of a number of independent events is

7 7
Posys = P[m C} =[] Pc<cH
i=1 i=1

where

P(C))=0095, P(C))=P(C))=---=P(C;)=0.9975
Hence, the system reliability of the example water distribution network is

Pysys = (0.95) (0.9975)° = 0.9360

Tie-Set Analysis. As the complement of cut set, a tie set is a minimal path of the system
in which system components or modes of operation are arranged in series. Consequently, a
tie set fails if any of its components or modes of operation fail. All tie sets are effectively
connected in parallel, that is, the system will be in the operating state if any of its tie sets
are functioning. Therefore, the system reliability can be expressed as

1 1 Ji
px,sys = P[g Tl:| = P|:U (m F;j’]:| (724)

i=1 \_j=1

in which T; is the ith tie set of all / tie sets; J; is the total number of components or modes
of operation in the ith tie set; and F; represents the nonfailure state of the jth component in
the ith tie set. Again, when the number of tie sets is large, computation of exact system reli-
ability by Eq. (7.23) could be computationally cumbersome. In such a condition, bounds
for system reliability could be computed.

The main disadvantage of the tie-set method is that failure modes are not directly iden-
tified. Direct identification of failure modes sometimes is essential if a limited amount of a
resource is available to focus on a few dominant failure modes. Figure 7.5 shows the tie sets
for the simple water distribution system.

1. Find all minimum paths. In general, this has to be done with the aid of computer when
the number of components is large and the system configuration is complex.

2. Find all required unions of the paths.
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Th=FnFinFinFs

Lolo %BEolo

Ts=FnFinF3nF, Ta=FAnF nF3nFg
T; = the ith tie set
F = Nonfailure of pipe section k

FIGURE 7.5 Minimum tie sets for the example water distribution network.

3. Give each path union a reliability expression in terms of module reliability.
4. Compute the system reliability in terms of module reliabilities.

EXAMPLE 7.3 Refer to the simple water distribution network as shown in Fig. 7.2.
Use tie-set analysis to evaluate the system reliability.

Solution The minimum tie sets (or path), based on the definition of system reliability
given previously, for the example network are

T KO FE 0 F 0
T2 KO F O FNE;
Ts K0 FE 0 F0F;
Ts: FNFE N FnNE.

where T; = the ith minimum tie set and F'/ = the nonfailure of the kth pipe link in the net-
work. The four minimum tie sets are shown in Fig. 7.5. The system reliability is

Posys =P (T1UT2UT3UTy)
=[P(T) + P(T2) + P(T3) + P(T4)]
=[P(T1,T2) + P(T1,T3) + P(T1,T4) + P(T2,T3) + P(T2,T4) + P(T3,T4)]
+[P(T1,T2,T3) + P(T1,T2,T4) + P(T1,T3,T4) + P(T2,T3,T4)]
= P(T\,T2,T5.T4)
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Since all pipes in the network behave independently, all minimum tie sets behave inde-
pendently. In such circumstances, the probability of the joint occurrence of multiple
independent events is simply equal to the multiplication of the probability of the indi-
vidual event. That is,

P(T)) = P(F) P(F}) P(F}) P(F{)=(0.95)" = 0.81451

Similarly,
P(T,) = P(T;) = P(T,) = 0.81451

Note that, in this example, the intersections of more than two minimum tie sets are the
intersections of the nonfailure state of all five pipe sections. For example,

LU, =(FNENFENE)UENENEAE)=(FNEnNFENFAE).
The system reliability can be reduced to

Pysys =[P(T1) + P(T2) + P(T3) + P(T)] =3P(F' N K 0 F N F)

=4(0.81451) -3 (0.95)°
=0.9367

In summary, the path enumeration method involves the following steps (Henley and
Gandhi, 1975):

7.3.3 Conditional Probability Approach

The approach starts with a selection of key components and modes of operation whose
states (operational or failure) would decompose the entire system into simple series and/or
parallel subsystems for which the reliability or failure probability of subsystems can be eas-
ily evaluated. Then, the reliability of the entire system is obtained by combining those of
the subsystems using the conditional probability rule as:

p.r,sys=pxlF,’pr,i_{_pSlF,pr,i (725)

in which p, P and p,;; are the conditional system reliability given that the ith component is
operational, F/, and failed, F, respectively; and p,; and p,; are the reliability and failure
probabilities of the ith component, respectively.

Except for very simple and small systems, a nested conditional probability operation is
inevitable. Efficient evaluation of system reliability of a complex system hinges largely on
a proper selection of key components, which generally is a difficult task when the scale of
the system is large. Furthermore, the method cannot be easily adapted to computerization for
problem solving. Figure 7.6 illustrates the conditional probability method for the simple
water distribution system.
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Original System

Pipe 1 Works Pipe 1 Fails
v
All demand nodes
@ Cannot be serviced

FIGURE 7.6 Decomposition of the example water distribution network.

Example 7.4 Find the system reliability of the water distribution network in Fig. 7.2
using conditional probability approach.

Solution Using the conditional probability approach for system reliability evaluation,
first select pipe section 1 as the key element, which decomposes the system into a sim-
pler configuration, as shown in Fig. 7.6. After the entire system is decomposed into a
simple system configuration, the conditional probability of the decomposed systems
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can be easily evaluated. For example, the conditional system reliability, after imposing
F/ and F; for pipes 1 and 3, respectively, can be expressed as

Pogs i =P(Fy 0 Fy 0 F))=(0.95)=0.8574

where Psysip.F, = conditional system reliability. Conditional system reliabilities for
other imposed conditions are shown in Fig. 7.6. After the conditional system reliabili-
ties for the decomposed systems are calculated, the system reliability is computed as

ps,sys = ps,sysl H.F3 X P(E” F3) + ps,syleI’, K. F X P(Fl,7 F3,’ FZ,)
+ ps,sysIF,',F{,Fz X P(FI‘,’Ig,’ FZ)
=(0.8574)(0.95)(0.05) + (0.9975)(0.95)* + (0.9025)(0.95)?(0.05)
=0.9367

7.3.4 Fault-Tree Analysis

The major objective of fault tree construction is to represent the system condition, which
may cause system failure, in a symbolic manner. In other words, the fault tree consists of
sequences of events that lead to system failure. Fault-tree analysis, unlike event-tree analy-
sis, is a backward analysis, which begins with a system failure and traces backward, search-
ing for possible causes of the failure. Fault tree analysis was initiated at Bell Telephone
Laboratories and Boeing Aircraft Company (Barlow et al., 1975). Since then it has been
used for evaluating the reliability of many different engineering systems. In hydrosystem
engineering design, fault-tree analysis has been applied to evaluate the risk and reliability
of earth dams (Cheng et al., 1993), underground water control systems (Bogardi et al.,
1987), and water-retaining structures including dikes and sluice gates (Vrijling, 1993).

Dhillon and Singh (1981) pointed out the advantages and disadvantages of the fault-tree
analysis technique. Advantages include the following:

1. Provides insight into the system behavior.

2. Requires engineers to understand the system thoroughly and deal specifically with one
particular failure at a time.

3. Helps to ferret out failures deductively.

4. Provides a visible and instructive tool to designers, users and management to justify
design changes and trade-off studies.

5. Provides options to perform quantitative or qualitative reliability analysis.
6. Technique can handle complex systems.
8. Commercial codes are available to perform the analysis.

Disadvantages include the following:

1. Can be costly and time-consuming.
2. Results can be difficult to check.

3. Technique normally considers that the system components are in either working or
failed state; therefore, the partial failure states of components are difficult to handle.

4. Analytical solutions for fault trees containing standbys and repairable components are
difficult to obtain for the general case.

5. To include all types of common-cause failure requires considerable effort.
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B4

B4
| OR |
CB J\: C4

(a) Original fault tree

OR

CS C4

(b) Simplified fault tree
FIGURE 7.7 Example fault tree (a) and (b).

A fault tree is a logical diagram representing the consequence of the component failures
(basic or primary failures) on the system failure (top failure or top event). A simple fault
tree is given in Fig. 7.7 as an example. There are two major types of combination nodes (or
gates) used in a fault tree. The AND node implies that the output event occurs only if all the
input events occur jointly, corresponding to the intersection operation in probability theory.
The OR node indicates that the output event occurs if any one or more of the input events
occur, that is, a union. System reliability p( (?) is the probability that the top event does
not occur over the time interval (0, 7).

Before constructing a fault tree, engineers must thoroughly understand the system and
its intended use. One must determine the higher order functional events and continue the
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Symbol Descriptions
m AND node, intersection, output A
exists if and only if all of B4, Bs, ...,

B, exist simultaneously

Gate B, B, oo B,1 By
Symbols

OR node, union, output A exists if
any of By, B,, ..., By, or any

combination thereof exists

| Identification of a particular event,

when contained in the sequence,
usually describes the output or input
of an AND or OR node.

Basic event or condition, usually a
malfunction, describable in terms of
a specific component or cause.

Event
Symbols

An event purposely not developed

further because of lack of
information or of insufficient
consequence, could also be used to
indicate further investigation when

additional information becomes
available.

FIGURE 7.8 Basic fault tree symbols.

fault event analysis to determine their logical relationships with lower level events. Once
this is accomplished, the fault tree can be constructed. A brief description of fault tree
construction is presented below. The basic concepts of fault-tree analysis are presented in
Henley and Kumamoto (1981) and Dhillon and Singh (1981).

There are actually two types of building blocks—gate symbols and event symbols as
illustrated in Fig. 7.8. Gate symbols connect events according to their casual relation such
that they may have one or more input events but only one output event. A fault event,
denoted by a rectangular box, results from a combination of more basic faults acting
through logic gates. A circle denotes a basic component failure that represents the limit of
resolution of a fault tree. A diamond represents a fault event whose causes have not been
fully developed. For more complete descriptions on other types of gate and event symbols,
readers are referred to Henley and Kumamoto (1981).
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Henley and Kumamoto (1981) present heuristic guidelines for constructing fault trees,
which are summarized below:

Replace abstract events by less abstract events.
Classify an event into more elementary events.

Identify distinct causes for an event.

Find cooperative causes for an event.

1.
2.
3.
4. Couple trigger event with “no protection actions.”
5.
6. Pinpoint component failure events.

7.

Develop component failure.

Boolean algebra operations are used in fault tree analysis. Thus, for the fault tree shown
in Fig. 7.7(a),

B,=CnCy;B,=C;uC,u C,
Hence, the top event is related to the component events as
T=B,UB,=(CiNnCyu(CuC,uC)=C,uCuC_,
Thus, the probability of the top event occurring can be expressed as
P(T)=P(C,u CyuC)
If C,, C;, and C, are mutually exclusive, then
P(T)=P(C)) + P(Cy) + P(C,)

The original fault tree can be reduced to an equivalent, but simpler, tree as shown in Fig. 7.7(b).
In the case that the component’s reliability or failure probability is a function of time,
system reliability p . (¢) is the probability that the top event does not occur over the time
interval (0, 7).

Another example of a fault tree construction is given for the pumping system in Fig. 7.9.
In this pumping system, the tank is filled in 10 min and empties in 50 min, having a cycle
time of 60 min. After the switch is closed, the time is set to open the contacts in 10 min. If
the mechanism fails, then the horn sounds and the operator opens the switch to prevent
pressure tank rupture. The fault tree for the pumping system is shown in Fig. 7.10.

Evaluation of Fault Trees. The basic steps used to evaluate fault trees include the fol-
lowing:

Construct the fault tree.

Determine the minimal cut sets.

1.
2.
3. Develop primary event information.
4. Develop cut set information.

5.

Develop top event information.

To evaluate the fault tree, one should always start from the minimal cut sets, which in
essence, are critical paths. Basically, the fault tree evaluation comprises two distinct
processes: (a) the determination of the logical combination of events that cause top event
failure expressed in the minimal cut sets and (b) the numerical evaluation of the expression.

Cut sets, as described previously, are collections of basic events such that if all these
basic events occur, then the top event is guaranteed to occur. The tie set is a similar concept
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FIGURE 7.9 Schematic diagram for an example pumping system. (Source: Henley and Kumamoto, 1981.)
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FIGURE 7.10 Fault tree for the example pumping system. (Source: Henley and Kumamoto, 1981.)
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to the cut set in that it is a collection of basic events such that if the top event does not occur,
then none of the events occur. As one could imagine, a large system has an enormous num-
ber of failure modes. A minimal cut set is one that if any basic event is removed from the
set, the remaining events collectively are no longer a cut set. By the use of minimum cut sets,
the number of cut sets and basic events are reduced in order to simplify the analysis.

System availability, A, (1), is the probability that the top event does not occur at time 7,
which is the probability of the systems operating successfully when the top event is an OR
combination of all system hazards. System unavailability, Usys(t), on the other hand, is the
probability that the top event occurs at time ¢, which is either the probability of system fail-
ure or the probability of a particular system hazard at time z.

System reliability p, . (1) is the probability that the top event does not occur over time
interval (0, 7). System reliability requires continuation of the nonexistence of the top event
and its value is less than or equal to the availability. On other hand, system unreliability
Py sys(?) 1s the probability that the top event occurs before time 7 and is complementary to
system reliability. Also, system unreliability, in general, is greater than or equal to system

unavailability. From system unreliability the system failure density f,(#) can be obtained.
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CHAPTER §

DEVELOPING AN EARLY
WARNING SYSTEM FOR
DRINKING WATER SECURITY
AND SAFETY

Robert M. Clark,” Nabil Adam," Vijayalakshmi Atluri,"
Milton Halem, Eric Vowinkel,* Pen C. Tao,®
Laura Cummings,Tand Eva A. lbraham™

8.1 INTRODUCTION

The events of September 11, 2001 have raised concerns over the safety and security of the
Nation’s critical infrastructure including water and waste water systems. The U.S.
Environmental Protection Agency (U.S. EPA) responded to these events by establishing a
Water Protection Task Force (WPTF) composed of members of the U.S. EPA’s Office of
Water (OW), Regional Office staff and liaisons from other U.S. EPA programs. In addi-
tion, EPA’s Office of Research and Development (ORD) established a National Center for
Homeland Security Research (NCHSR) to develop a program devoted to water security
research. Both OW and ORD have been given the responsibility for developing plans and
conducting research to improve the security of the nation’s drinking water and wastewater
infrastructure.

Security of water systems is not a new issue and the potential for natural, accidental,
and purposeful contamination of water supplies has been the subject of many studies.
For example, in May 1998, President Clinton issued Presidential Decision Directive (PDD)
63 that outlined a policy on critical infrastructure protection, including our nation’s water
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supplies (President, 1998). However, it wasn’t until after September 11, 2001 that the water
industry truly focused on the vulnerability of the nation’s water supplies to security threats.
In recognition of current water security concerns President George Bush signed The
Bioterrorism Act into law in June 2002 (HR 3448). Under the requirements of The
Bioterrorism Act, drinking water utilities have been required to prepare Vulnerability
Assessments and Emergency Response Plans. Vulnerability Assessments and Emergency
Response Plans will be unique.

In addition to the development of new technology, responses to perceived and real water
security threats will require the establishment of new types of institutions. For example, the
Urban Security Group at the University of Michigan has developed recommendations for
the establishment of institutions to implement Emergency Response Plans for public water
systems. Both the Safe Drinking Water Act and Emergency Planning Community Right to
Know Act of 1986 require the establishment of State Emergency Response Commissions
(Burns et al., 2002).

As a part of the process of developing mechanisms for responding to water security
threats, Rutgers University and EPA’s Region II Office convened, in June 2002, a work-
shop entitled “Monitoring and Modeling Drinking Water Systems for Security and Safety.”
Attendees from Industry, Local, State, Federal Agencies, and members from academia dis-
cussed the state-of-the-art in the area of water system security. As a consequence of these
discussions, a consortium was formed and a memorandum of understanding (MOU) was
drafted, proposing a framework for establishing a Regional Drinking Water Security and
Safety Consortium (RDWSSC). The goal of the MOU is to implement the drinking water
security recommendations from the workshop. Members of the consortium include Rutgers
University’s Center for Information Management, Integration and Connectivity (CIMIC),
the U.S. Geological Survey (USGS), American Water (AW), the Passaic Valley Water
Commission (PVWC), the North Jersey District Water Supply Commission (NJDWSC),
the New Jersey Department of Environmental Protection (NJDEP), and the U.S.
Environmental Protection Agencies (USEPAs), Region II Office. Development of an early
warning system for source and distributed water was identified as being of critical impor-
tance by the Consortium. In this context, an early warning system (EWS) is an integrated
system of monitoring stations located at strategic points in a water utility’s source
waters or in its distribution system, designed to warn against contaminants that might
threaten the health and welfare of drinking water consumers. As will be discussed later,
an EWS should be integrated or packaged with appropriate sensors and predictive mod-
eling capability.

In December 2002 a follow-up to the previous workshop was held to refine the needs
for research as related to early warning systems for security in drinking water. After this
meeting the consortium representatives signed the MOU. As the organizational research
arm for implementation of the recommendations, Rutgers University has established a lab-
oratory for water security (LWS), under CIMIC.

This chapter discusses the nature of the security threat to water supplies, the recom-
mended elements of an EWS and relevant plans for developing and implementing an
EWS.

8.2 NATURE OF THE THREAT

There are nearly 60,000 community water supplies in the United States serving over 226
million people. Over 63 percent of these systems supply water to less then 2.4 percent of the
population and 5.4 percent supply water to 78.5 percent of the population. Most of these systems
provide water to less than 500 people. In addition, there are 140,000 noncommunity water
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systems that serve schools, recreational areas, trailer parks, etc. (U.S. EPA, 1999). Some
of the common elements associated with water supply systems in the United States are as
follows:

* Water source, which may be a surface impoundment such as a lake, reservoir, river, or
ground water from an aquifer

e Conventional treatment facilities including filtration, which removes particulates and
potentially pathogenic microorganisms, followed by disinfection, primarily for surface
supplies.

o Transmission systems, which include tunnels, reservoirs, and/or pumping facilities, and
storage facilities

Distribution system carrying finished water through a system of water mains and sub-
sidiary pipes to consumers

8.2.1 Vulnerability of Water Systems

Water systems are spatially diverse and therefore, have an inherent potential to be vulner-
able to a variety of threats—physical, chemical, and biological—that may compromise the
system’s ability to reliably deliver safe water. Community water supplies are designed to
deliver water under pressure and generally supply most of the water for fire fighting pur-
poses. Loss of water or a substantial loss of pressure could disable fire-fighting capability,
interrupt service, and disrupt public confidence. This loss might result from sabotaging
pumps that maintain flow and pressure, or disabling electric power sources that could cause
long-term disruption. Many of the major pumps and power sources in water systems have
custom designed equipment and could take months or longer to replace (Clark and
Deininger, 2001).
These areas of vulnerability include:

. raw water source (surface or groundwater)
. raw water channels and pipelines

. raw water reservoirs

. treatment facilities

. connections to the distribution system

. pump stations and valves, and

N AN AW N =

. finished water tanks and reservoirs.

Each of these system elements present unique challenges to the water utility in safeguard-
ing the water supply (Clark and Deininger, 2000).

8.2.2 Physical Disruption

The ability of a water supply system to provide water to its customers can be compromised
by destroying or disrupting key physical elements of the water system. These elements
include raw water facilities (dams, reservoirs, pipes, and channels), treatment facilities, and
distribution system elements (transmission lines and pump stations).

Physical disruption may result in significant economic cost, inconvenience, and loss of
confidence by customers, but has a limited direct threat to human health. Exceptions to this
generalization include (1) destruction of a dam that causes loss of life and property in the
accompanying flood wave and (2) an explosive release of chlorine gas at a treatment plant.
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Water utilities should examine their physical assets, determine areas of vulnerability, and
increase security accordingly. An example of such an action might be to switch from chlo-
rine gas to liquid hypochlorite, especially in less secure locations which decrease the risk
of exposure to poisonous chlorine gas. Redundant system components would provide
backup capability in case of accidental or purposeful damage to facilities.

8.2.3 Contamination

Contamination is generally viewed as the most serious potential terrorist threat to water
systems. Chemical or biological agents could spread throughout a distribution system and
result in sickness or death among the consumers and for some agents, the presence of the
contaminant might not be known until emergency rooms report an increase in patients with
a particular set of symptoms (Clark, 2002). Even without serious health impacts, just the
knowledge that a group had breached a water system could seriously undermine customers’
confidence in the water supply (Grayman et al., 2002).

Accidental contamination of water systems has resulted in many fatalities as well.
Examples of such outbreaks include cholera contamination in Peru (Clark et al., 1995),
Cryptosporidium contamination in Milwaukee, Wisconsin (U.S.) (Fox and Lytle., 1996).
and Salmonella contamination in Gideon, Missouri (U.S.). In Gideon, the likely culprit was
identified as pigeons infected with Salmonella that had entered a tank’s corroded vents and
hatches (Clark et al., 1996).

The U.S. Army has conducted extensive testing and research on potential biological agents
(Burrows and Renner, 1998 and 1999). Table 8.1 summarizes information on the agents most
likely to have an impact on water systems. Though much is known about these agents, as
is evident in the table, there is still research needed to fully characterize the impacts, sta-
bility, and tolerance to chlorine of many of these agents.

TABLE 8.1 Potential Threat of Selected Biological Agents to Water Systems

Agent Type Stable in water Chlorine” tolerance
Anthrax Bacteria 2 years (spores) Spores resistant
Cholera Bacteria “Survives well” “Easily killed”
Plague Bacteria 16 days Unknown
Salmonella Bacteria 8 days, fresh water Inactivated
Shigellosis Bacteria 2-3 days Inactivated 0.05 ppm, 10 min
Tularemia Bacteria Up to 90 days Inactivated 1 ppm, 5 min
Aflatoxin Biotoxin Probably stable Probably tolerant
Botulinum toxins Biotoxin® Stable Inactivated 6 ppm, 20 min
Cryptosporidiosis Protozoan* Stable days or more Oocysts resistant
Microcystins Biotoxin Probably stable Resistant at 100 ppm
Ricin Biotoxin Unknown Resistant at 10 ppm
Staph enterotoxins Biotoxin Probably stable Unknown
Tetrodotoxin Biotoxin Unknown Inactivated 50 ppm
T-2 mycotoxin Biotoxin Stable Resistant
Hepatitis A Virus Unknown Inactivated 0.4 ppm, 30 min
Saxitoxin Biotoxin Stable Resistant at 10 ppm

“Ambient temperature; < 1 ppm free available chlorine for 30 min or as indicated.
#Consisting of one cell or of a colony of like or similar cells.

TToxic to humans.

Source: Based on Burrows and Renner (1998, 1999).
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Characteristics that would enhance the potential for an agent to contaminate drinking or
recreational water include the following:

* Resistance to disinfectants at normal concentrations
 Resistance to boiling for 1 to 3 minutes

¢ A low oral infectious dose

 Easy availability

 Easy to culture without sophisticated equipment
 Survival in water for long periods of time

* Difficult to remove by common water treatment practices

Although all of the above agents (and many others) could result in very significant
health impacts, the risks vary considerably. For example, Botulinum toxin, because of its
lethality in very small doses, is considered to be among the most serious threats. There are
many factors that contribute to the relative risk of the various agents including availability,
lethality, stability, and tolerance to chlorine or other disinfectants.

Deininger and Meier (2000) ranked some agents and compounds in terms of their rel-
ative factor of effectiveness, R, based on lethality and solubility, using the following
equation:

R = solubility in water (in mg/L) / [1000 X lethal dose (in mg/human)]

Table 8.2 lists values of R for various biological agents and chemicals by decreasing level
of effectiveness, that is, decreasing degree of lethality in water (Deininger and Meier,
2000).

Many locations within the overall water supply system are vulnerable to the introduc-
tion of chemical or biological agents. In many cases, the most accessible location is in the
raw surface water source. An agent introduced in a surface water source is subject to dilu-
tion, exposure to sunlight, and treatment therefore it follows that the most serious threats
are posed by an agent introduced into the finished water at a treatment facility or within the
distribution system. Possible points of entry include the treatment plant clear well, distrib-
ution system storage tanks, and reservoirs, pump stations, and direct connections to distri-
bution system mains.

TABLE 8.2 Relative Toxicity of Some Poisons in Water

Compound R

Botulinum toxin A 10000
VX 300
Sarin 100
Nicotine 20
Colchicine 12
Cyanide 9
Amiton 5
Fluoroethanol, sodium, fluoroacetate 1
Selenite 1

1

Arsenite, Arsenate

Source: Based on Burrows and Renner (1998, 1999).
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8.3 THE EARLY WARNING SYSTEM CONCEPT

Early warning systems (EWSs) are intended to reliably identify low probability/high-
impact contamination events in source or distributed water. The following requirements
were identified by an International Life Sciences Institute (ILSI) working group report on
EWSs for hazardous events in water (ILSI, 1999):

* Provide warning in sufficient time to respond to the contamination event and prevent
exposure of the public to the contaminant.

Is capable of detecting all potential contamination threats.
* Can be operated remotely.

Can identify the point at which the contaminant was introduced.
* Has a low rate of false positive and false negative results.
* Provides continuous, year-round surveillance.

* Produces results with acceptable accuracy and precision.

Requires low skill and training.

Is affordable to the majority of public water systems.

Although there isn’t an EWS in existence that meets all of the above criteria, there are
some conventional monitoring systems that might satisfy some of these elements.
However, these types of systems will provide the only opportunity to prevent the public
from being exposed to a covert attack on the water supply using biological, chemical, or
radiological agents. Since it is unlikely that an EWS would be capable of detecting all
potential contamination threats, it should have a strong tie to public health surveillance
monitoring. An EWS is only one of many tools including physical security, infrastruc-
ture hardening, and optimized treatment that can be implemented to protect public water
supplies.

8.3.1 Characteristics of Early Warning Systems

A contamination event in source or distributed water must be identified in time to allow for
an appropriate response that mitigates or eliminates its adverse impact (ILSI, 1999). The
features of an ideal EWS include the following:

Rapid Response Time. The response time for an EWS, is the time period from the point
at which the contaminant contacts the sensor to the point when a result is reported and a
response is initiated. Depending on the nature of the threat, in order to prevent damage, the
response time must be such that it allows measures to be taken to prevent or minimize expo-
sure of the public to the contaminant. The required response time will depend on a number
of factors, such as the point at which the contaminant is introduced into the system; treat-
ment plant characteristics and retention times; and the nature of the contaminant itself. In
some cases, a response time of several hours is sufficient, while in other cases, the response
time will have to be on the order of minutes. In most cases, an EWS will likely utilize field
deployable units or biomonitoring systems.

Fully Automated. 1deally, an EWS would require little or no operator intervention
and would allow for 24-h operation. The system should also allow for remote operation
such that a response at a remote sensor would be immediately relayed to a central data
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management system. In the event that a contaminant is detected, the EWS should immedi-
ately trigger an alarm and contact a plant operator via page, phone, and/or fax.

Screens for a Range of Contaminants. As discussed above there are a number of agents
that could pose a potential threat if introduced into a water supply. It is, however, impossi-
ble to know in advance which agent would be used, therefore EWSs should have the capa-
bility to screen for a range of potential agents. The problem that is often encountered is that
methods that are effective for screening for a large number of agents aren’t specific enough
to distinguish between harmful and benign substances. Thus, the ability to screen for a
range of contaminants must be balanced against the need for specificity.

Specific for the Contaminants of Concern. Specificity refers to the ability of an EWS to
identify specific biological, chemical or radiological agents. Ideally, an EWS would posi-
tively identify specific agents that pose a threat to public health, and would be capable of
differentiating between these substances and closely related, yet benign substances.

Sufficient Sensitivity. Sensitivity refers to the lowest level of detection and quantifica-
tion that an EWS can achieve. An EWS should be sufficiently sensitive to provide quan-
tification of a specific agent at the lowest level that poses a threat to public health.

Low Occurrence of False Positives and False Negatives. False positives occur when an
EWS indicates the presence of a contaminant that is actually absent from the sample. False
negatives occur when a contaminant is present at levels of concern, but is not detected by
the EWS. Both types of errors are problematic and, ideally, the rates of false positives and
false negatives would be zero. However, given the fact that there is always a probability of
either type of error occurring, it is necessary to characterize the rate at which they occur and
to minimize their impact on decision making.

High Rate of Sampling. Assuming that a monitoring device is online, it is desirable to
have the device monitor for contaminants as frequently as is possible. A high rate of sam-
pling would be crucial if the agent is introduced in one defined event and is entrained in the
water system in plug flow. Detection of a “contaminant plug” would offer an excellent way
to distinguish sabotage from natural changes in water quality.

Reliable and Rugged. The systems must be able to withstand field conditions and still
perform reliably. Challenges that a remote monitoring system may face include power out-
ages, extreme environmental conditions, potential vandalism or theft, and fouling of sensor
components (biological, chemical, or particulate fouling).

Requires Minimal Skill and Training. The equipment used in the EWS should not require
excessive skill or training to operate and maintain the equipment or to interpret the results.

Affordable Cost. The more affordable the monitoring system the more available it will be
to plants with limited resources, and the more widely it can be deployed within a system.

8.4 THE CONSORTIUM WATER SYSTEMS

The goal of the consortium research is to achieve the afore-mentioned goals in developing
an EWS. In addition, the consortium will provide a framework where Federal, state, and local
government agencies’ representatives, highly talented scientists, water utility professionals,
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and leaders in the area of water security can share their expertise and resources. It is
intended to provide a test bed for the rapid prototyping of advanced and still evolving tech-
nologies to monitor drinking water resources and distribution networks in order to better
protect the public.

An immediate step toward achieving this goal is the development and implementation
of an end-to-end real-time monitoring and modeling early warning pilot system that will:

Consists of currently available state-of-the-art biochemical sensors, predictive modeling
tools, and information management infrastructure

Provides decision makers and the public with reliable and timely assessments

Satisfies the consortium members’ requirements for reliability, scalability, and accuracy
under operational field conditions

Ensure the continued safety and security of drinking water at the source and distribution
network within our region and within our nation for future generations

It is envisioned that this consortium may grow in the future to incorporate other univer-
sities, utilities and possibly other agencies as appropriate and mutually acceptable. The
work of the consortium will include, but not be limited to organizing and conducting work-
shops; convening seminars on relevant technology applications; developing training oppor-
tunities for consortium-affiliated personnel; and conducting real time pilot studies. Several
utilities have inquired about the possibility of joining the Consortium at some future date.

The Consortium water systems are located in one of the most complex water systems in
the United States (Fig. 8.1), consisting of three watershed management areas. Water is
withdrawn from the various surface sources in the watersheds and then either used directly
by a utility or distributed through a number of interties to other utilities. As can be seen in
Fig. 8.1, there are numerous surface water supplies in the three watersheds. This intercon-
nectivity makes these particular water systems excellent candidates for inclusion in a
research program to develop an EWS.

The North Jersey District Water Supply Commission (NJDWSC) of the State of New
Jersey (NJDWSC) is one of the largest drinking water purveyors in the State of New Jersey.
NJDWSC provides treated water on a wholesale basis to the Passaic Valley Water
Commission, and also supplies wholesale treated water to its many contracting municipal-
ities and raw water to United Water New Jersey. NJDWSC’s Wanaque/Monksville
Reservoirs System is located in northern Passaic County, New Jersey. The Reservoir
System beginning with Upper and Lower Greenwood lakes drains a 95-mi> watershed cov-
ering parts of Orange and Rockland counties in New York, and Passaic County in New
Jersey. The Wanaque/Monksville Reservoirs System is New Jersey’s largest (in terms of
population served) water supply system. The system provides a safe yield of 173 million
gallons per day to approximately 2 million people in 90 towns and cities in the northern half
of the state. Additionally, there are two pump stations designed to pump up to 250 million
gallons per day of water from the Pompton/Passaic Rivers and 150 million gallons per day
from the Ramapo River into the Wanaque Reservoir. These rivers are the supplementary
sources of water supply to the Wanaque Reservoir. NJDWSC’s Water Treatment
Plant/Operations Center is located in Wanaque, NJ, where the raw water is pumped from
the Wanaque Reservoir then purified and filtered to ensure its safety and potability.

The Passaic Valley Water Commission (PVWC) owns and operates the Little Falls
Water Treatment Plant (LFWTP) located in Totowa, New Jersey. Three raw water sources
are available to the LFWTP, including Point View Reservoir water, Pompton River water
and Passaic River water. In addition, finished water supplied to PVWC by NJDWSC is also
distributed to the Totowa facility. The two finished water supplies, either directly or as a
blend, are distributed to PVWC’s retail and wholesale customers, which represent a popu-
lation of over 750,000. American Water is one of PVWC’s major customers.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



DEVELOPING AN EARLY WARNING SYSTEM FOR DRINKING WATER SECURITY AND SAFETY

DEVELOPING AN EARLY WARNING SYSTEM FOR DRINKING 8.9

MEW YORK

58

NEW YORK
. - 2 i AN
uqsu::':w-p}-ln |'Jl,|;b;ﬂw o 5 10 MILES
EXPLANATION ! ] 7
o & 10 KILOMETERS

WATERSHED MANAGEMENT AREA,
3 | Pompton, Pequannock, Wanague, and Ramapo Rivers AN Surlace-water site
4] Lower Passaic River and Saddte River a Surace-waler intake
B LUpper Passaic, Whippany, and Rockaway Rivers

Watershed Managamant Area boundarny--From M.J.
Depariment of Environmental Prolection, 1:24,000
digital ine graph file, 1287

FIGURE 8.1 Proposed and current continuous Water-Quality Monitoring Sites and Surface Water Intakes
in the Passaic River basin, New Jersey.

The Haddon Heights water system is part of the New Jersey-American Water Company,
which is a utility subsidiary of the American Water System that owns and operates more
than 85 surface water plants in 27 states and three Canadian provinces. American Water is
the largest private water utility in the United States devoted exclusively to the business
of water supply. The New Jersey-American Water Company serves 600,000 customers
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(2 million people) and provides an average of 43.55 mgd to approximately 91,200 cus-
tomers in the combined Burlington, Camden and Haddon service areas in 2001.
Approximately 90 percent of the customer base is residential, 8.4 percent is commercial,
0.5 percent is comprised of the other public authority category, and nearly 0.1 percent is
industrial. The fire service classification amounts to approximately 1 percent of the cus-
tomer base. At the end of 2001, there were 13 resale customers in the Burlington, Camden
and Gloucester Counties area that purchased water from NJAWC. The Burlington and
Haddon systems are interconnected via a regional pipeline from the Delaware Valley
Regional Water Treatment Plant. The Camden system is also connected to the regional
pipeline via 24-in and 30-in transmission main that is routed through a part of the Haddon
system. Therefore, the three systems can be considered as one combined system with a ser-
vice area of approximately 100 mi* (16,100 m?). Most of the projected growth in the system
is expected to occur in a few of the municipalities in Burlington County, and in Voorhees,
Gloucester, and Cherry Hill townships in Camden County. A significant portion of the pro-
jected growth in usage is likely to occur as additional resale usage to the growing munici-
palities outside of the NJAWC service area.

All three water utilities have monitoring systems and procedures currently in place. For
example, NJDWSC has a comprehensive ongoing monitoring and modeling reservoir
water quality management plan. The PVWC and the Haddon Heights systems have ongo-
ing compliance monitoring programs.

8.5 DEVELOPING AN EARLY WARNING DECISION
SUPPORT SYSTEM

As mentioned, the consortium’s objective is to encourage collaboration and cooperation
among the member water utilities, and state, local, and Federal government to enhance
water security. One of the first efforts the consortium plans to undertake is the design,
development, and implementation of an end-to-end early warning decision support system
(EWDSS) that can evolve over time incorporating advanced sensor technologies as they
become available. This effort will consist of the integration of three separate but closely
related research components, namely, monitoring, modeling, and information management
systems. The issues that must be addressed in the design of an EWS include system char-
acterization, vulnerability/threat characterization, establishment of appropriate alarm levels,
availability of appropriate monitoring technologies, location of sensors, and data manage-
ment and analysis. As a first step in the design of an early warning system, it is necessary
to characterize the study area including source waters, intake structures, treatment facili-
ties, chemical storage facilities, and distribution system infrastructure. In addition, access
points, flow and demand patterns, and pressure zones within each distribution system must
be determined. For example, high usage rates that are largely driven by industry have sig-
nificantly different public health implications as compared to high usage rates in an urban
center with a high population density. These types of usage patterns must be considered in
the design of an EWS intended to protect public health. Hydraulic models will be or have
been developed for each distribution system.
Some of the general issues to be considered in setting up an EWS are given below.

Alarm Levels. 1t is necessary to identify the concentrations at which the agents pose a
threat to human health so that alarms can be triggered at appropriate levels. The response
that is initiated by an alarm must be established before the EWS is deployed. A tiered
approach to an EWS may allow a broad screening approach at the first tier to detect a number
of potential contaminants, followed by specific, confirmatory analyses. If a false alarm leads
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to a decision to issue a notice to the public to stop using the water, public health as well as
confidence could be impacted.

Method Performance and Data Quality. Once target agents for the EWS have been iden-
tified, it is necessary to select a monitoring technology for the particular agent or class of
agents.

Fate and Transport of Pathogens and Chemicals. Chemical and microbial agents can
behave in a variety of ways as they migrate through a water system. Environmental condi-
tions, the presence of oxidants or other treatment chemicals, and the hydraulic characteris-
tics of the system will affect the concentration and characteristics of these agents. If
information is available on agent characteristics that affect their fate and transport, it should
be factored into the design of an EWS. For example, if a target agent is known to chemi-
cally degrade at a certain rate in the presence of free chlorine, it may be possible to use a
hydraulic/chemical model of the distribution system to predict the concentration profile
through the system. This in turn can be used to select optimal locations for sensors as dis-
cussed further below.

Sensor Location. The location and density of sensors in an early warning system is sig-
nificantly impacted by the result of the system characterization, vulnerability assessment,
threat analysis, and usage considerations. Placement of sensors in a distribution system is
appropriate because it is one of the most vulnerable points in a water system. Contaminants
introduced directly into the distribution system would bypass all treatment barriers except
the disinfectant residual. The size, complexity, and dynamic nature of distribution systems
also complicate the selection of sensor locations. Proper characterization of the distribution
system, usage patterns, and identification of critical system nodes (e.g., hospitals, law
enforcement and emergency response agencies, etc.) is necessary to design an effective
monitoring network with a distribution system. Due to their complexity and dynamic
nature, it may be beneficial to develop a hydraulic/water quality model of the system to
assist in the placement of sensors. Some of these issues have been explored in the literature
(Lee and Deininger, 1992). However, even if sensors can be optimally located within a dis-
tribution system, there will probably be insufficient time to prevent exposure of a portion
of the public to the contaminated water. Monitoring conducted within the distribution
system will provide time to limit exposure, isolate the contaminated water, and initiate
mitigation/remediation actions.

The initial research phase will focus on the rapid deployment of a prototype EWDSS.
This prototype will be based on integrating currently available water sensor monitoring
systems, existing models, and the current information infrastructure for the PVWC and the
AW drinking water distribution networks and the source water for all three utilities. In suc-
ceeding years, it is planned that, state-of-the-art monitoring sensors will be acquired and
advanced models coupled to enhanced information system architecture with interactive
management decision support capabilities. In conjunction with CIMIC the members of the
consortium will develop advanced information and decision support systems which will
integrate the outputs of as yet undeveloped sensors and “cutting edge” modeling systems
using the prototype EWS data configuration. The following three subsections discuss the
three specific tasks to be addressed.

8.5.1 Sensor and Monitoring

It is anticipated that the sensor and monitoring research component of this effort will be
maintained and managed by the USGS in collaboration with the three water utilities. It will
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provide the basis for a prototype EWS and will augment the existing monitoring program
for the three utilities. The USGS will work with each of the utilities to install the platforms
and maintain the sensors and employing the NJDWSC, the PVWC, and the AWS labora-
tories for analysis of the grab sample data. Each of the utilities involved in the consortium
has slightly different objectives for participating in the cooperative agreement.

NJDWSC’s goals for the proposed research are to install and operate state-of-the-art
continuous monitoring systems at field locations in their source water reservoirs. PVWC’s
and AWS’s primary goals for this project are to participate in field tests to determine viable
options for online sensor technology that can be utilized to predict chemical and/or biolog-
ical anomalies either in the source or finished water supplies.

Specific tasks to be undertaken are as follows:

* Determination of the optimal location of EWS stations in conjunction with the consor-
tium.

* Select an initial station in order to test the proof of concept for collection of data.
* Design and construct or upgrade gauging stations to house EWS equipment.

Install, operate, and maintain real-time monitoring equipment using available and state-
of-the-art sensors to determine background water-quality characteristics.

Field-scale testing of new sensor probes developed by Federal, state, and private labora-
tories.

Generate and manage a stream of real-time water-quality data that would benefit the
water companies in making critical management decisions regarding treatment plant and
distribution system operations.

 Test and evaluate different sampling and installation techniques for reliability and main-
tenance including (a) in situ and (b) flow through methods.

Evaluate the optimal locations for the placement of the probes in streams and distribution
systems to ensure that the water supply is being protected from accidental and intentional
contamination.

Assist in the evaluation of previously conducted time of travel studies to determine opti-
mal locations of upstream EWS stations in source waters and in distribution systems.

* In conjunction with consortium members, assist in the statistical interpretation of real-

time data and other sensor data to predict contamination in source water and in finished
water.

Provide technical guidance on the installation, operation, and maintenance of the real
time monitoring equipment for deployment in other areas of the United States.

8.5.2 Modeling

It is planned that CIMIC’s LWS, working collaboratively with the three water utilities and
with the USGS, will conduct modeling and simulation studies to optimize the design of an
early warning decision support system (EWDSS). The intent is to better protect source
water and distribution systems from bio-chemical agents. The modeling component will
focus both on the simulation of system design and predicting the movement of contami-
nants in source water and distribution systems (Wagner et al., 2000). Water in streams and
reservoirs and in the distribution system moves in complex temporal and spatial patterns
under varying demands. Modeling provides a mechanism for both understanding these
complexities and a quantitative means for determining the optimal placement of sensors. In
addition, the model outputs will provide data input to the information management system
in a timely manner for decision support management displays. These modeling studies will
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initially use the current operational source water and distribution system models of the
respective utilities as the core predictive model. Owing to the proprietary nature of these
models, and the sensitivity of the data configuration expressed within the models, the
experiments will be designed by the LWS but conducted by the utilities on their computa-
tional facilities in collaboration with LWS.

The USGS will also assist the LWS in determining the optimum location and design of
the placement of the sensors from considerations of costs of implementation and maintenance
of a multipurpose EWDSS for drinking water safety and security for the three utilities.

Advanced modeling will utilize some of the system simulation techniques developed by
NASA, NOAA, and the DOD (Jastrow and Halem, 1970; Rohaly and Krishnamurti, 1993)
for optimizing the design of global space observing systems. Such studies have played an
important role in planning for future-integrated multiagency satellite observing systems of
the earth’s atmosphere, oceans, and land surfaces (Arnold and Dey, 1986). The studies pro-
posed will constitute the first application and test of this important simulation methodology
to optimize the design of an EWS for use by the consortium water utilities.

The following two tasks will be critical for the design and deployment of an optimal
prototype sensor monitoring system and subsequent real data predictive studies.

Source Water Modeling. Initially, NJDWSC will collect daily stream flow records (from
the USGS), water quality records (from USGS and NJDWSC), and daily climatic records
such as rainfall, air temperature, solar radiation, cloud cover, wind speed, dew point, etc.
(from U.S. Weather Service). Then, NJDWSC will use an existing two-dimensional water
quality simulation model, called LAWATERS (Lateral Averaged Wind and Temperature
Enhanced Reservoir Simulation, a propriety model owned jointly by Wanaque South Project
co-owners [NJDWSC and United Water New Jersey] and Najarian Associates), to generate
spatial (from surface to bottom for entire length of the Wanaque Reservoir) and temporal
(60-min interval continuously from January 1, 1993 to December 31, 2002) water quality
profiles.

Watershed climatic conditions and reservoir model predicted natural watershed runoff
and off-stream pumped storage will serve to produce input conditions of water that feed
the reservoir. A reservoir model called Wanaque South Management Program (WMSP)
will be used to generate a “nature” record that will form the basis of the complete water
state of the reservoir from which synthetic data will be generated to simulate the sensor
data with appropriate error and noise limits added. The reservoir models will then be
started from random initial states taken from the nature run with appropriate errors intro-
duced into the fields and used to test the impact of configuring various numbers and types
of sensors at different locations. The simulated instrument data at the different locations
will be taken from the nature run interpolated to the position of the sensors with system-
atic instrument errors added. The nature run will also be used to verify the influence of the
instruments to indirectly infer the reservoir water parameters. In this manner, quantitative
estimates will be derived to determine the optimum locations for the sensors under differ-
ent climate conditions.

Distribution System Modeling. One of the major goals of the study is to integrate distri-
bution system hydraulic and water quality modeling with data captured from sensors and
monitoring systems. This task will be undertaken within the PVWC and Haddon Heights
water distribution systems. Both systems currently use proprietary water quality/hydraulic
models. These models will be used to perform initial simulation studies to assist in locat-
ing three monitoring stations in each distribution system. An EPANET file will be devel-
oped from these data. EPANET (Rossman et al., 1994) is a public sector water
quality/hydraulic water quality model and will be used to provide a common platform
and to facilitate date transfer to other interested water utilities. EPANET is a full-featured
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water quality/hydraulic model that can be used to simulate, pressures, and contaminate
transport in drinking water distribution systems. Note that it is anticipated that an
EPANET model will not be built for the entire distribution system but for the study area
only. An initial tracer calibration study will be conducted during a period when the oper-
ating conditions for the utility can be held relatively constant, most likely early fall when
system operations are relatively stable.

After the utility model has been calibrated and an equivalent EPANET file has been cre-
ated a second calibration run will be conducted under more dynamic operating conditions.
This second run will be used to establish the feed back loops between the modeling predi-
cations and the outputs from the sensor/monitoring systems and will provide an indepen-
dent check of the ability of the monitoring/sensing systems to self calibrate the
quality/hydraulic models on a continuous basis.

Two research areas that will be investigated as spin-offs from this research are as follows:

» Development of techniques to differentiate a real signal above background when dealing
with noisy data

» Development of feedback procedures for integrating sensor data with network modeling
systems in drinking water distribution systems

8.5.3 Information Management

One of the challenges of a continuous, real-time monitoring system is management of the
large amounts of data that are generated. Use of data acquisition software and a central data
management center is critical. This will require that the individual sensor deployed in the
system be equipped with transmitters, modems, direct wire, or some other means to com-
municate with the data acquisition and management system. Furthermore, the data man-
agement system must be capable of performing some level of data analysis and trending in
order to assess whether or not an alarm level has been exceeded. The use of “smart” sys-
tems that evaluate trends and can distinguish between genuine excursions and noise could
minimize the rate of false alarms.

A decision will have to be made regarding the action that is taken when the data man-
agement system detects an excursion above the alarm level. At a minimum, the system
should notify system operators and/or emergency response officials. If possible, redundant
communication should be used (e.g., notifying multiple individuals through multiple routes
such as page and fax). In some cases, it may be appropriate to program the data management
system to take initial response actions, such as closing valves or initiating additional sam-
pling. However, these initial responses should be considered simple precautionary measures,
and human decision officials should make the ultimate decisions regarding response actions.

A major difficulty in designing an EWS is balancing the ability to screen for a wide
range of agents with the ability to positively identify a specific contaminant of concern.
One way to address these conflicting objectives is through the use of tiered monitoring. In
a two-staged monitoring approach, the first stage would utilize screening methods to detect
arange of contaminants that could pose a threat to public health. A positive result from the
screening analysis would trigger confirmatory analysis using more specific and sensitive
techniques, and a positive result from the confirmatory analysis would trigger a response
action. Such a staged approach could use less expensive sensors in the first stage to allow
for greater coverage of the system. More involved and expensive techniques would be used
for confirmatory analysis.

CIMIC will conduct requirement studies utilizing the above-mentioned consortium field
testing sites to compare the specifications of the monitors as provided by the vendors, against
actual field scale performance. Validation will be based on grab sample and other comparative
techniques. A major task in this research effort will be the integration of distribution system
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models, with monitoring and sensing systems. An information system will be developed that
collects the data from various sensors, validates, and stores it in a secure manner, as well as
an “alert” management system that provides the utilities with decision support capabilities.

Sensor Data Management System. CIMIC will design and develop a system to manage
the streaming data being collected in near real-time. Incoming data streams from a network
of distributed sensor sources will supply data comprising of both spatial and temporal
attributes. The sensor readings will form continuous data streams that are either to be
archived or to be processed. The challenge here is to organize the multidimensional data in
a single dimension storage device (such as a hard disk) in such a way that the temporal and
spatial relationships are preserved. In other words, the indexes associated with the data
should consider spatial and temporal indexes (Samet, 1990). Such an organization would
result in efficient processing of queries. Techniques will be developed to couple the sensor
data management system with each utility’s SCADA system.

Security Enforcement. Security enforcement is a major issue in all EWSs and will be
addressed by the consortium in the following manner:

Building a Security Policy Base. Security policies will be established in sharing the
data, as well as the documents among the consortium members and public. For example,
while a specific sensor location and the attribute values collected from it are sensitive, the
aggregate information of the data from all the sensors may be less sensitive. In the same
vein, a document reporting the results of the research can be shared with the public, but a
map depicting the sensor locations is highly sensitive. In other words, parts of the document
may need to be protected. This necessitates the need for fine-grained access control. These
security policies will be established based on the need-to-know requirements and data qual-
ity and integrity objectives.

Development of a Security Module.  The security module will have the following func-
tionalities:

* Authentication. A password based authentication mechanism will be employed for
users to access the sensor data and document databases.

e Access control. A fine-grained access control module, with perhaps role-based access
control, if appropriate, will be implemented to enforce the security policies. The security
model and mechanism will be built on prior work on content-based access control (Adam
et al., 2002). This system will be capable of specifying access control permissions based
on the users’ credentials that can be verified through digital certificates, and based on the
document or part of it.

Secure data transfer. Confidentiality and integrity of 