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CHAPTER ONE

Hydrocyclones
Chris Aldrich
Department of Mining Engineering and Metallurgical Engineering, Western Australian School of Mines,
Curtin University of Technology, Perth, WA, Australia
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GLOSSARY

Cut Size diameter of particle with equal probability to report to the overflow and under-
flow of the cyclone; often a measure of the performance of the classifier.

Fish hook effect the phenomenon where partition curves in hydrocyclones do not have a
sigmoidal shape, but a shape resembling that of a fish hook.

Partition curve a graphical representation of the recovery of each particle size in the hydro-
cyclone underflow in relation to its availability in the feed; also known as a Tromp curve.

Spigot the outlet part or apex at the lower conical end of a hydrocyclone.
Vortex finder a short, removable top mounted overflow pipe in a hydrocyclone that ex-

tends a short distance into the cylindrical body part of the cyclone to prevent short-
circuiting of feed directly into the overflow.

NOMENCLATURE

Symbol Meaning SI Units

a Coefficient representing sharpness of separation e
q Cone angle of hydrocyclone �
m Viscosity of liquid Pa s
rf Density of fluid kg/m3

rs Density of solids kg/m3

A0 Cross-sectional area of particle m2

CD Drag coefficient e
Cv Volumetric concentration of solids in the feed e
Dc Diameter of hydrocyclone cylinder m
Di Diameter of inlet m
Do Diameter of overflow m
Du Diameter of underflow m
d Particle diameter m
d25 Diameter of particle with 25% probability to report to

the underflow of the cyclone
m

d50 Cut size; diameter of particle with equal probability to
report to the overflow and underflow of the
cyclone

m

d50(c) Corrected cut size
d75 Diameter of particle with 75% probability to report to

the underflow of the cyclone
m

Eu Euler number, Eu ¼ 2DP
rv2 e

FC Centrifugal force N
FD Drag force N
Fi Material parameter, i ¼ 1, 2, 3 e
h Distance between vortex finder and apex of cyclone m
I Inefficiency of separation e
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1. BACKGROUND

Hydrocyclones have been in use in industry since the 1940s, although
the first patent can be traced back to the nineteenth century (Bretnai, 1891).
Owing to their simple design, low cost, easy operation, and low maintenance,
they have assumed an important role in the separation of solids and liquids.
Although hydrocyclones are widely used at present, such as in closed circuit
grinding (Casali et al., 1998), desliming (Yalamanchili and Miller, 1995),
liquid clarification (Puprasert et al., 2004), degritting (Murray, 1980), and
thickening operations (Woodfield and Bickert, 2004; Yang et al., 2004),
the phenomena leading to separation are still not fully understood yet.

In a hydrocyclone, a slurry enters through a tangential inlet, giving rise to
a vortex in the stationary body. The particles and fluid are accelerated
centrifugally and separation occurs in the radial direction. Denser materials
migrate to the outer wall of the hydrocyclone chamber, while less dense ma-
terials move toward the inner axis. Flow in the cyclone cylinder is charac-
terized by two vortices that flow in opposite directions. Denser flow tends
to travel along the primary vortex to the underflow and less dense material
travels along the secondary vortex in the opposite direction to the overflow,
as indicated in Figure 1.

dcont'd
Symbol Meaning SI Units

k Constant
L Length of cyclone m
l Length of vortex finder m
P Pressure Pa
Qf Throughput m3/s
R Fraction of liquid in the feed recovered in the

underflow stream
e

Re Reynolds number, Re ¼ rvd
m

e
r Radial position of particle inside hydrocyclone m
Stk50 Stokes number, Stk50 ¼ ðrs�rÞvd2

50
18mDc

e
ur Radial velocity of particle in hydrocyclone m/s
vr Radial velocity of fluid in hydrocyclone m/s
vq Tangential velocity of fluid in hydrocyclone m/s
Vp Volume of particle m3

v Velocity m/s
y Uncorrected efficiency e
y0 Reduced efficiency e

Hydrocyclones 3



According to classical theory, particles in the cyclone are subject to two
opposing forces, i.e., an outwardly acting centrifugal force and an inwardly
acting drag force, as indicated in Figure 2. Particles are separated by the
accelerating centrifugal force based on size, shape, and density, while the
drag force moves slower settling particles to the low pressure zone along
the axis of the cyclone, where they are carried upward through the vortex
finder to the overflow. Figure 2 also shows the equations representing the
classical force balance acting on a spherical particle with diameter d, at a po-
sition r in the cyclone, i.e., at equilibrium, the centrifugal force in the
cyclone is equal to the drag force and the buoyancy forces acting on the par-
ticle, or FC � FB � FD ¼ 0.

Figure 1 Features of a hydrocyclone in operation.

Figure 2 Force balance on a particle in a hydrocyclone.
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2. BASIC DESIGN

2.1 Geometry
Various designs of hydrocyclones have been proposed in order to

exploit the use of inertial and gravitational forces to separate particulate matter
from fluids. The main parameter of a hydrocyclone is its diameter, i.e., the
inside diameter of the cylindrical feed chamber. This diameter can range
from 10 mm to 2.5 m in commercial hydrocyclones, capable of separating
particles of sizes ranging from 1.5 to 300 mm (and densities of approximately
2700 kg/m3). This is followed by the area of the inlet nozzle at the point of
entry into the feed chamber. The inlet nozzle is usually a rectangular orifice,
with the larger dimension parallel to the axis of the cyclone. Typically, the
area of the inlet nozzle is approximately 5% of that of the square of the
diameter of the cyclone.

The primary function of the vortex finder is to control both the sep-
aration and the flow leaving the cyclone. The size of the vortex finder is
approximately 35% of the diameter of the cyclone. The upper cylindrical
section of the cyclone is located between the feed chamber and the
conical section, and it has the same diameter as the feed chamber. It
serves to extend the length of the cyclone in order to increase the reten-
tion time of particles. Its length is typically equal to the cyclone
diameter.

The lower conical section further adds to the retention time of particles
and has an included angle normally between 10� and 20�. The conical section
terminates in the apex orifice and the critical dimension of the orifice is its in-
side diameter at the discharge point. It has to be of sufficient size to permit
solids in the underflow to exit without plugging. The normal minimum
orifice size is typically from 10% to 35% of the cyclone diameter. Finally, a
splash skirt below the apex often helps to contain the underflow slurry.

2.2 Inlet Design
The feed inlet of the cyclone can be circular or rectangular, while the inlet
opening can also vary in size. Different inlet configurations are shown in
Figure 3. Modification of the inlet section of hydrocyclones is seen as a sim-
ple approach to control particle cut size and to improve the classification
performance of hydrocyclones (Nenu and Yoshida, 2009). Modifications
include the use of movable circular guide plates (Yoshida et al., 2006) or
rotational top blades (Norimoto et al., 2004).

Hydrocyclones 5



Likewise, Nenu and Yoshida (2009) have compared one-inlet with two-
inlet cyclones and have concluded that the particle collection efficiency of
the two-inlet cyclone was better than that of the one-inlet cyclone with
the same total flow rate, owing to enhancement of the tangential velocity
profile of the particles in the former. The particle collection efficiency in
the two-inlet cyclone was also found to be marginally better than that in
the one-inlet cyclone under the same pressure drop. Similar results were
observed by other authors for gas cyclones (Lim et al., 2003; Zhao et al.,
2004) and hydrocyclones (Yoshida et al., 2006).

Wet size classification of particulate materials with a hydrocyclone with an
axial inlet was investigated by Yalcin et al. (2003) as an alternative to tangential
inlet cyclones traditionally used in the mineral processing industry. Experi-
mental work was done with copper–nickel mill tailings having a particle
size of 91% passing 300 mm at different inlet pressures, feed pulp densities,
and vortex finder lengths. Higher throughputs, coarser cut sizes in relatively
dilute pulps, and greater flexibility and control over the cyclone separation
process were observed in comparison with tangential inlet cyclones.

2.3 Materials of Construction
The construction of hydrocyclones varies widely, depending on the applica-
tion, but the majority of the designs include metal housings with replaceable
liners. The most common liner material is natural gum rubber, owing to its
comparatively low cost, high resistance to wear, and ease of handling. These
liners are not suitable in conditions where temperatures may exceed approx-
imately 60 �C or in aggressive chemical environments, such as where the
slurry may contain oil or large amounts of other hydrocarbons. Under these
circumstances, other elastomers, such as neoprene may perform better. In
addition, urethane may be used in areas exposed to relatively fine solids.

In the presence of highly abrasive slurries, ceramic materials such as sili-
con carbide can be used for the apex orifice, as well as other areas which may

Figure 3 Feed inlet configurations in hydrocyclones.
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require protection, such as the lower cone or vortex finder (Madge et al.,
2004). Nihard, a nickel-based steel alloy with a martensitic microstructure,
has also proven to be an acceptable wear material, especially for vortex
finders and other areas which require strength as well as abrasion resistance.

3. CHARACTERIZATION OF PERFORMANCE

The practical range of particle sizes that can be classified by hydrocy-
clones is from 40 mm to 400 mm, with some specialized applications sepa-
rating fines in the submicron range (Endres et al., 2012) or as coarse as
1000 mm. Operating pressures range from 50 kPa for large units to 1 MPa
for smaller ones (Cilliers, 2000).

3.1 Partition Curves
The commonest approach to describe the efficiency of a cyclone is through
its partition or performance curve in which the mass fraction of each particle
size in the feed that reports to the underflow is related to the particle size
itself, as indicated in Figure 3. The sharpness of the cut is indicated by the
slope of the central portion of the graph, and the larger this slope (the closer
to the vertical), the more efficient the cyclone.

Correction of the classification curve may be necessary to account for
solids of all sizes that are entrained in the underflow in direct proportion
to the fraction of feed water reporting to the underflow. The corrected
partition curve ðy0Þ can be obtained from the uncorrected curve ðyÞ by using
Eqn (1). In this equation, y is the actual mass fraction of a given particle size
reporting to the underflow, y0 is the corrected mass fraction of a given par-
ticle size reporting to the underflow, and R is the fraction of liquid in the
feed recovered in the underflow stream. This is indicated by the blue (un-
corrected) curve and black (corrected) curve in Figure 4.

y0 ¼ y � R
1 � R

(1)

This efficiency or imperfection ðIÞ can be expressed by using the points
at which 75% and 25% of the feed particles report to the underflow (d75 and
d25, respectively) in addition to the cut size d50, i.e., the particle size having
an equal probability of reporting to the overflow or underflow, as follows:

I ¼ d75 � d25

2d50
(2)

Hydrocyclones 7



The so-called fish hook effect may occur in the partition curve when
progressively higher partition numbers are observed for particle sizes finer
than that at the minimum partition value (Kraipech et al., 2002; Neesse
et al., 2004a).

The effect is more prevalent in smaller hydrocyclones and may be attrib-
uted to turbulent dispersion of the particles. Moreover, under these circum-
stances water recovery may be considerably lower than the lowest observed
partition value and correction of such curves would be meaningless. Fish
hook partition curves can be modelled by summation of a corrected parti-
tion curve (such as represented by Eqn (3)) and the product of an inverted
partition curve and a bypass fraction (Cilliers, 2000).

y0 ¼ eaX � 1
eaX þ ea � 2

(3)

3.2 Factors Affecting the Performance of Hydrocyclones
In general, the following trends or heuristics have been accumulated from
experience. Classification efficiency depends on the cyclone size (diameter)
and geometry, generally decreases with an increase in feed solids concentra-
tion and increase in viscosity. Efficiency is increased by limiting water to the
underflow.

Figure 4 Typical reduced efficiency curve for a hydrocyclone showing recovery as a
function of normalized particle size.
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Asomah and Napier-Munn (1997) have found that angles of inclination
exceeding 45� with the vertical axis of the hydrocyclone can play a signifi-
cant role in its operation.

The effects of cyclone geometry (summarized in Table 2) and opera-
tional variables on the throughput, cut size, and sharpness of classification
in hydrocyclones are summarized in Table 1, with “þ” indicating an in-
crease and “–” indicating a decrease in the performance criterion with an in-
crease in the factor (Table 2).

4. HYDROCYCLONE MODELS

A large variety of hydrocyclone models have been proposed to
estimate separation efficiencies of solid particles and pressure drops in these
devices. These include empirical models encapsulating experimental data by
use of fitted formulae or equations, as well as semiempirical models based on
equilibrium orbit theory, residence time, and turbulent flow theory.

4.1 Fundamental and Empirical Models
These models are typically based on heuristics or some theoretical descrip-
tion of the phenomena in a hydrocyclone, as follows.

Table 1 Effect of cyclone design and operating variables on performance
Cyclone Di/Dc Do/Dc L/Dc l/Dc q

Bradley 0.133e0.143 0.200 6.850 0.333 9�
Krebs 0.267 0.159 5.874 - 12.7�
Rietema 0.280 0.340 5 0.400 15e20�

Table 2 Geometric proportions of hydrocyclones (Castilho and Medronho, 2000,
Silva et al. (2012))

Factor Throughput (Q) Cut size (d50)
Sharpness of
classification

Cyclone diameter þ þ þ
Feed inlet þ e e
Vortex finder diameter þ þ þ
Spigot diameter þ e e
Cone angle N/A þ þ
Volumetric feed solids

concentration
þ þ e

Pressure drop þ e þ Or -
Free vortex height þ þ þ

Hydrocyclones 9



4.1.1 Equilibrium Orbit Theory
According to the equilibriumorbit theory (Bradley and Pulling, 1959), first pro-
posed by Driessen (1951), a particle attains an equilibrium radial position in the
cyclone, where its terminal settling velocity is equal to the radial velocity of the
liquid (Coelho and Medronho, 2001). At this point, the centrifugal force on
the particle is equal to the drag force in the opposite direction. If the liquid
at that point flows inward towards the central axis of the hydrocyclone, the
particles will move with the liquid to the overflow, and conversely, if the liquid
flows outward, away from the central axis of the hydrocyclone, the particles
will move to the wall and become separated through the underflow.

Conditions defining an equilibrium orbit can be defined as follows:

FD ¼ 1
2

CDðvr� urÞ2rf A0 (4)

Here, FD is the drag force experienced by the particle, CD is the drag
coefficient, vr is the radial velocity of the fluid, ur is the radial velocity of
the particle, rf is the density of the fluid, and A0 is the cross-sectional
area of the particle.

FC ¼ v2
q

r
Vp

�
rs� rf

�
(5)

The centrifugal force FC is represented by Eqn (5) as a function of the
tangential component of the particle velocity vector, vq, the volume of
the particle, Vp, and the difference between the fluid ðrf Þ and particle den-
sities ðrsÞ. When the drag force and the centrifugal forces are equal, the par-
ticle finds itself in an equilibrium orbit.

4.1.2 Crowding Theory
Crowding theory (Bloor et al., 1980; White, 1991) is based on the observation
that at higher feed concentrations, separation size is chiefly determined by the
discharge capacity of the spigot and the feed size distribution (e.g., Slechta and
Firth, 1984). Theoretically, any cut size within the feed size distribution can be
obtained by controlling the outlet dimensions of the hydrocyclone.

4.1.3 Residence Time Theory
Residence time theory models (Rietema, 1961; Dwari et al., 2004) are not
concerned with particular flow phenomena, other than that a particle can be
considered separated, if it can traverse the distance to the cyclone wall region
within the residence time of the particle in the hydrocyclone.

10 Chris Aldrich



4.1.4 Turbulent Two-Phase Flow
In turbulent two-phase models (Neesse et al., 2004a), separation arises
owing to the turbulent cross flow moving perpendicular to the direction
of the force field.

4.1.5 Empirical Modelling
Empirical models are not based on any specific theory of hydrocyclone
operation and are derived by fitting models to experimental data. A vari-
ety of these were constructed in the previous century to predict the
performance of industrial equipment, e.g., Shepherd and Lapple, (1939),
Lapple, (1951), Leith and Licht (1972). More recently, models have
been proposed by among other Nageswararo et al. (2004) and Kraipech
et al. (2006).

One of the most widely used empirical models for hydrocyclones is that
of Plitt (1976) and Lynch and Rao (1975). In the Plitt model, which has also
been incorporated in a number of commercial steady simulation packages
(Cilliers and Hinde, 1991), such as DYNAFRAG (Flament et al., 1993),
the corrected cut size in micron is expressed as

d50ðcÞ ¼
F139:7D0:46

c D0:6
i D1:21

o m0:5exp
�
0:063Cv

�

D0:71
u h0:38Q0:45

f

�
rs�1
1:6

�k (6)

In this model, Dc, Di, Do, and Du represent the inside diameters in cm of
the hydrocyclone, inlet, vortex finder, and apex, respectively, Cv is the
volumetric concentration of the solids in the feed, m is the liquid viscosity
(cP), rs is the density of the solids (g/cm3), F1 is a material specific constant
that needs to be determined from tests with the feed material, Qf is the feed
low rate (L/min), h is the distance between the vortex finder and the apex
(cm), and k is a hydrodynamic exponent that needs to be estimated exper-
imentally (default value of k ¼ 0:5 for laminar flow conditions).

Likewise, the volumetric flow rate of the slurry to the hydrocyclone can
be expressed by

Qf ¼
F2P0:56D0:21

c D0:53
i h0:16

�
D2

u þ D2
o

�0:49

expð0:0031CvÞ (7)

Here, like F1, F2 is a material-specific constant that needs to be deter-
mined from tests with the feed material and P is the pressure drop across
the cyclone (kPa). Similar equations for the efficiency of the hydrocyclone,
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as well as the water split between the underflow and overflow are reported by
Plitt (1976).

Implicit models based on artificial neural networks (Stange, 1993; Van
der Walt et al., 1993) and genofuzzy systems (Karr et al., 2000) have been
proposed more recently with the growing use of machine-learning algo-
rithms in process engineering. These models are theoretically more powerful
than explicit equations, but are also more complex to use and have not
found general acceptance in industry yet.

4.2 Numerical Models
With advances in computer hardware and software, numerical modelling of
hydrocyclones is becoming more popular (Chen et al., 2000; Brennan,
2006; Delgadillo and Rajamani, 2007). Numerical methods are used to pre-
dict the multiphase flow fields in cyclones by solution of the basic equations
governing flow, including the effects of turbulence and liquid–solid interac-
tions. Numerical models can be categorized according to their characteris-
tics, i.e., as two-dimensional or three-dimensional models, or as Eulerian
(Dueck et al., 2000) or Lagrangian models. In the latter, the observer follows
an individual fluid element moving through space and time, while in the
former, the focus is one specific location in space through which fluid flows
as time passes. In the Eulerian approach, or mixture model, the particle
phases are treated as a pseudo-continuum and the transport equations for
phase concentrations and phase momentum are solved. State-of-the-art
approaches currently tend to focus on three-dimensional Lagrangian models
(Dyakowski et al., 1999; Nowakowski et al., 2004; Schuetz et al., 2004).

Although the particle and fluid equations can be treated independently
in dilute slurries, this is not the case as the particle size concentrations in-
crease, since this affects the density of the mixtures as well as their effective
viscosities (Pericleous and Rhodes, 1986).

The air core in the cyclone is treated similar to the particles. Density dif-
ferences between the air and the liquid give rise to centrifugal forces acting
on the air, which leads to a slip velocity of the particles, directed toward the
axis of the cyclone. Over time, air accumulates along the cyclone axis to
form the air core.

4.2.1 Modelling Turbulence
Fluid motion is usually represented by steady state, incompressible Navier–
Stokes flow and continuity equations. Turbulence is represented by the
effective pulp viscosity, which is variant under local flow conditions. These

12 Chris Aldrich



include simple mixing length models (Pericleous and Rhodes, 1986) or
higher order turbulence models, such as the k-ε model, requiring equations
to be solved for the kinetic energy (k), as well as the dissipation rate of the
energy (ε). The standard k–ε model may not be able to account for the high
degree of swirl found in hydrocyclones. As a result of this, more advanced
representations of turbulence phenomena have been developed over the
last couple of decades.

The three main approaches to the modelling of turbulence are RANS
model, LES model, and DNS model. RANS is the oldest approach to model
turbulence in cyclones, and in unsteady RANS, an ensemble averaged rep-
resentation of the governing equations, including transient terms, are solved
(Utikar et al., 2010). Turbulence closure can be accomplished by use of the
so-called Boussinesq hypothesis. This involves the use of an algebraic equa-
tion for the Reynolds stresses or by solving the transport equations for the
Reynolds stresses. Early examples of the use of RANS models are those
of Hsieh (1988) and Hsieh and Rajamani (1988) that solved the Reynolds
averaged Navier–Stokes (RANS) equations to simulate single phase flow
through a hydrocyclone. These results could be compared with the velocity
measurements obtained from a 75 mm diameter hydrocyclone.

In the LES approach, larger carrying eddies are simulated and smaller
eddies are filtered and modelled by means of a sub-grid scale model. DNS
models are very expensive, since fully resolved Navier–Stokes equations
are solved and all relevant scales of turbulent motion are simulated. As a
consequence, these models are not yet practical for solving large-scale indus-
trial problems. Although LES models are more costly than unsteady RANS
models, they can be used for modelling the performance of full-scale equip-
ment. For example, Delgadillo and Rajamani (2005) have compared the
renormalized group k–ε model, the Reynolds stress model and LES model
to predict the dimensions of the air core and velocity profiles in a cyclone.
The LES model was better able to predict the experimental data.

Several other examples of the use of RANS and LES models to study the
impact of various geometrical and operational variables on the performance
of hydrocyclones can be found in the literature (Cullivan et al., 2004; Now-
akowski et al., 2004; Schuetz et al., 2004; Mangadoddy et al., 2005).

4.2.2 Model Validation
Earlier studies were conducted with pitot tubes (Yoshioka and Hotta, 1955)
and kinematic photography (Knowles et al., 1973). Later on, Das and Miller
(1996) have used X-ray tomography to analyse the swirl flow characteristics
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in an air-sparged hydrocyclone flotation system. Apart from gaining crucial
insights into flow phenomena in hydrocyclones, experimental studies are
increasingly used in conjunction with numerical modelling for this purpose.

The data required to validate numerical models can be obtained through
use of among other, particle image velocimetry (PIV) and laser Doppler
velocimetry (LDV) (Lim et al., 2010; Marins et al., 2010). With PIV photo-
graphic frames containing a number of particles are cross-correlated. In phase
Doppler anemometry, the velocity distribution and size of particles are
acquired by detecting laser light scattered by the particle at two angles
(e.g., Monredon et al., 1992; Fisher and Flack, 2002; Marins et al., 2010).

Another efficient method of measuring flow processes in hydrocyclones is
by use of radioisotope tracers. Stegowski and Leclerc (2002) have used 64Cu
with a half-life of 12.7 h to investigate the classification of copper ore slurries.

Methods such as PIV and LDV track the average velocity distributions of
particles, as opposed to Lagrangian tracking, where individual particles of a
dispersed phase can be tracked in space and time. By examining the particle
trajectory, it can be seen how a particle interacts with the flow around it under
the specific conditions and any local instabilities can be observed in detail.

Similarly, Bamrungsri et al. (2008) have used a high-speed camera to
record the motion of a dyed oil drop in water in a hydrocyclone. Wang
et al. (2008) have also used a high-speed camera to record the motion of a
vegetable seed with density of 1140 kg/m3 in a water hydrocyclone. Two-
dimensional trajectories could be plotted by recording the positions in consec-
utive frames. The two-dimensional particle paths obtained by Wang et al.
(2008) show that local or instantaneous instabilities in the flow field can
have a major effect on the particle trajectories, and hence on the separation
performance of the hydrocyclone. These insights cannot be gained from
studies of average velocity distributions. Although an additional camera can
be set up in an orthogonal direction to obtain three-dimensional trajectories
of particles, the spatial resolution can become an issue.

Lagrangian tracking also includes the use of positron emission particle
tracking (PEPT), which is a more recent development in process engineering.
PEPT is closely related to the medical method referred to as positron emission
tomography (PET). The difference is that while PET is based on detection of
spatially distributed radioactive sources (positron emitters) and image recon-
struction, and therefore provides the time-dependent concentrations of radio-
actively labelled substances, PEPT locates a point-like positron emitter by
cross-triangulation. The spatiotemporal resolution of PEPT is considerably
higher than that for PET. For example, Chang et al. (2011) have studied
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the flow of a particle through a hydrocyclone by means of positron emission
particle tracking (PEPT) using 18F as radioactive tracer and could track the
particle in the cyclone with an accuracy of 0.2 mm/ms.

5. SCALE-UP AND DESIGN

5.1 Scale-up
Preliminary selection of hydrocyclones is usually done from manufac-

turers’ charts. These charts show regions of operation for each cyclone as a
function of the inlet pressure and volumetric flow rate. For more in-depth
analysis, the operation of hydrocyclones can be captured by three-
dimensionless groups, namely the Stokes, Euler, and Reynolds numbers, as
indicated in Eqns (8)–(10). In these equations, the velocity v is the mean axial
velocity in the body of the hydrocyclone, i.e., the ratio of the volumetric
flow to the cross-sectional area of the cylindrical section of the cyclone body.

Stk50 ¼
�
rs� r

�
vd2

50

18mDc
(8)

Eu ¼ DP
rv2=2

(9)

Re ¼ rvDC

m
(10)

Svarovsky (1984) has shown that the product of the Stokes and Euler
numbers is approximately constant for geometrically similar hydrocyclones,
and as such these equations can serve as a basis for the scale-up and design of
hydrocyclones in process circuits.

Broadly speaking, there are essentially three major families of geometri-
cally similar hydrocyclones, viz. the so-called Rietema (1961) and Bradley
(1965) hydrocyclones. The geometric proportions of these families of cy-
clones are indicated in Table 1. The range of sizes of hydrocyclones in in-
dustry is comparatively limited, but each cyclone can be operated at
different opening sizes for the inlet, underflow, and overflow by means of
interchangeable parts (Castilho and Medronho, 2000).

Dc, Di, and Do are the diameters of the cyclone, the feed inlet, and the
overflow, respectively, L and l are the total length of the cyclone and the
length of the vortex finder, respectively, and q is the angle of the hydrocy-
clone cone.
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5.2 Hydrocyclone Networks
Satisfactory separation can be achieved in many conventional solid–solid
separation systems by means of a single pass through a hydrocyclone. How-
ever, under extreme conditions, such as dealing with low density differen-
tials, fine particles, friable particulates, etc., multiple stages of cyclones
may be required. The use of multiple stages of hydrocyclones is also neces-
sary where multiple products are required, such as when the dispersed phase
is separated into size or density fractions, or when cyclones are used for
dewatering in co- or countercurrent washing operations (Williams et al.,
1994). Likewise, multiple stages of hydrocyclones are used to improve the
efficiency of separation in closed circuit grinding, for example (Heiskanen,
1993). The same equations comprising dimensionless numbers that are
used for scale-up can also be used for basic analysis with regard to the design
of hydrocyclone networks or clusters.

6. MONITORING AND CONTROL OF HYDROCYCLONES

6.1 Control
To date, the control of hydrocyclones has not enjoyed the same atten-

tion as the control of other pieces of processing equipment, in part owing to
their simple design and robust operation. Nonetheless, this seems to be
changing with the realization that significant gains in plant efficiencies can
be realized by better operation of hydrocyclones in process circuits. For
example, an important part of control of hydrocyclones is stabilization of
the slurry density in the overflow or cut point for feeds with varying solids
concentrations and particle size distributions (Neesse et al., 2004b; Hodouin,
2011). Regulation of the volume split has been restricted to single large cy-
clones fitted with adjustable nozzles. This is not feasible with batteries of
smaller cyclones.

6.2 Soft Sensors
Soft sensors are inferential models using other variables correlated to the var-
iable of interest to estimate the value of the latter. In hydrocyclones,
nonlinear autoregressive models with exogenous variables (ARX) (Casali
et al., 1998), error projection (Sbarbaro et al., 2008), recursive least squares
(Du et al., 1997), and artificial neural networks and support vector machines
(Sun et al., 2008) have been used to estimate the particle size in the overflow
of hydrocyclones in closed grinding circuits.

16 Chris Aldrich



6.3 Online Monitoring of Hydrocyclones
Over the last 20 years, several approaches have been proposed for the online
monitoring of hydrocyclone behaviour or characteristics, as summarized in
Table 3. Although some of these approaches have been commercialized, on-
line monitoring of hydrocyclones has not yet been incorporated into process
control loops to a large extent and online monitoring technology can there-
fore not be considered as a mature technology yet. Table 3 gives a summary of
online monitoring methods proposed over the last two decades.

6.4 Example of Underflow Monitoring
An example of underflow monitoring of hydrocyclones as discussed by Janse
van Vuuren et al. (2011) can be considered briefly here. In this approach, a
video camera is used to monitor the spray profile of a hydrocyclone

Table 3 Online monitoring of hydrocyclones
Method Measured element References

Mechanical plate Underflow spray angle Hulbert (1993)
Load cell gravimetry Mass of solids in

hydrocyclone
Neesse et al. (2004c)

X-ray tomography Internal distribution of
solids

Galvin and Smitham (1994)

Electrical impedance
tomography

Internal distribution of
solids; air core size and
shape

Williams et al. (1997),
Gutiérrez et al. (2000)

Electrical resistance
tomography

Internal concentration
of solids; location, size
and shape of air core

Williams et al. (1992),
Williams et al. (1995)
Williams et al. (1999),
West et al. (2000)

Acoustic monitoring Feed pressure, feed
solids concentration;
underflow discharge
oscillation

Hou et al. (1998, 2002),
Neesse et al. (2004c)

Ultrasound Underflow discharge
oscillation

Olson and Waterman
(2006)

Laser optical Underflow discharge
profile

Neesse et al. (2004c)

Videography Underflow discharge
spray angle

Petersen et al. (1996), Van
Deventer et al. (2003),
Janse van Vuuren et al.
(2011)

Overflow Pressure Air core diameter Krishna et al. (2010)
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dynamically. Images of the underflow are first enhanced to determine the
outline of the flow as best as possible, as shown in Figure 5. This entails
removal of the noise in the image on the left in the figure, to finally yield
the image on the right.

The width of this spray profile is subsequently measured at a fixed point
below the spigot, as a proxy for the angle of the spray profile as indicated in
Figure 6). Measurements at different points on the profile can also be ob-
tained for more robust analysis (Petersen et al., 1996).

This information is analysed dynamically from a sequence of images and
the underflow widths can then be mapped to a process chart, as shown in
Figure 7. On this chart, normal operating conditions are indicated by a re-
gion delineated by a 99% confidence limit (the confidence level is adjust-
able). Image data are continuously mapped to this chart and the operator

Figure 5 Preprocessing of an image of the underflow of a hydrocyclone. From Janse
van Vuuren et al. (2011); with permission from Elsevier.

Figure 6 Measurement of the spray profile width from a denoised image of the under-
flow of a hydrocyclone. From Janse van Vuuren et al. (2011); with permission from Elsevier.
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can then detect problems as before arise (typically overloading of the cyclone
leading to roping), since the transition from the normal operating region to
abnormal behaviour may be preceded by instability.

7. FUTURE DEVELOPMENTS

The application of hydrocyclones as separation devices is exceedingly
diverse, and one of the recent trends is the development of hydrocyclones
for the classification of fine particles. However, classification inefficiencies,
such as their large bypass, represent a major hurdle that will have to be
surmounted before they could be competitive with other devices in this re-
gard. Even so, the potential of very small diameter hydrocyclones in the

Figure 7 Mapping of image data to a process chart form predictive monitoring of the
behaviour of the hydrocyclones.
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classification of submicron size particles would be large, if these problems can
be solved (Cilliers, 2000).

As indicated in this chapter, the online monitoring of hydrocyclones has
attracted considerable attention in recent years. These systems could for the
basis for advanced control of hydrocyclone operations, which could translate
into significant benefits to plant operations associated with a wide range of
products.

Finally, numerical modelling of hydrocyclones continues to advance
strongly on the back of concomitant improvements in computer technol-
ogy, software, and increasing insight into flow processes in hydrocyclones.
This will lead to improvement in hydrocyclone design and will extend their
range and flexibility even further.
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GLOSSARY

CFF Crossflow filtration
CIP Cleaning in place
COD Chemical oxygen demand
DF Dynamic filtration
MF Microfiltration
MSD Multishaft disks
NF Nanofiltration
RDM Rotating disk module
RO Reverse osmosis
SBM Spinning basket module
TMP Transmembrane pressure
UF Ultrafiltration
VMBR Vibrating membrane bioreactor
VRR Volume reduction ratio

Symbols
d Vibration amplitude, m
Es Specific energy consumed per m3 of permeate, kWh/m3

F Vibration frequency, Hz
J Permeate flux, 1/L/h/m2

p Pressure, bar, Pa
r Local radius, m
R Disk radius, m
g Shear rate, s�1

m Dynamic viscosity, Pa s
n Kinematic viscosity, m2/s
r Density, kg/m3

u Angular velocity, rad/s

1. INTRODUCTION

The aim of this chapter is to present a relatively recent technique
which permits to increase the performance of membrane filtration as
compared to classical techniques known as crossflow filtration in which
the fluid circulates along a fixed membrane. This new technique, called
dynamic filtration, took its origin after 1990 in the United States with the

28 Luhui Ding et al.



VSEP vibrating system of New Logic in California, the SpinTek module
with rotating membranes in Huntington Ca, and the DMF rotating disk sys-
tem of Pall Corp, Mass. Several German companies Bokela, Novoflow,
Novoflow, and Canzler built systems with rotating disks and rotating mem-
branes after 2000.

1.1 Differences between Dynamic and Crossflow Filtration
In crossflow filtration (CFF), the fluid to be treated is circulated by a pump
along a flat, a spiral wound, a tubular, or a hollow fibre module and the
permeate, containing water and small solutes is collected by filtration across
the membrane. This process necessitates applying to the feed a pressure
higher than that of permeate, together with a tangential fluid velocity high
enough to reduce solute accumulation on the membrane which may cause
fouling. But a large tangential velocity will induce a large pressure drop along
the membrane, reducing the transmembrane pressure (TMP) in the down-
stream part of the module and decreasing the average permeate flux.

In dynamic or shear-enhanced filtration (DF), the shear rate at the mem-
brane is created by a moving part such as a disk or a rotor (Lee et al., 1995;
Mantari et al., 2006) rotating near fixed membranes or by membranes
rotating around a shaft in a housing (Kroner et al., 1988) or by azimuthal
vibrations of circular membranes stacked around a vertical axis (VSEP,
New Logic, Vane et al., 1999) or by longitudinal vibrations of hollow fibres
(Beier et al., 2006).

1.2 Advantages and Limitations of Dynamic and Crossflow
Filtrations

1.2.1 Dynamic Filtration
The first advantage is that, by using high rotation speeds and large radius
membranes, it is possible to generate very high shear rates at the membrane,
up to over 3$105/s (Ding et al., 2002) which can increase the permeate flux
by a large factor as compared to CFF, by reducing concentration polarization
and membrane fouling. These high shear rates also increase solute transmis-
sion through a microfiltration (MF) membrane by reducing cake formation.
Since the transfer of small solutes such as ions and molecules through nano-
filtration (NF) or reverse osmosis (RO) membranes is mainly diffusive, this
transfer is reduced because solute concentration at membranes has been
lowered at high shear rates. This leads to a higher rejection rate by the mem-
brane which is the goal of wastewater treatment by NF or RO (Frappart
et al., 2006). So an NF membrane in DF may have almost the same rejection
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as an RO membrane in CFF, but with a higher permeate flux. Moreover,
the permeate flux keeps increasing with TMP until higher pressures at
high shear rates since the pressure-limited regime is extended, due to
decreased concentration polarization.

Another advantage is that the feed flow needs only to be slightly larger
than the permeate flow rate in DF since the membrane shear rate is
produced independently from the fluid velocity and the power of feed
pumps is lower than in CFF. Rotating membranes or disks consume energy
at high speeds, but this is offset by the energy gain on pumps, and one has a
choice between using high rotation speeds to produce high permeate fluxes
or moderate speeds yielding fluxes similar to those in CFF, but with a large
reduction in specific energy consumed per unit volume of permeate.

A third advantage is that DF modules can produce retentates with high
dry solutes concentrations of at least 70%, since the fluid velocity near the
membrane is small, reducing the pressure drop and energy losses due to
viscosity. In multicompartment rotating disk modules such as the SpinTek
and the Dyno filter, the retentate keeps increasing since compartments are
connected in series avoiding the need for recirculating the fluid though
the module.

The drawbacks of DF modules are their high cost and complexity,
especially when disks rotate between fixed membranes forming separate
compartments. Systems such as the KMPT with ceramic membrane disks
rotating around parallel shafts inside a housing are simpler to build and to
service than those with separate compartments, but require very precise
balancing of the disks to avoid internal vibrations and wear. Another draw-
back may be the limited membrane area of some modules less than 25 m2,
but at least three of them, the Optifilter CR, the Rotostream, and the VSEP
are available with about 150 m2 of membrane.

1.2.2 Crossflow Filtration
The advantages of CFF are the moderate cost of filtration modules,
especially in the case of spiral wound modules and the wide choice of
membranes and modules configurations. Their maintenance is also less com-
plex and expensive than that of DF modules and they are better suited for
treating very large volumes of fluid. Their drawbacks are that their permeate
fluxes are limited when treating viscous and highly charged fluids and for
reaching high solid concentrations, of above 50% of dry solids. They also
require big and powerful pumps for producing high fluid velocities in large
modules.
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In fact, there are situations when CFF and DF systems can be comple-
mentary, when treating large volumes, while producing a highly concen-
trated retentate, which is often the case of waste water treatment. The
first step of the process, requiring large membrane areas must use CFF
modules, like spiral wound ones, while in the final concentration step, the
retentate of CFF modules could be further concentrated by DF modules,
such as VSEP, capable of handling high solid concentrations.

2. REVIEW OF INDUSTRIAL DYNAMIC FILTRATION
MODULES

2.1 VSEP Vibrating Systems
An original concept, known as vibratory shear-enhanced process

(VSEP), was invented in 1987. The VSEP uses azimuthal vibrations of
membrane to create high shear rate, aiming to control concentration polar-
ization and prevent membrane fouling. The high shear rate at the membrane
is produced by the inertia of the retentate which moves out of phase with
the membrane and varies sinusoidally with time. The use of resonance
permits to minimize the power necessary to produce the vibrations, which
is only 9 kW, even for large units of 150 m2 membrane area (Johnson,
2008). The filter pack may, depending on the model, contain one or
more membranes (Figure 1). The Series LP is primarily used for testing

Figure 1 Commercial VSEP modules from New Logic Research, Inc. Pictures taken from
http://www.vsep.com/index.html.
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purposes; however, with flow rates up to 270/Lh, and the Series LP can also
be used in small-scale production processes. The most widely used VSEP is
the Series i84. With up to 140 m2 of membrane area in each filter pack, the
i84 is the ideal module size to process larger flow rates.

2.2 Multicompartments Systems with Rotating Disks
or Rotors between Fixed Membranes

2.2.1 The DYNO Filter, BOKELA
The operation of the DYNO Filter is based on the principle of stirred-cell
filtration. The DYNO filter consists of several disk-shaped filter modules
that are arranged in series and form a completely closed hermetical chamber
system. The slurry flows meander-like from one chamber to the next one
and becomes accordingly more concentrated since filtrate is discharged
from each chamber. After the last chamber, the concentrate (retentate) is
extracted with an automated drain valve. The module structure and indus-
trial equipments of DYNO Filter are shown in Figure 2.

Figure 2 Module structure and industrial equipments of DYNO Filter, BOKELA. Pictures
taken from http://www.bokela.de/de/technologien/cross-flow-filtration.html.
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2.2.2 The Optifilter CR, Metso Paper
The OptiFilter CR is made of flat membranes fastened on both sides of filter
cassettes. They are stacked on top of each other. Between each cassette there
is a rotor which creates turbulence in order to enhance the filtrate capacity
and reduce the fouling effect. Its module structure and industrial equipments
are shown in Figure 3. The OptiFilter CR is an advanced device based on
fine physical separation and the Cross-rotational technique makes it superior
for treating water effluents in the pulp and paper industry. Combining Opti-
Filter CR with other membrane technologies makes water-recycle possible
in paper industry.

2.2.3 The FMX System, BKT
The FMX is a new antifouling membrane system based on the simple, yet
innovative concept of using vortices to prevent fouling of the membrane
for high density, high viscosity, and high solid applications. It has a stack
structure similar to the OptiFilter CR, but the rotors are replaced by vortex
generators (Figure 4). FMX can be used for wastewater treatment, separation
and dewatering in manufacturing processes, and recovery (reuse, recycle) ap-
plications in various industries.

2.3 Rotating Membrane Systems
2.3.1 Rotary Membrane System, SpinTek
This compact, high shear ultrafilter with rotating membrane disks generates
high shear rates that are orders of magnitude greater than conventional UF

Figure 3 Module structure and industrial equipments of OptiFilter CR, Metso paper.
Pictures taken from http://www.metso.com/MP/marketing/Vault2MP.nsf/BYWID/
WID-030410-2256C-2060A
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systems, prevent fouling and provide high, very stable permeate fluxes. This
system is now available from SpinTek for filtration and fractionation of high
fouling and viscous feed solutions. Successful operation has been performed
in >90% recovery of protein from cheese whey, submicron filtration of lube
oil, nonsettable solids concentration above 6.4 Pa/s and fine chemical
dewatering to above 40% solids. The newest generation product can use
polymeric membranes, or ceramic or metallic membranes in various pore
sizes and can also be configured to utilize any commercially available flat-
sheet polymer membrane. Figure 5 shows a SpinTek industrial module
and its associated equipments.

2.3.2 Single-Shaft Disk Filter (SSDF), Novoflow
Dynamic crossflow filtration systems with rotating filter disks are assembled
today in multishaft or single-shaft design. In a multishaft module two or
more filter stacks with overlapping sectors are rotated or counter rotated,
thus creating high shear forces between overlapping disks. In Novoflow’s
single-shaft disk filter (SSDF) module only one filter stack is rotated on its
centre shaft, as shown as Figure 6. Novoflow builds all larger plants in vertical
design for reduced foot print and larger filter areas per module. Novoflow’s
membrane disk technology enables selection of the optimal membrane,
drainage, and support material. So filter disks can be optimized for specific ap-
plications. Test series with different membrane materials become feasible at
reasonable prices for small lots. Novoflow’s composite filter disks with
NewSeal technology are applied for liquid as well as air filtration and gassing.

Figure 4 Module structure and industrial equipment of FMX system,BKT. Pictures taken
from http://www.bkt21.com/membrane-and-filtration/anti-fouling-membrane/.
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Figure 6 Novoflow filter modules, left: 1 � 1 m2; right: 4 � 10 m2. Pictures taken from
http://www.novoflow.com/PDF-Filter/SSDF-Filter/ssdf-filter.html

Figure 5 Module structure and industrial equipments of Rotary Membrane System,
SpinTek (Speedy T andST-II). Pictures taken from http://www.spintek.com

Dynamic Filtration with Rotating Disks, and Rotating or Vibrating Membranes 35



2.4 Other Developing Dynamic Filtration Modules
Although an industrial multishaft disk (MSD) module, equipped with
31.2 cm diameter ceramic membranes rotating on eight parallel shafts
located on a cylinder, has been reported by Jaffrin (2008) (Figure 7, left),
its commercial module information still cannot be found in web site of
GEA Westfalia Separator group. Ding et al. (2006) investigated an MSD pi-
lot with two parallel hollow shafts rotating at same speed (Figure 7, right),
and the ceramic membrane disks from each shaft overlap each over for
15.5% of their surface. He et al. (2007) found that the effect of shear rate
increment due to membrane overlapping on permeate flux, could be
completely offset by the high concentration increase between two adjacent
and overlapping membranes. This pilot was later modified by replacing the
ceramic disks on one shaft by metal disks with vanes, and it avoids local over
concentration between overlapping membranes, thus increasing permeate
flux and saving energy at high rotating speed. Since metal disks are cheaper
than ceramic ones, the cost of such systems may be less, for the same output,
than for original MSD systems (Jaffrin, 2008; He et al., 2007). Tu and Ding
(2010) also employed polymeric membranes to replace ceramic ones, and
found that overlapping disks were more efficient to remove cake fouling
on polymeric membranes, but their energy consumption were higher.

Figure 7 Industrial MSD module (Westfalia Separator) with eight parallel shafts and
31.2 cm ceramic disks (left); Laboratory MSD pilot in UTC (right).
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Compared with SSDF, although the MSD module is more compact, its
advantage is marginal in terms of permeate flux, energy, and maintenance
cost. That may be the reason why the MSD is not yet commercialized.

A research group in Jadavpur University, India, directed by Bhattachar-
jee, has done much work about dynamic shear-enhanced membrane filtra-
tion. They have designed and developed a rotating disk module (RDM)
(Sarkar et al., 2011) and a spinning basket module (SBM) (Sarkar et al.,
2012), as illustrated in Figure 8. Their RDM is equipped with two motors
with speed-controllers to provide independent rotation of the stirrer and
membrane disk. The module can rotate the membrane and the stirrer in
opposite direction to provide maximum shear near the membrane (Sarkar
et al., 2011). However, their rotating speed was less than 300 rpm for the
stirrer and less than 100 rpm for the membrane, which is too low for indus-
trial application. They also installed stationary vanes near membrane surface
to increase the shear rate, and found that 45� blade angle vanes having holes
on the blade surface produce a maximum permeate flux (Sen et al., 2010).
On the other hand, their SBM consists of a hollow basket with four radial
arms (which may be increased in a scaled up module) mounted on a central
hollow shaft, as shown in Figure 8. The whole system was placed in a stain-
less steel cylindrical tank and rotated in the direction of the membrane sur-
face (outward normal to the membranes). When flux reaches its steady state,
the basket is rotated in the reverse direction (in the direction normal to the
impermeable side of the radial arms, Sen et al., 2010). Because of the
counter-rotation-induced pressure difference, the accumulated solute is ex-
pected to be dispersed from the membrane thereby removing cake fouling,
equal to the back flushing operation. However, as expected, due to the high
hydraulic resistance of membrane disk, this new device may not be energy
efficient.

Liu et al. (2012) have designed a new helical rotating membrane module
to enhance turbulence, in order to increase permeate flux and reduce
fouling. The membranes at various helical angles have a length of
300 mm and a width of 30 mm. As shown in Figure 9(a), this rotating filtra-
tion device included a DC motor, a set of gears, a housing with outlet pipe
and a membrane module. The drive gear was mounted on the top of the
housing and the membrane module was at the bottom. By adjusting voltage
of the DC transformer, the rotating speed of membrane module was
controlled at 75–160 rpm. Another rotating flat-sheet membrane system
has been produced by the same group, and the membrane module was
composed of nine identical flat-sheets in a cylindrical tank with an internal
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Figure 8 Schematic diagram of RDM (left) and SBM (right) modules in Bhattacharjee’sgroup. From Sarkar et al. (2011, 2012) with permission
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diameter of 240 mm and a total effective volume of 13 L, and the diameter
of each plate was 160 mm and the effective height and width of each flat-
sheet is 153 and 39 mm, respectively, as shown in Figure 9(b). These two
devices may be promising for MBR (Membrane Bio-Reactor) configura-
tion, and needs further development.

A vibrating submersed hollow fibres system is a new configuration for
shear-enhanced membrane filtration, and may have a great potential in
MBR application. Beier and Jonsson (2009) described a vibrating membrane
bioreactor (VMBR), and as shown in Figure 10, consisting of hollow fibres
placed vertically in a bundle, and connected to a rod moving up and down
due to a “rotation head” fixed to an electric motor. The frequency of the
vibrations could be adjusted between 0 and 30 Hz. Another system was re-
ported by Gomaa et al. (2011). Their membrane module included several
turbulence promoters and oscillated vertically using an adjustable eccentric
driven by a variable speed motor; this arrangement provided a range of oscil-
lation frequencies from 0 to 25 Hz. Bilad et al. (2012) presented a novel
magnetically induced membrane vibration (MMV) for fouling control in
MBR, and the vibration was created by magnetic attraction/repulsion forces
in a “push and pull” mode, and the vibration moves the membrane to the
left and the right through a sinusoidal pattern at frequencies between
0 and 60 Hz. As the vibrating engine is integrated in the membrane module
and magnetically induced, it is expected to undergo less friction, consume
less energy, and have a flexible vibration control.

Figure 9 Schematic diagram of rotating helical and flat membranemodules. From Liu
et al. (2012) and Jiang et al. (2013) with permission
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3. CALCULATIONS OF INTERNAL FLUID DYNAMICS
IN VARIOUS DYNAMIC FILTRATION MODULES

3.1 Membrane Shear Rate and Pressure Distribution
in Rotating Disk Modules with Fixed Membranes

The internal fluid mechanics of such systems has been investigated by
Bouzerar et al. (2000a,b) in a small pilot designed in their laboratory and
denoted as UTC RDM. For laminar flow, for small rotation speeds, a solu-
tion of Navier Stokes equation gave, for the local shear rate as function of
radius r,

g1 ¼ 0:77ðkuÞ1:5rn�0:5 (1)

where u is the disk angular velocity, k a velocity coefficient such that ku is
the angular velocity of the inviscid core between the disk and the mem-
brane. This coefficient was measured to be 0.42 for a smooth disk, but
increased if the disk was equipped with vanes and could exceed 0.82 when

Figure 10 Schematic diagram ofVMBR. From Beier and Jonsson (2009) with permission
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the disk was equipped with 8 radial vanes 6 mm high (Brou et al., 2002). In
turbulent flow, they proposed for the local shear rate on the stationary
membrane, using the Blasius friction coefficient for a flat plate,

gt ¼ 0:0296ðkuÞ1:8r1:6n�0:8 (2a)

while the membrane mean shear rate over its radius R is given by

gtm ¼ 0:0164ðkuÞ1:8R1:6n�0:8 ¼ 0:55gmax (2b)

where gmax is the maximum shear rate at disk rim (r ¼ Rd)
The pressure distribution in the fluid between the disk and the mem-

brane was given by Bernouilli equation as,

p ¼ ð1=2ÞrðkurÞ2 þ p0 (3)

where p0 is the pressure at centre or when the fluid is at rest. Thus the TMP
obtained by integration of Eqn (7) over the disk area is

ptm ¼ pc � 1
�

4rðkuRdÞ2 (4)

where Rd is the disk radius and pc the peripheral pressure, measured at a tap in
the housing. Calculations of the shear rates were also made by Torras et al.
using Fluent software (Torras et al., 2006) who found that shear stresses on the
rotating disk and on the fixed membrane were similar and in good agreement
with those given by Murkes and Carlson (1998) for a rotating disk.

3.2 Membrane Shear Rate in Vibrating Systems
3.2.1 Unsteady Membrane Shear Rate in VSEP Modules
The flow induced by torsional oscillations of two parallel disks as in the
VSEP has been investigated by Rosenblatt (1960). This flow is periodic
and the membrane shear rate, which depends upon time as well as upon
radius r, has been calculated by Al Akoum et al. (2002). The local shear
rate on the membrane is given by

gðr; tÞ ¼ ðr=R2ÞdðpFÞ1:5
n�0:5ðcos u1t� sin u2tÞ (5)

where d is the membrane displacement at radius r, itself proportional to r, R2

is the outer radius, F the oscillations frequency ¼ u1/2p and n is the fluid
kinematic viscosity.

The maximum with time of this shear rate at the disk periphery is given
by,

gmax1 ¼ 20:5d1ðpFÞ1:5
n�0:5 (6)
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where d1 is membrane displacement at periphery. The mean shear rate over
the membrane area is

gm ¼ 23=2
�
R3

2� R3
1

�

3pR2
�
R2

2� R2
1

�gmax1 ¼ 0:330gmax1 (7)

The shear rate in vibrating hollow fibre modules has been calculated by
Beier et al. (2006) as,

g ¼ V0½u2=ð2nÞ�0:5�sin u2t � cos u2t
�

(8)

where u2 is the angular frequency, d2 their displacement amplitude,
V0 ¼ d2u2 is the velocity amplitude of the fibres. Its maximum with time,
when u2t ¼�p/4 or 3p/4 is

gmax2 ¼ 20:5V0d2½u2=ð2nÞ�0:5 (9)

Since pF ¼ u1/2, Eqn (11a) may be rewritten as

gmax1 ¼ 20:5d1ðu1=2Þ1:5
n�0:5 (10)

and the ratio of maximum shear rates for these two systems will be

gmax1
�

gmax2 ¼ ðd1=d2Þðu1=u1Þ1:5 (11)

If the membrane displacements and angular frequencies were the same,
the hollow fibres module would have a larger mean shear rate on the mem-
brane, as it is uniform inside the fibres, while it decreases toward the centre
in the VSEP. But for practical reasons, the vibration amplitude of the fibres is
limited to about 3 mm and fibres vibration frequency to 30 Hz (Beier et al.,
2006) against 2.5–3 cm and 60 Hz for the VSEP giving a ratio gmax1/gmax2

equal to 28. A similar system tested by Genkin et al. (2006) had higher
vibration amplitude (4 cm) but lower frequency of 2 Hz. Thus, in both sys-
tems, the effective shear rate was much lower than in the VSEP.

4. RECENT APPLICATIONS OF DYNAMIC FILTRATION
AND INDUSTRIAL CASE STUDIES

4.1 VSEP Applications
4.1.1 MF and UF Applications
Takata et al. (1999) used a small VSEP L series pilot equipped with a single
100 kDa annular membrane of 30 cm diameter and 500 cm2 area to remove
humic substances present in rivers. The TMP was set to 600 kPa, the
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temperature to 15 �C and the membrane vibration amplitude to 2.5 cm.
Permeate fluxes were high, decaying from 420/L/h/m2 to 300/L/h/m2 af-
ter 25 h of filtration and to 200/L/h/m2 after 95 h and was restored to 300/
L/h/m2 after chemical cleaning. Feed coagulation by poly aluminium chlo-
ride permitted to reject molecules above 30 kDa and increased the flux by
45% after 60 h of filtration.

Low et al. (2004) chose the same VSEP pilot to recycle water from
carbon-loaded wastewater generated in a TV picture tubes plant by MF.
They used Teflon membranes of 0.07 mm pore size at a TMP of 2.4 bar
at a temperature of 28 �C and a vibration amplitude of 2.54 cm. Due to
the low carbon concentration of 0.2% wt (about 2/gL) and the high shear
rate permeate fluxes were very high, decaying from an initial value of
1800/L/h/m2 to 520/L/h/m2 after 5 h of filtration. Other tests performed
with a 1.0 mm pore size gave a lower flux, due to internal fouling by carbon
particles.

Zouboulis and Petala (2009) filtered landfill leachates wastewaters with
the L type VSEP pilot using successively 0.1 mm, 100 and 10 kDa mem-
branes. They confirmed that the VSEP yielded large and stable permeate
fluxes of about 150/L/h/m2 at 100 kDa and 100/L/h/m2 at 10 kDa while
increasing small solutes removal as compared to CFF.

Al Akoum et al. (2002) investigated the internal dynamics of the VSEP L
pilot by measuring the membrane displacement amplitude at rim with vibra-
tion frequency with an accelerometer placed on its housing. They found
that this amplitude rose rapidly from 0.6 cm at 59 Hz to a maximum of
3.0 cm at the resonant frequency of 60.75 Hz. It must be noted that, even
with industrial modules of 60 cm, the maximum displacement is the same
and New Logic recommends not to exceed 2.5 cm to limit maintenance
costs. In MF of yeast suspensions at 20 �C and 30 kPa, the stabilized
permeate flux J in 1/L/h/m2 was found to vary with the mean membrane
shear rate gm as

J ¼ 0:35g0:50
m (12)

While in UF at 50 kDa of bovine albumin solution at 10/gL, 35 �C and
500 kPa, the stabilized permeate flux was higher, but had a similar variation
with gm as

J ¼ 3:95g0:426
m (13)
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The variation of permeate flux in concentration tests without permeate
recycling at T ¼ 10� and 35 �C is shown in Figure 11. These fluxes decayed
with increasing albumin concentration according to the logarithmic law of
Blatt et al. (1970) for concentration polarization until the albumin gel con-
centration of 300/gL corresponding to zero flux.

Jaffrin et al. (2004) compared permeate fluxes obtained by a VSEP L pilot
and a UTC RDM module equipped with the same 0.2 mm nylon mem-
brane in MF of yeast suspension at 3/gL. These fluxes are plotted as a func-
tion of TMP in Figure 12 for the VSEP operated at 60.75 Hz and the RDM
with its disk rotating at 2000 rpm with and without radial vanes. Values of
maximum shear rates at membrane rims, indicated in the figure, ranged from
0.99$105/s for the smooth disk to 3.05$105/s for the disk with vanes, while
the VSEP had a time maximum shear rate of 1.12$105/s. It is interesting to
note that, although the RDM and the VSEP have different internal geom-
etry, the ratio of their maximum fluxes (1.13) is equal to the ratio of their
shear rates which is 13% higher for the VSEP. This indicates that, in DF,
the permeate flux is mainly governed by the shear rate and not by module
geometry. When shear rates decreased during concentration tests with the
same modules, due to viscosity increase, corresponding permeate fluxes
fell on the same line of equation J ¼ 4.3$10�6 g1:459

max with a high R2 corre-
lation coefficient (see Figure 13).

Vane et al. (2002) removed volatile compounds from aqueous solutions
using silicone pervaporation membranes in a 10 m2membrane area VSEP

Figure 11 Variation of permeate flux with bovine albumin concentration in UF
concentration tests using a VSEP pilot. From Al Akoum et al. (2002) with permission
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module CF1010. They noted that the mass transfer was much higher than
with spiral wound modules and they further optimized the performance
by connecting in series 13 packs of three membranes in parallel in order
to avoid a tapering effect of the retentate.

Baker yeast, Q i=30 Lh-1, M embrane PALL dp=0.2 μm, concentration tests
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Figure 13 Variation of permeate fluxes with maximum membrane shear rate during
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4.1.2 NF and RO Applications
The Kay Bailey Hutchinson desalination plant at El Paso produces
19,000 m3 per day of concentrated brackish water. This brackish water
retentate was further concentrated by a VSEP to reduce the disposal cost,
a task which could not be achieved by CFF (Delgado, 2009).

Frappart et al. (2008) treated a model dairy effluent represented by skim
milk diluted to 1/3 concentration using a VSEP pilot and a UTC RDM pilot
equipped with the same Desal Ag RO membrane and a disk with vanes. The
variation of permeate flux with the volume reduction ratio (VRR) during
concentration tests is plotted in Figure 14 in semilog coordinates for three
frequencies, 60, 60.2 and 60.75 Hz for the VSEP and at 1000 and
2000 rpm for the RDM. Fluxes at initial concentration (VRR ¼ 1) were
high (>180/L/h/m2) and almost the same for the VSEP at 60.75 Hz and
the RDM at 2000 rpm were almost the same, although the shear rate was
higher for the RDM, but at higher VRR, the RDM flux exceeded the
VSEP flux by about 15%. The theoretical maximum VRR, was found by
extrapolation to zero flux, to be equal to 12 for both modules. It is interesting
to note that the VSEP gave, at 60.75 Hz, a significantly higher flux than the
RDM at 1000 rpm for all VRR although its maximum shear rate was, at
1.35$105/s only slightly higher than that of RDM (131$105/s). This is prob-
ably due to the effect of vibrations resulting in a periodic variation of shear rate
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0

20

40

60

80

100

120

140

160

180

200

1 10 100
VRR

J 
(L

 h
-1

 m
-2

)

60.75 Hz
60.2 Hz
60 Hz
2000 rpm ; 6 mm vanes
1000 rpm ; 6 mm vanes

TMP = 4000 kPa ; T = 45°C

VRR max = 12

Figure 14 Variation of permeate fluxes in RO of model dairy effluent with a VSEP at
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which contribute to raise the flux. This also confirms the efficiency of the
VSEP for reaching high solid concentrations.

4.2 Applications of Rotating Disks and Rotating Membranes
Modules

4.2.1 MF and UF Applications
One of the first investigations of the rotating disk system (Pall Corp) was car-
ried out by Lee et al. (1995) who utilized a small pilot with a 15 cm diameter
disk rotating above a circular flat membrane of 137 cm2 area and 0.65 mm
pores, for MF of yeast suspensions. The shear rate at membrane tip was
calculated to be 120,000/s at the maximum speed of 3450 rpm. At this
speed, permeate fluxes were higher, by a factor of 10 after 10 min of filtra-
tion, than those generated by a flat-sheet module equipped with the same
membrane. Frenander and J€onnson (1996) used the same pilot to recover
a protein produced by recombinant Vibrio cholerae, and when operating
at 3300 rpm, a stabilized flux of 180/L/h/m2 was obtained, three times
higher than with normal crossflow filtration (CFF) with a transmission of
97% instead of 70% in CFF. Pessoa and Vitolo (1998) employed a 76 mm
diameter disk rotating 4 mm above a flat membrane at the bottom of a
tank at speeds ranging from 400 to 1600 rpm for a maximal peripheral speed
of 6.4/ms. Using this device, cell harvesting was carried out with several
membranes of pore size ranging from 0.04 to 0.45 mm, and a complete trans-
mission was obtained at 1600 rpm and low TMP.

In our laboratory, Bouzerar et al. (2000a,b) designed a 15 cm diameter
module with a plastic disk rotating near a fixed circular membrane
(Figure 15, denoted as UTC module) and tested different types of disks,

Figure 15 Schematic of UTC rotating disk module with disk equipped withvanes.
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smooth and with four or six radial vanes of various heights from 2 to 6 mm.
Initial tests were made in MF with CaCO3 mineral suspensions as test fluid.
They evaluated the radial distribution of flux using annular membranes and
verified that the flux increase with radius was larger at high speed, when flow
was turbulent, while at low speeds, the flux reached a maximum at a radius
of about 4 cm (Jaffrin et al., 2004). Brou et al. (2002) also measured the
permeate fluxes in with various types of disks and confirmed the large in-
crease in flux due to the effect of vanes (Figure 15). The flux increased by
171% at a TMP of 120 kPa when a smooth disk was replaced by a disk
with 6 mm vanes.

Harscoat et al. (1999) compared the recovery of glucuronane polysac-
charides from fermentation broth using tubular ceramic membranes of
0.5 mm pores and the UTC rotating disk module equipped with a nylon
membrane of 0.2 mm pores. Not only stabilized permeate fluxes were higher
with the rotating disk module, up to 110/L/h/m2 for a disk with 2 mm
vanes rotating at 1500 rpm, against 55/L/h/m2 for the tubular membrane,
but the glucuronane sieving coefficient remained stable and larger than
90% for the UTC module. Since the high shear stress prevented the forma-
tion of a secondary polysaccharides layer, glucuronane mass fluxes were up
to 25 times larger with the rotating disk module than with the tubular mem-
brane, after 3 h of filtration. Mellal et al. (2008) also used the UTC module
in separation of oligoglucuronans of low degrees of polymerization obtained
by enzymatic degradation of a bacterial polysaccharide produced during
fermentation by a Sinorhizobium meliloti mutant strain.

Nuortila-Jokinen and Nystrom (1996) have compared a cross rotational
CR 500 filter (Raisio Flootek, Finland) pilot in UF of paper mill process wa-
ters with PCI tubular polymeric and mineral membranes. They got signifi-
cantly higher fluxes, by a factor of four–five, with the CR filter rotating at
470 rpm and producing a peripheral rotor speed of 12/ms than tubular
membranes at crossflow velocities of 2.1–2.5/ms. After an initial flux decline
during the first 8 h, the CR 500 filter could sustain a quasi steady flux around
250–350/L/h/m2 for close to 100 h. Wu et al. (2008) applied a submerged
rotating membrane into a bioreactor with synthetic sewage, and indicated
that increasing rotation speed, ratio of aeration intensity to permeate flux,
and stoppage time could help to prevent reversible fouling in the operation.

An investigation of MF of oil/water emulsions was made by Viadero
et al. (2000) using a Spintek module with rotating ceramic membranes of
0.11 mm pores. They found, during concentration tests, a logarithmic decay
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of flux with increasing concentration until reaching an oil concentration of
35%. Dal Cin et al. (1998) used a Spintek ST11 L with two rotating UF
organic membranes for cutting oil emulsions. They observed that the flux
reached a maximum at a certain speed depending upon inlet pressure, due
to permeate back pressure. This speed varied from 900 rpm at 310 kPa to
400 rpm at 70 kPa, confirming the flux limitations of rotating membranes
at low pressures. The reduction of ionic surfactant (Sodium dodecyl benzene
sulfonate) in aqueous solutions was investigated by Moulai-Mostefa et al.
(2007) using the UTC module and PES membranes, and they found that
at lower pressure (900 kPa), no increase of flux was observed above
500 rpm, indicating that the flux was pressure limited, probably due to
strong interactions between surfactant molecules. Li et al. (2009) employed
UTC module to recover the linseed oil from oil-in-water (O/W) emulsion
by 50 kDa UF membrane, and 76% oil was recovered in supernatant after
concentration.

Akoum et al. (2006) also used the UTC rotating disk module for
concentrating soy milk proteins while recovering trypsin inhibitors in the
permeate by UF. The fluxes at initial concentration were higher with vanes,
reaching 98/L/h/m2 at 2500 rpm and 68/L/h/m2 at 2000 rpm, than the
37/L/h/m2 obtained by Berry et al. (1988) in UF of soymilk with hollow
fibres. Ding et al. (2003) used the UTC module in UF of skim bovine milk
together with a larger 26 cm diameter unit in stainless steel equipped with a
460 cm2 50 kDa membrane on each side of the disk. The same rotating disk
system, together with a Rayflow flat system equipped with the same 40 kDa
membrane, were used by Frappart et al. (2011) to separate microalgae from
sea water. In concentration tests, the rotating disk module yielded a flux of
80/L/h/m2 at VRR ¼ 3 versus 35 for the Rayflow. Luo et al. (2013) used
the UTC module to clarify raw chicory extract by MF and UF membranes,
and found that a moderate rotating speed of 1000 rpm was a good compro-
mise between energy saving and fouling control, while a higher disk
rotating speed could be employed at regular intervals for online membrane
cleaning, and operating at “threshold flux” in constant flux mode was rec-
ommended for chicory juice clarification by high-shear membrane
filtration.

Sarkar et al. (2008) described an original system consisting of a membrane
disk rotating next to a contra-rotating rotor, and they applied this technique
to the recovery of proteins from casein whey, using successively a 30 kDa
membrane to concentrate caseins and a 5 kDa membrane to recover lactose

Dynamic Filtration with Rotating Disks, and Rotating or Vibrating Membranes 49



in permeate (Sarkar et al., 2009). Fillaudeau et al. (2007) used an RVF mod-
ule (Profiltra, Boulogne Billancourt, France) with an impeller-shaped rotor,
rotating between two membrane disks for clarification of rough beer. The
impeller produced TMP variations which vibrated the membranes
and possibly contributed to their cleaning. The permeate flux exceeded
250/L/h/m2 at 4 �C with a 1.1 mm pore membrane, much higher than
with crossflow filtration.

Ding et al., 2006 microfiltered CaCO3 suspensions with a double-shafts
MSD pilot (Westfalia separator) equipped with 12 ceramic disks of 9 cm
diameter, shown in Figure 16. Their nominal pore size was 0.2 mm and
the total membrane area was 0.121 m2. Disks from each shaft overlap for
15.5% of their surface, and the membrane shear rate is maximum during
overlapping. The fluxes keep increasing with TMP until at least 230 kPa
and reach 800/L/h/m2 at 1930 rpm, but the effect of increasing rotation
speed is not as important as with a rotating disk-fixed membrane module,
presumably due to the effect of permeate counter pressure at high speed.
This pilot was later modified by replacing the ceramic disks on one shaft
by metal ones, either smooth or with 2 mm vanes and each shaft was driven
by different motors to permit rotating metal disks at different speeds from
membranes (He et al., 2007). Figure 3 compares the variations of permeate
flux with TMP for these various configurations, at the same speed of
738 rpm for both shafts. The highest flux (800/L/h/m2) was obtained
when using metal disks with vanes, and was equivalent to the flux reached
at 1930 rpm with 12 ceramic disks (shown in Figure 17). Without metal

Figure 16 Picture of MSD 12 ceramic disks pilot from Westfalia Separator.
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disks, with either 6 or 12 membranes, the maximum flux was only 500/L/
h/m2. However the total permeate flow rate remains higher with 12 mem-
branes than with 6 membranes and 6 metal disks. These tests showed that the
design patented by Feuerpeil et al.(2003) consisting in a large diameter cen-
tral metal disk surrounded by several ceramic filtrating disks is an interesting
alternative to the MSD design with only ceramic disks, as it avoids local over
concentration between overlapping membrane. Since metal disks are
cheaper than ceramic ones, the cost of such systems may be less, for the
same output, than for original MSD systems.

Tamneh and Ripperger (2008) compared the performance of an MSD lab
pilot in single- and double-shaft configurations to quantify the gain in flux
due to overlapping membranes. From electrical power measurements, they
concluded that the membrane shear stress in double-shaft configuration was
about twice than in single-shaft configuration. This was verified by the
absence of cake formation with two shafts and at a speed of 750 rpm,
the flux remained steady at 1900/L/h/m2, while it dropped rapidly to
400/L/h/m2 with one shaft. Since ceramic membranes for the MSD were
only available in limited pore size or cutoffs, Tu and Ding (2010) replaced
them by disks equipped with two nylon membranes of same size and pore
diameter (0.2 mm) as original ceramic membranes to concentrate CaCO3 sus-
pensions. Maximum permeate fluxes were higher at 300 kPa and 1930 rpm
for nylon membranes, reaching 850/L/h/m2 versus 760/L/h/m2 for ceramic
membranes, due to their higher permeability and hydrophilicity. Espina et al.

Figure 17 Variation of permeate flux withTMPfor 12 ceramic disks (normal MSDpilot,
six ceramic disks only, six ceramic disks and 6 smooth metal disks, six ceramic disks
and six metal disks withvanes). From Ding et al. (2006) with permission
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(2010) described a two-stage MF-UF process for fractionation of milk pro-
teins using an MSD pilot for extracting casein micelles in MF retentate and
80% of b-Lg proteins in permeate. This permeate was filtrated by a 50 kDa
UF membrane in a rotating disk module to recover a-La in permeate, and
a 90% transmission and a mean flux of 400/L/h/m2 up to VRR¼ 3 were
obtained.

4.2.2 Applications in NF and RO
Since few rotating disk systems can sustain the high pressures more than
1000 kPa, this technique is not widely applied in NF and RO processes.
At shear rates of the order of 105/s, the reduction in concentration polariza-
tion enables the permeate flux to keep increasing with TMP until at least
4000 kPa. Frappart et al. (2006) used the UTC module equipped with a
Desal five DK membrane to treat a model of dairy process water, aiming
to reduce the chemical oxygen demand (COD) and ionic content. This sys-
tem was proved to be very efficient, as not only permeate fluxes were much
higher than those obtained with spiral wound modules with the same mem-
brane (Balannec et al., 2002), but also the lactose and ion rejections were
increased by the reduction in concentration polarization. The permeate
COD remained below the allowed limit of 125 mgO2/L until a VRR of
4.2 even though the initial retentate COD was very high (36,000 mgO2/
L), while the permeate conductivity surpassed limited value and a two-
step NF treatment was required. However, with one single reverse osmosis
step, the UTC module permitted to obtain reusable water from the same
model effluent (Frappart et al., 2008).

Luo et al. (2010) selected a more permeable NF 270 membrane and
compared the results with those of the Desal 5-DK. As seen in Figure 18,
the NF270 membrane gives a much higher permeate flux than Desal-5
DK, starting from 450/L/h/m2 at VRR ¼ 1 versus only 200/L/h/m2

for the 5-DK. But at VRR ¼ 8, the difference was lower, 140 versus 90/
L/h/m2. Luo and Ding (2011) and Luo et al. (2012a) also found that using
UTC module with NF270 membrane, the flux of real dairy wastewater was
of the same level as that of model effluent in despite of different composi-
tions, and membrane fouling was very sensitive to feed pH in a range of
8–10, while operating at “threshold flux” could minimize the fouling. In
two recent papers (Luo et al., 2012b,c), they clarified the mechanisms
behind the flux decline when treating dairy wastewater by UTC module.
As illustrated in Figure 19, when operating at high shear rate and pressure,
after a stable flux period, a slow flux decline caused by surface adsorption
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of foulants (lactose, multivalent salt ions, and their aggregates) occurred. In
this adsorption fouling stage, pore narrowing and blocking governed by fou-
lant–membrane interaction were the main fouling mechanisms. In absence
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Figure 19 Schematic diagram of fouling mechanism for wastewater treatment by NF
under extreme hydraulicconditions. From Luo et al. (2012b) with permission
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Figure 18 Permeate flux as a function of volume reduction ratio in semilog coordinates
for different membranes. Feed: 1:2 diluted skim milk; TMP ¼ 40 bar; rotating
speed ¼ 2000 rpm; T ¼ 35 �C. From Luo et al. (2010) with permission
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of chemical cleaning, this adsorption fouling could induce cake fouling for-
mation by proteins-calcium aggregates, resulting in severe flux decline.

Treatment of wastewater containing a cleaning-in-place detergent by
using UTC module with NF270 membrane has also been reported by
Luo et al. (2012d), where at a rotational speed of 2000 rpm, a pH 7.2,
and 25 �C, the permeate flux reached a plateau at 350/Lm2/h above
35 bar while rejection of conductivity and COD were respectively 93%
and 97%. Due to the high shear rate, the fouling layer formed in this process
was not very compact and could be broken up by water rinse, and thus
membrane permeability could be fully recovered without any chemical
cleaning. When detergent wastewater was concentrated to VRR ¼ 6
(COD ¼ 237/gL), the flux still remained at 47/Lm2/h. The NF permeate
might be reused as CIP cleaning water, and the precipitated surfactants in
concentrates after sedimentation could be extracted for reuse and the con-
centration process could be continued to increase recovery of surfactants.

5. DISCUSSION

5.1 Energetic Considerations
DF modules require an additional motor to generate the shear rate on

the membrane by a rotor or a rotating disk, or by rotating or vibrating the
membrane, but they do not need large and powerful recirculation pumps
like CFF modules. Thus, the energy consumed by this additional motor is
generally offset by energy savings made on pump motors. In filtration, the
relevant energy parameter is the specific energy consumed per m3 of
permeate (Es) which is given by the total power consumed Pt divided by
the permeate flow rate QF. Even if Pt is higher for a DF module than for
a CFF module of same membrane area, its specific energy will be less if its
permeate flux is significantly higher than that of CFF module. This point
is illustrated as follows for the VSEP. According to Johnson (2008) the po-
wer spent in generating vibrations for a 150 m2 membrane area VSEP is 9
kW, while the pump power will range from 14 kW in MF to 25 kW in
RO because of the higher TMP. From data of Al Akoum (2002) we can
estimate the mean permeate flux in concentration tests by MF of baker’s
yeast to be about 120/Lm2/h, giving QF ¼ 18/m3/h. Thus the specific en-
ergy will be

Es ¼
�
14 þ 9

��
18 ¼ 1:28 kWh=m3 (14)
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In the case of reverse osmosis, we can estimate the mean flux during con-
centration tests of model dairy effluents represented by diluted milk (Frap-
part et al., 2008) to be about 50/Lm2/h or QF ¼ 7.5 m3/h. In that case, the
specific energy will be

Es ¼
�
25 þ 9

��
7:5 ¼ 4:53 kWh=m3 (15)

Of course, these values do not account for energy spent in heating the
fluid and they will slightly increase if the module size is reduced as vibration
power decreases less than membrane area in smaller modules.

Unfortunately, we did not find in the literature similar data for industrial
rotating disks or rotating membranes modules. Ding et al. (2006) have
measured the electrical power consumed by the rotating ceramic disks in
a small MSD pilot at different rotation speeds from 738 to 1930 rpm during
MF of CaCO3 suspensions. The feed pump power was not included as the
motor was oversized for a small pilot. They found that, although the power
spent by disk friction increased with rotation speed, the specific energy
decreased from 8.0 kWh/m3 to 4.2 kWh/m3 as speed increased because
the flux increased faster than the power consumed. These values would
probably decrease in an industrial module as the relative part of internal fric-
tion on shafts would decrease with larger disks. It must also be noted that,
even if increasing the permeate flux to high levels may sometimes increase
the specific energy, it may still be economically worthwhile as a higher
flux permits to decrease the membrane area necessary for a given output
and will decrease the investment cost.

5.2 Complementarity of Crossflow and Dynamic Filtrations
It is clear that DF modules cannot replace CFF modules in all circumstances
as their cost per m2 of membrane is generally higher, especially when
compared to spiral wound modules and their maintenance probably more
expensive. They are presently not suitable for treating very large volume
of fluids, as in the case of desalination, wastewater treatment, or dairy appli-
cations. But DF modules may be advantageous if the module size is limited
because of lack of space, or if the final retentate concentration is too high to
be obtained with CFF modules. VSEP modules are often proposed as “end
of pipe” treatment, to remove most of BOD, COD, TDS in the permeate
and reduce the final volume of discharged retentate in order to lower its cost
of disposal. It is cheaper to use CFF in primary MF or UF steps dealing with
large volumes, but DF may be more efficient when very high solid
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concentrations must be obtained by NF or RO, as gains in permeate fluxes
at high pressures are higher with these membranes than in MF and UF.

6. CONCLUSIONS

The benefits of high shear rates dynamic filtration for increasing
permeate fluxes and membrane selectivity have been well confirmed in
the scientific literature by many laboratories as well as in case studies reported
by DF modules manufacturers. These benefits are higher in NF and RO
than in MF and UF applications as the reduction in concentration polariza-
tion extends the pressure limited regime to high TMP exceeding 40 bar,
resulting in an additional flux increase and in a diminution of microsolute
transmission by the membrane which increase their rejection. The most
active company in this field appears to be New Logic Research in California
which is the only one selling modules operating at pressure of more than
40 bar, covering NF and RO as well as MF and UF. In addition, their
use of resonant frequency permits to maximize the vibration amplitude of
their modules with minimal power. It sells its industrial modules worldwide,
for a large range of applications, biogas effluent, wastewater, black liquor and
landfill leachates treatment, ethanol stillage, polyethylene glycol recovery,
processing phosphate fertilizer, and polymer diafiltration.

It is unfortunate that DF modules sold by European manufacturers
Bokela, Canzler, KMPT, and Metso Paper are limited to MF and UF.
Only Novoflow sells an SSDF unit permitting MF, UF, and NF. The avail-
ability of large ceramic NF membrane disks should permit the develop-
ment of multishaft DF modules with overlapping membranes rotating in
a housing like the KMPT or the MSD which should be cheaper to build
and to service than multicompartments systems with rotors between fixed
membranes.
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GLOSSARY

Asymmetric membrane A membrane constituted of two or more nonidentical layers of
different structures.

Brine A retentate saline solution with a concentration higher than that of seawater normally
more than 50 g/L.

Concentration polarization Accumulation of higher level(s) of nonvolatile solute(s) or
lower level(s) of volatile solute(s) close to the membrane surface in comparison to the
well-mixed bulk solution in a membrane module.

Fouling Deposition or adsorption of dissolved components on the external membrane sur-
face, at the pore openings, or within the membrane pores reducing the membrane
performance.

Membrane casting Preparation of a flat sheet membrane by extending first a polymer so-
lution over a glass plate or a support followed by coagulation in a nonsolvent or solvent
evaporation, being the technique phase inversion.

Membrane distillation crystallization Application of MD to process highly concentrated
aqueous solution, to recover water and generate the desired supersaturation in the crys-
tallizer where product crystals can be precipitated.

Pore tortuosity Ratio of actual pore length to membrane thickness.
Porosity Void volume fraction or ratio of void space to total membrane volume of a porous

membrane.
Retentate A solution containing a higher concentration of rejected solutes by the mem-

brane than the feed solution.
Scaling Precipitation or crystallization of salts at the membrane surface, feed side of the

membrane module.
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Selectivity Efficiency of solute separation from water by a membrane.
Separation factor A parameter relating the permeate concentration (Cp) to the feed con-

centration (Cf) of a membrane module ((1�Cp/Cf) � 100).
Temperature polarization The transmembrane temperature is lower than the applied

bulk temperature difference between the feed and permeate sides of the membrane
module.

1. MEMBRANE DISTILLATION SEPARATION
TECHNOLOGY AND ITS VARIANTS

Membrane distillation (MD) is a separation process that involves both
nonwetting porous membrane and phase change generally applied for the
treatment of solutions in which water is the major component for:
• Separation of water from dissolved solutes and production of distilled/

potable water including ultrapure water,
• Concentration of nonvolatile dissolved solutes in aqueous solutions and

recycling of valuable materials,
• Removal of volatile solutes from aqueous solution and their concentra-

tion in the permeate including separation of azeotropic mixtures, etc.
In this process, separation is carried out based mainly on the two phase

changes, evaporation and condensation. Evaporation occurs at the liquid/
vapour interfaces formed at one side of nonwetted pores of a hydrophobic
membrane, inside the membrane module, whereas condensation step can be
taken place inside or outside the membrane module, depending on the MD
variant. These involved two phase change phenomena are the origin of the
term MD, similar to conventional distillation. Other terms such as thermo-
pervaporation, pervaporation, membrane evaporation, capillary distillation,
and transmembrane distillation were used before 1986 (Franken and Rip-
perger, 1988; Smolders and Franken, 1989). However, MD is known since
June 1963, when Bodell filed the first patent on MD (Bodell, 1963). How-
ever, the first MD publication was done in form of paper four years later in
1967 (Findley, 1967). Since then interest in MD process has been faded
quickly because the obtained water production rate was low compared to
other processes such as reverse osmosis (RO). In the early of the 1980s
MD has recovered much interest when novel membranes with better char-
acteristics and modules became available (Esato and Eiseman, 1975; Cheng,
1981; Gore, 1982; Cheng and Wiersma, 1982, 1983a,b; Carlsson, 1983;
Catalogue of Enka AG, 1984; Schneider and van Gassel, 1984; Andersson
et al., 1985; Van Gassel and Schneider, 1986).
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The membrane required for MD applications must be porous and at
least one of its layers must be hydrophobic and must not be wetted by
the liquid phase. Only vapour is transported through this hydrophobic
layer being the driving force the transmembrane partial pressure gradient.
In addition, the membrane must not alter the vapour/liquid equilibrium of
the involved compounds and condensation must not occur inside its pores.
The hydrophobic nature of the membrane prevents liquid aqueous solu-
tions from entering its pores due to the surface tension forces resulting
in the formation of liquid/vapour interfaces at the extremes of each
pore. In most cases, to establish the transmembrane driving force and the
necessary latent heat for evaporation, the feed aqueous solution is heated
to temperatures between 30 and 90 �C (i.e., below the boiling point of
the aqueous liquid feed solution). Therefore, simultaneous heat and mass
transfers occur in this process.

To establish the necessary driving force, different MD variants can be
considered. The differences between them are made only in the permeate
side (Figure 1):
1. Direct contact membrane distillation (DCMD): An aqueous solution colder

than the feed solution is circulated tangentially to the permeate side of
the membrane. The transmembrane temperature difference induces the
necessary vapour pressure difference. In this case the volatile molecules
of the feed aqueous solution (water or volatile organic compounds,
VOCs) evaporate at the hot feed liquid/vapour interface, cross the
membrane pores in vapour phase, and condense at the cold liquid/
vapour interface inside the membrane module. Care must be taken in
this case in order to prevent wetting of the pores from the permeate side
of the membrane when using VOCs having low surface tension.
During the treatment of aqueous solutions containing VOCs, the
concentration of the volatile solute in the permeate aqueous solution
will increase and will be high compared to the feed aqueous solution.
Therefore the risk of membrane pore wetting from the membrane
permeate side will be high. In general, DCMD is used for production of
distilled/potable water using feed aqueous solutions containing
nonvolatile solutes, e.g., desalination.

2. Sweeping gas membrane distillation (SGMD): A gas, such as air or nitrogen,
sweeps the permeate side of the membrane carrying the evaporated
molecules outside the membrane module for condensation. In this
MD variant the gas temperature and its hydrostatic pressure are kept
below those of the feed aqueous solution. SGMD is used mostly for
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distilled/potable water production, concentration of solutes in the
feed membrane side as well as the removal and concentration of
VOCs in aqueous solutions. This variant is sometimes called mem-
brane gas stripping or membrane air stripping (MAS) (Mahmud et al.,
1998; Juang at al., 2005; Vialadomat at al, 2006). When a dense and
selective membrane is used in the membrane module instead of a
porous and hydrophobic membrane, the process is termed sweeping gas
pervaporation (Calibo et al., 1987; Korngold and Korin, 1993).

3. Air gap membrane distillation (AGMD): In this case a cold condensing sur-
face is placed inside the membrane module and a stagnant air gap is
interposed between the membrane and the condensation surface to solve
the problem of heat loss by conduction through the membrane, which
leads to relatively low thermal efficiency of MD. The evaporated volatile
molecules cross first the membrane pores and the air gap thickness to
finally condense over the cold surface inside the membrane module. The
permeate water exits from the bottom part of the membrane module
taking advantage of the gravity. Because condensation is carried out over
a cold surface rather than directly on the membrane surface, AGMD
variant can be applied in fields where the DCMD is limited such as the
removal of VOCs from aqueous solutions. In addition, AGMD is also
applied for potable/distilled water production and concentration of
nonvolatile solutes in the feed aqueous solutions. Because the permeate
flux has to overcome the air barrier between the membrane and the
condensing surface, it is reduced depending on the effective air gap
width.

4. Liquid gap membrane distillation (LGMD): This is another variant of MD
combining both DCMD and AGMD configurations. In this case the
air gap between the membrane and the cold surface is kept to be filled by
a stagnant cold liquid solution, frequently the produced distilled water.
AGMD module is used but the air gap space between the membrane and
the condensing surface is filled with the produced water. The permeate
water exits from the top part of the membrane module. This configu-
ration also received the name permeate gap membrane distillation
(PGMD). Like DCMD, LGMD is also applied generally for water pro-
duction and concentration of nonvolatile solutes in the feed side of the
membrane module. If the air gap between the membrane and the cold
surface is filled with any solid material such as a porous support, sand, or
sponge material, the process is called material gap membrane distillation
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(MGMD) although this claimed new configuration is either AGMD or
LGMD (Francis et al., 2013).

5. Thermostatic sweeping gas membrane distillation (TSGMD): This MD variant
combines both SGMD and AGMD in order to minimize the tempera-
ture of the sweeping gas, which increases considerably along the mem-
brane module length because of the heat transferred from the feed side
through the membrane to the permeate side. In SGMD, the gas tem-
perature, the heat transfer rate, and the mass transport through the
membrane change during the gas progression along the membrane
module. The presence of the cold wall in the permeate side reduces the
increase of the sweeping gas temperature resulting in an enhancement of
the driving force and the water production rate as a consequence.
TSGMD can also be applied for distilled/potable water production,
concentration of the nonvolatile solutes in the feed aqueous solution, and
concentration of VOCs in aqueous solutions.

6. Vacuum Membrane Distillation (VMD): In this case vacuum or a low pres-
sure is applied in the permeate side of the membrane module by means of
a vacuum pump. The downstream pressure is maintained below the
saturation pressure of volatile molecules to be separated from the feed
aqueous solution. External condensers are needed to collect the
permeate. At laboratory scale, nitrogen liquid cold traps are often used
when a very low downstream pressure is applied. VMD is generally used
for separation of VOCs from water. Membranes having smaller pore size
(i.e., less than 0.45 mm) than in the other MD variants are used providing
that in VMD the risk of pore wetting is high. When a dense and selective
membrane is used in the membrane module instead of a porous and
hydrophobic membrane this process is termed pervaporation (Khayet
and Matsuura, 2004).
For a given application, an adequate MD configuration is selected among

the above cited MD variants taking into consideration the type of the feed
solution, their benefits, and drawbacks. Currently, MD technology is gain-
ing an increasing importance in membrane processes (Figure 2) and becomes
more attractive than other popular separation processes because MD:
• exhibits high rejection factors (near 100%) of nonvolatile solutes present

in water such as ions, macromolecules, colloids, cells, etc.
• can be operated at lower temperatures than conventional distillation so

that waste heat and/or alternative energy sources, such as solar and
geothermal can be used.
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• can be operated at lower operating hydrostatic pressures than conven-
tional pressure-driven membrane processes used in filtration and liquid
separation (i.e., reverse osmosis, RO; nanofiltration, NF; ultrafiltration,
UF; microfiltration, MF).

• can be combined with other processes in integrated systems (i.e.,
pressure-driven membrane processes; forward osmosis, FO, etc.).

• uses membranes with less demanding membrane mechanical properties
and reduced chemical interactions with process solution.

• it needs smaller spaces compared to conventional distillation processes.
• can be used in applications where other processes cannot be applied or their

applications are very expensive (e.g., treatment of aqueous solutions with
high osmotic pressures or with a solute concentration near saturated solution).

• requires less pretreatment steps compared to other membrane processes.
• exhibits less fouling propensity compared to other pressure-driven

membrane processes.

0

10

20

30

40

50

60

70

80

90

100

1980 1983 1986 1989 1992 1995 1998 2001 2004 2007 2010 2013

N
um

be
r o

f p
ap

er
s 

pu
bl

is
he

d 
in

  
re

fe
re

ed
 jo

ur
na

ls
 

Year

Total anual papers

Membrane Engineering

DCMD
59.1%

AGMD
17.2%

VMD
19.1%

SGMD
4.6%

Figure 2 Growth of MD activity up to December 31, 2013 represented as a plot of num-
ber of papers published in refereed journals per year, annual published studies on
membrane design and fabrication for MD applications and percentages of the studied
MD variants. MD, membrane distillation.
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In spite of all these cited advantages, the main limitation of MD is the
drawback of membrane pore wetting. This can be avoided by using mem-
branes with high liquid entry pressure (LEP) of feed solution inside the
membrane pores (i.e., high hydrophobicity membranes, high water contact
angles) and small maximum pore size, and the feed aqueous solution when
containing solutes with low surface tension must be sufficiently dilute. This
limits MD for certain applications such as the separation of organic/organic
solutions and the treatment of highly concentrated aqueous solutions with
surfactants, alcohols, and VOCs in general. The present MD technology
is still need to be improved for its adequate industrial implementation in
different separation applications. Multistaged MD systems, development of
adequate membranes and membrane modules for MD, improvement of
economical and energy efficiency of MD systems are actual proposed
research areas.

As can be seen in Figure 2, interest on MD has increased significantly.
Among the published papers in International Journals up to December
31, 2013, the most used MD variant is DCMD with 59.1% of the MD pub-
lished studies because in this configuration condensation phenomenon is
carried out inside the membrane module leading in this way to a simple
operation mode. However, compared to the other MD variants the air
entrapped within the pores of a membrane used in DCMD results in a
high mass transfer inefficiency, while the heat loss by conduction through
the membrane, which is considered heat loss in MD is high. In contrast,
SGMD is the least studied MD variant with only 4.6% of the MD published
studies because this MD variant requires external condensers to collect the
permeate and a source for gas circulation. However, SGMD combines a
relatively low conductive heat loss through the membrane with a reduced
mass transfer resistance. As occurred in AGMD variant, in SGMD there is
a gas barrier that reduces the heat loss by conduction through the membrane.
Nevertheless, compared to AGMD variant the gas in SGMD sweeps the
membrane resulting in higher mass transfer coefficients and therefore higher
permeate fluxes. It is worth noting that the calculated percentages of the two
MD variants TSGMD and LGMD is negligible. In practically all the pub-
lished MD studies, commercial microporous hydrophobic membranes
available in capillary or in flat sheet forms, have been used although these
membranes were prepared initially for other purposes, for example micro-
filtration (MF). Some commercial membranes commonly used in MD are
presented in Table 1.

A membrane for MD application has to meet the following requirements
simultaneously (Khayet and Matsuura, 2011):
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Table 1 Some commercial membranes used in MD (membrane thickness, d; mean pore size, dp; porosity, ε; liquid entry pressure of water
in the membrane pores, LEPw)

Membrane type Membrane name Manufacturer Material
d

(mm)
dp

(mm)
E
(%)

LEPw

(kPa)

Flat sheet
membranes

TF200 Gelman PTFE/PP1 178 0.20 80 282
TF450 0.45 138
TF1000 1.00 48
GVHP Millipore PVDF2 110 0.22 75 204
HVHP 140 0.45 105
Gore PTFE 64 0.2 90 368

77 0.45 89 288
PTFE/PP1 184 0.2 44 463

Enka PP 100 0.1 75 e
3MA 3M Corporation 91 0.293 66 e
3MB 81 0.403 76

Capillary
membranes

Accurel� S6/2
MD020CP2N4

AkzoNobel Microdyn 450 0.2 70 140

MD020TP2N Enka Microdyn 1550 0.2 75 e
Accurel� BFMF

06-30-335
Enka A.G. Euro-Sep 200 0.2 70

1Flat sheet polytetrafluoroethylene, PTFE, membranes supported by polypropylene, PP, or polyethylene, PE.
2Flat sheet polyvinylidene fluoride, PVDF, membranes.
3Maximum pore size.
4Shell-and-tube capillary membrane module: Filtration area: 0.1 m2, inner capillary diameter: 1.8 mm; length of capillaries: 470 mm.
5Shell-and-tube capillary membrane module: Filtration area: 0.3 m2, inner capillary diameter: 0.33 mm, length of capillaries: 200 mm.
Reprinted from Khayet (2011), copyright (2011), with permission from Elsevier.
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• good thermal stability for temperatures ranging from ambient tempera-
ture up to the boiling temperature of water,

• high chemical resistance to a wide range of aqueous solutions,
• high permeability membranes taking into account that there is an in-

crease of the permeate flux with the increase of the membrane pore
size and porosity, and with a decrease of the membrane thickness and
pore tortuosity;

• high LEP, which is the minimum transmembrane hydrostatic pressure
that is applied on the membrane before liquid solution penetrates into
the pores. The LEP is characteristic of each membrane. It is high for
membranes prepared with a high hydrophobicity material (i.e., large
water contact angle) and a small maximum pore size. However, when
using a membrane with a small maximum pore size, the LEP is high but
the permeability of the membrane is low.

• narrow pore size distribution,
• low thermal conductivity because the heat transferred by conduction

through the membrane from the feed to the permeate side is heat loss
in MD. This conductive heat loss is greater for thinner membranes.
However, using thicker membranes contradicts the achievement of
high permeability. Therefore, a compromise exists between a mem-
brane having a high permeability and a low heat transfer by
conduction.
It is worth noting that only 16.8% of the MD published studies are focused

on membrane engineering for MD, i.e., design and fabrication of membranes
specifically for MD (Figure 2). Very few authors have considered the possibil-
ity of manufacturing novel membranes and membrane module designs specif-
ically for MD applications (Khayet and Matsuura, 2011; Khayet et al., 2006a;
Khayet et al., 2006b; Khayet, 2011). Hydrophobic porous membranes can be
prepared by different techniques depending on the properties of the used ma-
terials that should be selected according to criteria including compatibility
with the feed aqueous solutions, cost, ease of fabrication and assembly, useful
operating temperatures, and thermal conductivity, which must be as low as
possible. Microporous membranes can be made by sintering, stretching, phase
inversion, or thermally induced phase separation (TIPS) (Khayet and Mat-
suura, 2011; Mulder, 1996; Lloyd, 1990). The MD membrane can be a single
hydrophobic layer (i.e., conventional and most used membrane type), a com-
posite porous bilayered hydrophobic/hydrophilic membrane or composite
trilayered hydrophilic/hydrophobic/hydrophilic or hydrophobic/hydrophil-
ic/hydrophobic porous membranes. Both supported and unsupported
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membranes with different structures are used in MD and their pore sizes
ranges between 10 nm and 1 mm. Recently nanostructured, hybrid, and
exotic membranes are designed for MD applications (Khayet and Matsuura,
2011; Khayet, 2011; Essalhi and Khayet, 2013). As can be seen in Figure 2,
there is a growing interest on membrane engineering for MD and therefore
the future of MD is promising as a consequence.

2. MD MODULES AND FLUID FLOW

Various types of membrane modules were designed for each MD
variant and tested in different systems and applications. There are three ma-
jor MD module configurations, which are plate-and-frame module, shell-
and-tube or tubular module, and spiral wound membrane module. Figure 3
shows schematic diagrams of these modules. Different types of membranes
were packed in a large variety of module configurations and tested in MD
systems.

The permeate flux obtained in the MD process is also affected significantly
by the module design, the MD configuration, and its operating conditions not
only the membrane itself. In addition to the previously mentioned membrane
requirement, a good module to be used in MD must:
• exhibit a high packing density (i.e., high membrane surface area) with an

optimized size and a high membrane module performance (i.e., high
permeability and high separation factor),

• use housing with high resistance to chemicals, pressures, and tempera-
tures (i.e., high thermal stability),

• pack properly the membrane in potting resins, free of cracks, and with a
good adhesion,

• permit its drying in case of membrane wetting problem as well as easy
inspection and defects reparation,

• allow high feed and permeate flow rates tangentially to the membrane or
in cross-flow mode including baffles, spacers, and/or turbulent
promoters in order to increase the heat and mass transfer coefficients,
reduce the effects of the both the temperature polarization (i.e., thickness
of the thermal boundary layer) and concentration polarization (i.e.,
thickness of the concentration boundary layer), and increase the thermal
efficiency,

• provide high mass and heat transfer rates between the bulk solutions and
the membrane surface,
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• satisfy low pressure drop along the membrane module length to prevent
excessively high transmembrane hydrostatic pressures that may cause
wetting of membrane pores,

• guarantee uniform flows throughout the whole membrane module
avoiding dead corners and channel formation,

Fluid permeate 
outlet

Fluid permeate
inlet

Feed inlet

Feed outlet

Fluid permete 
inlet

Fluid permete outlet

Liquid feed 
outlet

Liquid feed 
inlet Spacers/supports

Membrane(a)

(b)

Figure 3 MD modules: (a) plate-and-frame; (b) shell-and-tube or tubular, and (c) spiral
wound membrane module for AGMD or LGMD variants. MD, membrane distillation;
AGMD, air gap membrane distillation; LGMD, liquid gap membrane distillation.
Reprinted from Winter et al. (2011), copyright (2011), with permission from Elsevier;
Reprinted from Winter et al. (2012), copyright (2012), with permission from Elsevier.
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• guarantee low heat loss to the environment and if possible a good heat
recovery system,

• avoid erosion problems by using for example plastic materials,
• contain a membrane support if necessary, that must be chosen to be

strong enough to prevent deflection or rupture of the membrane,
• be properly designed allowing an easy cleaning and membrane replace-

ment, with low scaling, low fouling, etc.

Condenser channel

Evaporator channel

Condensation surface

Permeate channel

MembraneCondenser inlet

Permeate outlet

Retentate

Feed inlet

Condenser outlet 

(c)

Figure 3 cont’d
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It is to be noted that the choice of a membrane module for each MD
configuration is usually determined by both economic and operative
conditions. Most of laboratory scale membrane modules are plate-and-
frame modules designed for use with flat sheet membranes due to their
versatility and simplicity in fabrication, as compared to the spiral wound
or shell-and-tube membrane modules. In fact, flat sheet membranes can
easily be removed from a plate-and-frame module for their examination,
cleaning or replacement and the same module can be used to test
different membranes. However, tubular or shell-and-tube membrane
modules fabricated using capillary or hollow fiber membranes are
more attractive than plate-and-frame modules fabricated with flat sheet
membranes because much higher membrane surface area to module vol-
ume ratio can be packed. The packing density of plate-and-frame mem-
brane modules can vary between 100 and 400 m2/m3 depending on the
number of membrane sheets (Khayet and Matsuura, 2011). On the other
hand, a large number of membrane capillaries or hollow fibers can be
packed in the modules with packing densities of about 600–1200 m2/m3

(Khayet and Matsuura, 2011). In the case of hollow fiber membranes
the inner diameters are even smaller, 50–100 mm, and thousands of hollow
fibers can be packed in shell and tube membrane modules with very high
packing densities, which may reach 3000 m2/m3. Capillary or hollow fiber
membranes do not require any support and are an integrated part of the
module. The main inconvenient is the membranes in these last modules
cannot be replaced easily in case the membrane pores are wetted by liquid
solutions. Capillary membranes were also assembled in plate-and-frame
membrane modules in cross-flow mode to reduce the temperature polar-
ization effect by increasing the heat transfer coefficients (Li and Sirkar,
2004). Considerably enhanced water production rate in both DCMD
and VMD configurations were achieved. Flat sheet membranes were
also arranged in spiral wound modules as shown in Figure 3 and the mem-
brane packing density normally ranges between 300 and 1000 m2/m3,
depending on the channel height. Spiral wound modules for MD has
been first proposed in 1982 by Gore & Associated Co. (Gore, 1982) and
then by Hanbury and Hodgkiess three years later (Hanbury and Hodgkiess,
1985). Later, commercial spiral wound membrane modules were used in
DCMD (Zakrewaska-Trznadel et al., 1999), AGMD, or LGMD variants
with an integrated heat recovery for the design of solar-powered desalina-
tion system (Tarnacki et al., 2012).
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The majority of the designed membrane modules for MD were
more academically orientated than industrially. Several attempts of
commercialization have failed due to difficulties in engineering aspects.
Reliability of the membrane module is still a serious issue in MD and
each configuration imposes certain fluid dynamic conditions on both
feed and permeate sides. Actually, the availability of industrial MD
modules is one of the limitations for MD process industrial implemen-
tation. A historical survey together with different designs of membrane
modules for MD was described in details in (Khayet and Matsuura,
2011). Nowadays, the most relevant companies and research institutions
in the world developing MD membrane modules and applying MD on
a commercial scale are:
• Scarab Development AB and XZero AB (Sweden): Scarab Devel-

opment AB was founded in 1973 in order to exploit low temperature
distillation technologies. Plate-and-frame AGMD module design was
patented by Scarab in 1981 (Figure 4(a)). The Swedish company
XZero acquired the license to use Scarab’s technology in
semiconductor industry for producing ultrapure water systems with
zero liquid discharge (www.Xzero.se). The AGMD modules have been
tested by different institutions in Sandia National Laboratory in the
United States (Liu, 2004), by the University of Texas at El Paso
sponsored by the US Bureau of Reclamation (Walton et al., 2004; Lu
et al., 2001), using solar thermal collectors in Spain and Mexico under
the frame of MEDESOL project (G�alvez et al., 2009) and in the Royal
Institute of Technology (Department of Energy Technology) in
Stockholm (Sweden) for water purification in cogeneration plants
(Kullab and Martin, 2011).

• Fraunhofer Institute for Solar Energy System(ISE) and
SolarSpring GmbH (Germany): In 2003 Fraunhofer ISE began
developing spiral wound AGMD modules with different sizes and
with an integrated heat recovery for different solar-powered
desalination systems installed in the Island of Gran Canaria in
Spain, Jordan, Egypt, Mexico, Pantelleria in Italy, and Amarika in
Namibia (Figures 3(c) and 4(b)) (Tarnacki et al., 2012; Koschikowski
et al., 2005, 2009; Banat et al., 2007a; Banat et al., 2007b; Fath et al.,
2008; Raluy et al., 2012; Schwantes et al., 2013). These modules were
also considered for LGMD. SolarSpring GmbH, based in Freiburg,
Germany, was founded in 2009 as a spin-off of Fraunhofer ISE. Its
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overall objective is the design and installations of decentralized
autonomous systems for remote areas.

• Memstill, TNO (Netherlands Organisation for Applied Scientific
Research), Keppel Seghers (Belgium), and Aquastill
(Netherlands): Memstill technology initiated its technology

Figure 4 Commercial modules: (a) Scarab AB and XZero AB (www.scarab.se; www.
Xzero.se; Liu, 2004; Kullab and Martin, 2011), (b) Fraunhofer ISE (Reprinted from Winter
et al. (2011), copyright (2011), with permission from Elsevier), (c) Memstill (Reprinted
from Jansen et al. (2013), copyright (2013), with permission from Elsevier; Reprinted
from Hanemaaijer et al. (2006), copyright (2006), with permission from Elsevier), and
(d) Memsys (Reprinted from Zhao et al. (2013), copyright (2013), with permission from
Elsevier; Reprinted from Ong et al. (2012), copyright (2012), with permission from Elsevier).
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development in 1999 and emerged during 2006. It was developed by a
consortium including TNO (Netherlands Organisation for Applied
Scientific Research) and Keppel Seghers Belgium N.V. (formerly known
as Seghers Keppel Technology N.V.). The design consists of an AGMD
module, in which the cold saline water flows through a condenser with
nonpermeable walls, increasing its temperature due to the condensing
permeate, and then passes through a heat exchanger where additional
heat is added before entering in direct contact with the membrane
(Dotremont et al., 2008) Figure 4(c): first pilot modules with 300 m2 of
membrane). The technology was patented by TNO in 1999 and 2005
and licensed to Aquastill (founded in 2008) and Kepple Seghers.
Memstill pilot plants have been operating since 2006 in Singapore, in
Belgium (BASF Antwerp), and in the Netherlands (Jansen, et al., 2010).
In Singapore (Jurong Island), the plans of Memstill were to operate at
100 m3 per day on a petroleum refinery. It was claimed a thermal energy
consumption as low as 56–100 kWh/m3 with a Gained Output Ratio
(GOR) as high as 11.2 calculated for feed temperatures of 80–90 �C with
an electrical energy of 0.75 kWh/m3 (Tarnacki et al., 2012). In 2008,
2009, there was a large investment to reduce the cost of this type of MD
modules (Jansen et al., 2010). It was observed that since 2012 Aquastill
offers AGMD, DCMD, and LGMD installations.

• Memsys (Germany, Singapore) and Aquaver (The Netherlands):
The Memsys system is based on vacuum enhanced multieffect AGMD
variant incorporating heat recovery and recycling in a plat-and-frame
membrane module (Figure 4(d)). The stages are composed of alternative
hydrophobic membrane and foil (c, PP) frames. Each stage recovers the
heat of condensation providing a multiple-effect design while the
distillate is produced in each evaporation/condensation stage and in
the condenser. The module components are made of PP, which
eliminates corrosion and scaling and allows large-scale cost efficient
production. The company’s module production started in 2010 and their
pilot plants have been installed in Singapore, Australia, and India among
others (Jansen et al., 2010, 2013). In Singapore, Memsys Clearwater Pte
Ltd and Nanyang Technological University (NTU) are collaborating on
the treatment of water contaminated with oil. In November 2011,
Memsys and Aquaver (part of Ecover Group) agree on exclusive license
agreement to cooperate worldwide on small-scale units for potable water
supply and process water applications. In 2012, Memsys awarded a grant
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from the Environment and Water Industry Programme Office (EWI) to
build a 50 m3/day MD test system at Senoko Power Plant, the largest
power supplier in Singapore. General Electric Co. (GE) and Memsys
Clearwater Pte Ltd (Germany and Singapore) have entered into an
agreement to develop Memsys’s MD technology for the unconventional
resource applications including shale gas, coal seam gas, and other fuels
recovered by hydraulic fracturing (high saline produced water). With
Concord Enviro Systems Pvt Ltd of Mumbai (India), Germany’s Memsys
have signed a global license agreement for cooperation on treating
molasses wastewater from sugar industries (Concord Enviro Systems,
2012).
Other compact modules including solar MD modules were presented by

different research institutions (Khayet and Matsuura, 2011; Cipollina et al.,
2012; Hausmann et al., 2012; Hogan et al., 1990; Chen and Ho, 2010;
Kim et al., 2013). In addition to the development of novel MD membranes,
researchers have investigated strategies to improve the MD process such as
optimizing MD operating parameters (i.e., flow rates and temperatures) and
designing novel modules to reduce temperature polarization, concentration
polarization, fouling, scaling, and pressure drop and therefore enhance
permeate flux (Li and Sirkar, 2004; Cath et al., 2004; Martinez and
Rodriquez-Maroto, 2007; Teoh et al., 2008; Yang et al., 2011; He et al.,
2011; Martinez-Diez and V�azquez-Gonz�alez, 2000; Qtaishat et al., 2008).

The permeate flux in MD increases with the increase of the feed flow
rate or permeate flow rate in the MD module channels when these are oper-
ated under laminar or transitional flow hydrodynamic regimes, whereas it
tends to an asymptotic value when the flow regime is turbulent. As the
flow rate increases the thickness of the thermal and/or the concentration
boundary layers in the membrane module channels become thin and results
in low effects of temperature polarization and concentration polarization.
For example, in SGMD variant the sweeping gas flow rate is together
with the feed temperature are the important parameters controlling the
permeate flux of MD (Khayet et al., 2002). The main temperature polariza-
tion in SGMD is located in the air phase and permeate flux in the SGMD
process is mostly controlled by the heat transfer through the air boundary
layer.

Computational fluid dynamics (CFD) techniques were applied for
optimum design of different MD membrane modules (Cipollina et al.,
2009; Yu et al., 2012; Shakaib et al., 2012; Xu et al., 2009; Yang et al.,
2012). Thermo-fluid dynamics of an MD module showed that spacers
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can significantly affect temperature gradients within its channel, permit-
ting to design an optimal spacer (Figure 5) (Teoh et al., 2008; Shakaib
et al., 2012; Yang et al., 2012; Ahmad and Mariadas, 2004). It was also
suggested that by adding baffles to the modules the fluid dynamics

Figure 5 Spacer-filled MD channel (a) (Reprinted from Shakaib et al. (2012), copyright
(2012), with permission from Elsevier); membrane fibers arranged in fabric (b), twisted
(c) and braided (d) configurations (Reprinted from Schneider et al. (1988), copyright
(1988), with permission from Elsevier); different module design and hollow fiber config-
urations (e) (Reprinted from Teoh et al. (2008), copyright (2008), with permission from
Elsevier); and Images of possible baffles for capillaries or hollow fiber membrane mod-
ules (f) (Reprinted from Ahmad and Mariadas (2004), copyright (2004), with permission
from Elsevier).
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may reduce the temperature polarization effect responsible for low
permeate fluxes in MD modules (Figure 5). Inserting baffles in mem-
brane modules create fluid instabilities in the liquid flow and the formed
vortices improve the mixing between the boundary layers (i.e., tempera-
ture and concentration layers) of the membrane. Furthermore, if the fibers
are twisted or braided (Figure 5) instead of been arranged straight or in a
fabric, more turbulent and uniform flow outside the fibers can be pro-
duced leading to an enhancement of both heat and mass transfer coeffi-
cients in the shell side of the membrane (Teoh et al., 2008; Schneider
et al., 1988). Bundles with twisted or braided fibers act as static mixers
around the fibers. However, special care must be taken because the
used spacers or baffles filled channels have an electrical energy penalty

Figure 5 cont’d
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because of the increase of the backpressure. (Yang et al., 2012; Al-Sharif
et al., 2013; Wang and Cussler, 1993).

3. MD APPLICATIONS: FILTRATION AND SEPARATION

MD technology is gaining an increasing importance in separation pro-
cesses and it is currently applied for environmental, chemical, petrochemical,
metallurgical, food, pharmaceutical, and biotechnology industries. In
general, the MD typical applications are summarized in Figure 6.
• Brackish water and seawater desalination: This is the most consid-

ered MD application for water production because the obtained salt
rejection factor is very close to 100% (i.e., practically a total rejection of
salts). In the case of a feed aqueous solution containing nonvolatile
components, either electrolytes (sodium chloride, NaCl; potassium
chloride, KCl; lithium bromide, LiBr; etc.) or nonelectrolytes (glucose,
sucrose, fructose, etc.) only water molecules flow through the membrane
pores in vapor phase. It must be pointed out that 20% of the world’s
population has inadequate access to drinking water although over two-
thirds of the planet is covered with water (99.3% of the total water is
either too salty as seawater or inaccessible as ice caps). Moreover, water is
potable only when it contains less than 500 ppm of salt. Table 2 presents

Brackish water & seawater desalination

Removal of volatile organic compounds from wastewaters

& recovery of aroma compounds (Environmental, Chemical, Petrochemical, Biotechnology, Food, etc.)

Distilled water & ultrapure water pproduction
(Industries: Semi--conductor, Pharmaceutical, Food,

etc.)

Treatment of brines

Concentratioon of wastewaters for recovery of valuable solutes (Industries: Food, Radioactive, Textile,

Metallurgical, Pharmaceutical, etc.)

Nuclear desalination

Major Areas of MD Technology

Figure 6 Typical field applications of MD. MD, membrane distillation.
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Table 2 Reported permeate fluxes (Jw) and salt rejection factors (a) of different membranes used for desalination by different MD
variants. Feed temperature (Tf), permeate temperature in DCMD (Tp), temperature difference between feed and permeate in DCMD
(DT), cooling temperature in AGMD (Tc), liquid flow rate (Qf), liquid circulation velocity (vf), air gap width in AGMD (a), electrical
conductivity of the permeate (jp), and electrical conductivity of the feed (jf)

Membrane Jw (10�3 kg/m2 s) Observation References

GVHP 13.52 DCMD: Distilled water as feed;
Tf ¼ 90.7 �C; Tp ¼ 19.7 �C.

Khayet et al. (2010)

9.00 DCMD: Distilled water as feed;
Tf ¼ 70 �C;
Tp ¼ 20 �C.

Phattaranawik et al. (2003)

0.89 DCMD: 3 g/L NaCl; DT ¼ 10 �C;
Tf ¼ 51.9 �C.

Khayet et al. (2007)

0.83 DCMD: 64.5 g/L NaCl; DT ¼ 10 �C;
T ¼ 52.7 �C.

Khayet et al. (2007)

2.28 AGMD: Tf ¼ 50 �C, Tc ¼ 20 �C,
Qf ¼ 70 L/h, a¼1.8 mm, distilled water.

Izquierdo-Gil et al. (1999)

HVHP 18.61 Deareation DCMD; Tf ¼ 80 �C;
Tp ¼ 21 �C distilled water.

Schofield et al. (1990)

16.39 NaCl (14 g/L)
11.11 NaCl (25 g/L)
10.80 DCMD: Distilled water as feed;

Tf ¼ 70 �C; Tp ¼ 20 �C.
Phattaranawik et al. (2003)

7.31 AGMD: a ¼ 0.8 m, Tc ¼ 7 �C Tf ¼ 82 �C,
tapwater (jf ¼ 297 mS/cm).

Izquierdo-Gil et al. (1999)

1.94 Tf ¼ 52 �C, tap water (jf ¼ 297 mS/cm,
99% salt rejection).

1.67 Tf ¼ 52 �C, seawater model solution
(jf ¼ 37.6 mS/cm, jp ¼ 1100 mS/cm).
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TF200 18.69 DCMD: Distilled water as feed; Tf ¼ 80.1 �C;
Tp ¼ 20.1 �C.

Khayet et al. (2010)

2.90 DCMD: 1.9 g/L NaCl; DT ¼ 10 �C;
Tf ¼ 52.2 �C.

Khayet et al. (2007)

2.23 DCMD: 64.5 g/L NaCl; DT ¼ 10 �C;
Tf ¼ 52.7 �C.

Khayet et al. (2007)

1.31 AGMD: Tf ¼ 70 �C, Tc ¼ 30 �C, distilled
water as feed.

Gostoli and Sarti (1989)

TF450 14.19 AGMD: Tf ¼ 71 �C, Tc ¼ 13.9 �C, 30 g/L NaCl,
a ¼ 3 mm, Qf ¼ 205 L/h, a ¼ 99.92%.

Khayet and Cojocaru (2012b)

13.11 AGMD: Tf ¼ 71 �C, Tc ¼ 13.9 �C, 30 g/L NaCl,
a ¼ 5.6 mm, Qf ¼ 183 L/h, a ¼ 99.98%.

Khayet and Cojocaru (2012a)

8.67 AGMD: Tf ¼ 59 �C, Tc ¼ 13.9 �C, 30 g/L NaCl,
a ¼ 5.6 mm, Qf ¼ 205 L/h, a ¼ 99.98%.

Khayet and Cojocaru (2012a)

3MA 25.2
22.5
19.8

DCMD: Tf ¼ 74 �C; Tp ¼ 20 �C; distilled
water as feed 19.5 g/L; 42.2 g/L.

Lawson and Lloyd (1996)

3MB 21.6 DCMD: Distilled water as feed; Tf ¼ 70 �C;
Tp ¼ 20 �C.

Lawson and Lloyd (1996)

MD, membrane distillation; DCMD, direct contact membrane distillation; AGMD, air gap membrane distillation.

M
em

brane
D

istillation
(M

D
)

85



as an example the permeate fluxes of some membranes commonly used
for desalination by different MD variants.
It was observed that the temperature of the feed solution is the most

significant MD operating parameter controlling the MD permeate flux.
Generally, it is admitted that there is an exponential increase of the MD
permeate flux with the feed temperature because the partial vapor pressure
increases exponentially with the temperature following an Arrhenius type of
dependence ( Jfe�A/T where J is the permeate flux, T is the absolute tem-
perature, and A is a constant) (García-Payo et al., 2000). Remember that the
transmembrane vapor pressure is the driving force of mass transfer in MD. A
linear increase of the MD permeate flux with the vapor pressure difference
between the feed and permeate was obtained (Banat and Simandl, 1994,
1998; Kurokawa et al., 1990). The MD flux is lower for higher permeate
temperature and higher nonvolatile solute concentration of the feed solution
(Khayet and Matsuura, 2011; Khayet, 2011; Lawson, and Lloyd, 1997;
El-Bourawi et al., 2006). Moreover, the permeate flux was found to be
greater for membranes having larger pore sizes. In AGMD variant it was
observed a decrease of the permeate flux with the increase of the air gap thick-
ness between the membrane and the condensing surface because of the increase
of the resistance to mass transfer in the air gap of the membrane module (Banat
and Simandl, 1994, 1998; Jonsson et al., 1985; Kimura et al., 1987).
• Treatment of concentrated brines: MD is proposed to solve the

problem of brine disposal although the MD permeate flux declines as
the concentration of salt in water is increased due to the decrease of the
partial vapour pressure of the salt feed solution (Khayet and Matsuura,
2011; Al-khudhiri et al., 2012; Wu and Drioli, 1989; Mariah et al.,
2006). It was demonstrated that MD can be applied for processing high
salinity aqueous solutions and concentrated brines derived from other
separation processes such as RO and NF instead of their discharge to the
environment. It must be pointed out that pressure-driven membrane
processes are not able to treat concentrated brines (i.e., >75 g/L of salt)
because of their high osmotic pressures. Therefore, various hybrid
processes integrating MD as a final stage with other separation pressures
such as pressure-driven membrane processes and crystallization were
proposed looking at zero salty water discharge (Bouguecha and Dhahbi,
2003; Ji et al., 2010; Mericq et al., 2010; Edwie and Chung, 2012; Chen
et al., 2014). Pure water is recovered by MD while the resulting saturated
salt aqueous solutions are used in crystallization process from which
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precipitated solids can be produced and enabling the formation of high
quality crystals. This technology is also termed membrane distillation
crystallization (MDC). Recently some researches start on the
development of membranes for MDC (Edwie and Chung, 2012).

• Concentration of wastewaters containing valuable compounds:
MD technology has been applied successfully for the treatment of
wastewaters derived from different origins for recovery of valuable com-
pounds and production of water less hazardous to the environment. The
types of treated wastewaters are pharmaceutical wastewater containing
taurine, concentration of biological solutions (bovine plasma, bovine
blood, protein), metallurgical wastewater, textile wastewater contami-
nated with dyes, wastewater reclamation in space, olive oil mill wastewater
for polyphenols recovery, waters contaminated with boron, arsenic, heavy
metals, ammonia (NH3), coolant liquid (i.e., glycols), humic acid, acid
solutions rich in specific compounds for example the concentration of
hydrogen iodide (HI) and sulfuric acid aqueous solutions of interests in
hydrogen energy production from water, radioactive wastewater solutions
(i.e., nuclear desalination), brine and other impotable water sources, etc.
(Khayet and Matsuura, 2011; Zakrewska-Trznadel et al., 1999; Wu et al.,
1991; Calabr�o et al., 1991; Cath et al., 2005; Caputo et al., 2007;
El-Abbassi et al., 2012; El-Abbassi et al., 2013; Gryta and Karakulski,
1999; Khayet et al., 2004; Qu et al., 2009; Rinc�on et al., 1999;
Tomaszewska et al., 1995; Zolotarev et al., 1994; Hou et al., 2010).
One of the advantages of using MD technology is the possibility to
operate at low temperatures of feed aqueous solutions. Therefore, MD
was proved to be successfully applicable in fields where high tempera-
tures result in degradation of the valuable compounds present in food
wastewaters (i.e., concentration of milk, concentration of must, which is
the juice obtained from grape pressing containing sugars and various
aroma compounds and for the concentration of many other types of
juices including orange juice, mandarin juice, apple juice, sugarcane
juice, etc.) (Kimura et al., 1987; Drioli et al., 1992; Calabr�o et al., 1994;
Bandini and Sarti, 2002; Gunko et al., 2006; Lukanin et al., 2003; Nene
et al., 2002).

• Removal of trace volatile organic compounds (VOCs) and dis-
solved gases from wastewaters: Various dilute mixtures containing
VOCs at different concentrations were tested by different MD variants
for VOCs extraction from water. These are alcohols (i.e., methanol,
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ethanol, isopropanol, and n-butanol), halogenated VOCs (i.e., chloro-
form, trichloroethylene, and tetrachloroethylene), benzene, acetone,
acetonitrile, ethyl acetate, methyl acetate, methyl tert-butyl ether, etc.
(Calibo et al., 1987; Khayet and Matsuura, 2011, 2004, 2001; Gostoli
and Sarti, 1989; Hoffman et al., 1987; Fujii et al., 1992a,b; Bandini et al.,
1992, 1997; Sarti et al., 1993., Banat and Simandl, 1996; Couffin et al.,
1998; Bandini and Sarti, 1999; García-Payo et al., 2000; Izquierdo-Gil
and Jonsson, 2003; Urtiaga et al., 2000). Such applications are
appropriate for environmental, chemical, petrochemical, and
biotechnology industries. Successful applications were also observed in
food processing for recovery of volatile aroma compounds from juices
(Bagger-Jorgensen et al., 2004), for ethanol recovery from fermentation
broth (Gostoli and Sarti, 1989; Udriot et al., 1994; Banat and Simandl,
1999), and for breaking azeotropic mixtures (e.g., hydrochloric acid/
water, propionic acid/water, and formic acid/water azeotrope mixtures
(Udriot et al., 1994; García-Payo et al., 2000)). In MD, both water and
VOCs are transported through the pores of the membrane and therefore
the vapor pressure in the permeate side must be adequately chosen to
reach good selectivities. MD was also proposed as an alternative
separation technology for extraction of dissolved gases in water such as
oxygen and ammonia, but only very few studies were reported in this
field (Bandini et al., 1992; Ding et al., 2006; El-Bourawi et al., 2007;
García-Payo et al., 2002).

• Distilled and ultrapure water production: MD is based on mem-
brane evaporation and condensation phenomena. Therefore, when us-
ing adequate membranes for MD with narrow pore size distribution (see
section 1), the produced water exhibits a high quality providing that a
high rejection factor of nonvolatile solutes, very close to 100%, are
achieved. A high quality water with an electrical conductivity as low as
0.8 mS/cm with 0.6 ppm TDS (total dissolved solids) was produced by
MD (Karakulski et al., 2002). Because the produced water is very pure it
is suitable for use in medical, pharmaceutical, and semiconductor in-
dustrial sectors (Khayet and Matsuura, 2011; Liu, 2004; Weyl, 1967).
Most of the above cited MD applications are reviewed in the recently pub-

lished book by Khayet and Matsuura (Khayet and Matsuura, 2011). Further-
more, different propositions to improve product quantity and quality and
reduce energy consumption were reported including integrated MD technol-
ogy to other conventional processes such as distillation systems (i.e., multief-
fect distillers), to pressure-driven membrane processes (RO, UF, NF, forward
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osmosis, FO), to alternative energy sources such as solar and geothermal
energy, and also to nuclear installations where waste heat can be recovered
(Tarnacki et al., 2012; Walton et al., 2004; Lu et al., 2001; G�alvez et al.,
2009; Koschikowski et al., 2005, 2009; Banat et al., 2007a,b; Fath et al.,
2008; Raluy et al., 2012; Schwantes et al., 2013; Dotremont et al., 2008; Jan-
sen et al., 2010; Jansen et al., 2010, 2013; Heinzl et al., 2012; Memsys–NTU
partnership, 2011; Concord Enviro Systems, 2012; Zhao et al., 2013; Ong
et al., 2012; Cipollina et al., 2012; Hausmann et al., 2012; Hogan et al.,
1990; Chen and Ho, 2010; Kim et al., 2013; Li and Sikar, 2004;
Bouguecha and Dhahbi, 2003; Zakrewska-Trznadel et al., 2001; De Andrés
et al., 1998; Calabr�o et al., 1990, 1994; Drioli et al., 1999; Criscuoli and
Drioli, 1999; Gryta et al., 2001a; Criscuoli et al., 2002; Rommel et al.,
2008; Banat and Jwaied, 2010; Wange et al., 2009, 2011; Suareza et al.,
2010; Mericq et al., 2011; Ding et al., 2005; Mertinetti et al., 2009). Solar
ponds and solar collectors can be used to provide heat (solar thermal) or elec-
trical energy (solar photovoltaic panels) requirements to operate an MD plant.
Figure 7 shows as an example a solar powered MD plant.

It is worth quoting that since the first publication in the field of solar
assisted MD by Hogan et al. (Hausmann et al., 2012) in 1990 using flat plate
solar collectors, various research studies were reported in the MD literature
incorporating different solar devices to MD modules and tested in different
countries around the world (Tarnacki et al., 2012; Walton et al., 2004; Lu
et al., 2001; G�alvez et al., 2009; Kullab and Martin, 2011; Banat et al.,
2007a,b; Fath et al., 2008; Koschikowski et al., 2009; Raluy et al., 2012;
Schwantes et al., 2013; Cipollina et al., 2012; Hogan et al., 1990; Chen
and Ho, 2010; Kim et al., 2013; Rommel et al., 2008; Banat and Jwaied,
2010; Wang et al., 2009; Suareza et al., 2010; Mericq et al., 2011; Ding
et al., 2005). However, up to now few studies are published on MD eco-
nomics, energy analysis, and costs evaluations (Khayet, 2013). Wide
dispersed and confusing water production costs (WPCost) and specific energy
consumption (EC) analysis are reported. The EC varies from about 1 to
9000 kWh/m3 while the WPCost varies from $0.3/m3 to $130/m3. These
scattered values are due to the different type and size of the MD systems,
type of feed processed water, energy source, energy recovery systems, cost
of energy, economic analysis procedure, etc. Some commercial MD appli-
cations are still under evaluation due to the high energy consumption, high
costs of membrane modules, difficulties with long time operation, and
membrane wettability among others.
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Figure 7 Schema (a), images (b), and heat flows and losses in a typical sunny day (c) of
a solar AGMD plant installed in Amarika (Namibia) in 2010 (by Fraunhofer ISE) (4 m3/day
at alternating temperatures 65–80 �C, 12 modules, 168 m2 membrane, raw water, dril-
ling well 28,000 ppm, solar thermal flat plate collectors single glazed 232 m2, 12 m3 in-
tegrated heat storage, and brine cooling tower). Reprinted from Schwantes et al. (2013)
copyright (2013), with permission from Elsevier.
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Recently, a value of 27.6 kJ/kg (7.67 kWh/m3) was reported as the
theoretical minimum energy consumption of single-pass MD associated
with a heat recovery system (i.e., heat exchanger) proposed for seawater
desalination at 60 �C. For RO with a typical recovery of 50% this value is
much lower, around 3.18 kJ/kg (0.88 kWh/m3), although RO uses high
cost electric energy (Lin et al., 2014; Elimelech and Philip, 2011). Neverthe-
less, MD is claimed to be an attractive low cost process for clean water
production when low grade thermal energy is available.

4. TIPS, REMARKS, AND FUTURE DIRECTIONS IN MD

After more than 45 years of hard and continuous researches, recently
MD technology begins to acquire industrial interests boosted by some com-
panies such as Memsys, Memstill, Scarab Development AB, Keppel Seghers,
and Fraunhofer ISE among others. Still MD researchers are looking for iden-
tification of new applications of MD process including integrated MD
systems to other separation processes. In addition, few research studies are
reported on long term MD performance and membrane fouling (i.e., depo-
sition of particles, colloids, emulsions, suspensions, macromolecules, etc.)
and microorganism growth on membrane surface (i.e., membrane
biofouling) although fouling phenomena in MD are significantly lower
than those faced in other pressure-driven membrane separation processes
(Van Gassel and Schneider, 1986; Li and Sirkar, 2004; Schneider et al.,
1988; Banat and Simandl, 1994, 1998; Kimura et al., 1987; Sakai et al.,
1986, 1988; Ortiz de Z�arate et al., 1998; Calabr�o et al., 1994; Karakulski
et al., 2002; Gryta et al., 2001a; Gryta et al., 2001b; Drioli and Wu, 1985;
Gryta, 2000, 2002, 2005; Khayet and Mengual, 2004; Srisurichan et al.,
2005). Membrane fouling and scaling in MD can lead to wetting of the
membrane pores and reduce the effective membrane area.
As consequence the MD water production rate together with the water
quality and the separation or rejection factors are reduced. MD researchers
are now discussing various issues such as the energy consumption, especially
that of the recent proposed commercial MD plants, the water production
cost, the difficulties faced with long-term operation, the simultaneous risk
of membrane wetting, scaling, and fouling. Among the areas that
are roughly studied are membrane engineering for preparation of improved
and novel membranes, membrane modules designed specifically for MD
applications, and optimized coupling of renewable energy systems to MD
plants.
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1. INTRODUCTION

One of the most remarkable membrane separation processes, without
any doubt, is pervaporation. It is the only membrane process in which a
phase transition occurs during transport through a dense or microporous
matrix, leading to the peculiar feature of an undefined phase condition
within the membrane itself. The phase transition occurs due to the vacuum
(or, more generally, the low partial pressure) at the permeate side. Selectivity
is obtained by selective dissolution of components from a liquid mixture in
the membrane material and differences in diffusion through the membrane.
This allows separation of solvents on the basis of their affinity for the mem-
brane material, in contrast to classical distillation where separation occurs as a
result of differences in volatility. Thus, azeotropic mixtures and mixtures
with a relative volatility close to one can be separated by pervaporation,
on condition that they have a clear difference in properties determining their
transport through pervaporation membranes. As further described in this
chapter, the main characteristics that are decisive for rejection by or transport
through the membrane are the polarity of the solvent, and its molecular size.
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Because mixtures of organic solvents with water have a large difference in
these parameters when water is to be removed, this is an obvious application
for pervaporation. Similarly, the removal of an organic compound from an
aqueous solution is also feasible. On the other hand, organic–organic sepa-
rations are much more challenging since they have a smaller difference in
polarity and molecular size.

The oldest reference to pervaporation in ISI’s Web of Science dates back
to 1956, and reports on the use of pervaporation for separation of aqueous
alcoholic mixtures (Heisler et al., 1956). However, the origins of pervapo-
ration are older. Kober first introduced the term pervaporation in 1917 in a
publication reporting on the selective permeation of water from aqueous so-
lutions of albumin and toluene through cellulose nitrate films (Kober, 1917).
He observed that a liquid in a collodion bag, which was suspended in the air,
evaporated, although the bag was tightly closed. This brought him to intro-
duce the term pervaporation as a contraction of “permselective evapora-
tion.” In general, the definition of pervaporation can be derived from this
observation as a process in which one or more components of a liquid
mixture selectively permeate through a dense or microporous membrane,
driven by a difference in partial vapour pressure, leaving the membrane as
a vapour, and being recovered in a condensed form as a liquid. Even before
Kober, a similar observation was made by Kahlenberg, who reported in
1906 on the separation of a mixture of a hydrocarbon and an alcohol
through a rubber membrane (Kahlenberg, 1906). Later, in 1935 Farber
recognized the potential of pervaporation for separating and concentrating
protein and enzyme solutions, using cellophane (Farber, 1935). However,
Binning and co-workers at American Oil Company (Amoco) were the first
to carry out systematic studies to determine the principles and understand
the potential of pervaporation. Between 1958 and 1962, several patents
and applications by Binning and his group appeared, mostly related to their
research on the separation of hydrocarbon mixtures through a nonporous
polyethylene film (Binning and James, 1958a; Binning et al., 1961, 1962).
Experiments were carried out at high temperatures up to 150 �C, at which
the permeation rates were high enough to permit practical applications.
They demonstrated that there was a difference in permeation rate between
paraffins and aromatics and olefins, which permeated faster. In general, linear
hydrocarbons proved to permeate faster than branched isomers. This
brought them to potential applications for improvement of gasoline, since
it would allow to increase the octane number by applying pervaporation.
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In addition, they also reported the separation of other mixtures such as
methanol/benzene, alcohols/water and pyridine/water by pervaporation
(Binning and James, 1958b,c; Binning, 1961).

The breakthrough of pervaporation came in the 1970s, when the po-
tential for many applications became apparent. In 1976, in one of the first
issues of Journal of Membrane Science, azeotropic mixtures were consid-
ered for the first time (Aptel et al., 1976). Due to its simplicity in operation
(i.e., automation), the possibility of working at elevated temperatures and
the reduced amounts of chemicals needed, pervaporation was found to be a
good alternative for conventional energy consuming processes such as
distillation, or complex methods involving secondary materials cycles,
such as extraction. In addition, challenging separations such as benzene-
cyclohexane (Rautenbach and Albrecht, 1980) and 1,3 butadiene-
isobutene (Vasse et al., 1975). Pervaporation had potential as an
energy-saving separation method, which was crucial for its development
in the years of the oil crisis in the 1970s. Slow permeation rates, the tradi-
tional impediments for membrane separations, were improved by the
development of asymmetric membranes. This has catalyzed studies on
pervaporation in the 1970s, leading to significant breakthroughs after
roughly a decade of intensive studies, in the 1980s. Worth mentioning
is the development of thin film polyvinyl alcohol-polyacrylonitrile
(PVA/PAN) composite membranes by GFT (Gesellschaft fur Trenntech-
nik GmBH, since 1997 Sulzer Chemtech).

Pilot-scale industrial applications appeared already in the early 1980s.
The first operating pilot plant was started in 1982 as a demonstration
unit for alcohol dehydration, to produce 1200 L per day with a purity of
99.2 weight percent ethanol. One of the successes of this plant, in addition
to the product purity, was the low energy consumption compared with that
of conventional dehydration of ternary azeotropic distillation after addition
of benzene (Feng and Huang, 1997; Kujawski, 2000; Jonqui�eres et al.,
2002). Plants with larger production capacities, ranging from 2000 to
15,000 L per day, appeared not much later during the 1980s. Over 50 plants
were installed by GFT in Europe and the USA for the dehydration of
ethanol and other organic solvents. The first large-scale pervaporation
unit, used for the dehydration of ethanol to a concentration of 99.8 wt%,
with a capacity of 150,000 L per day, was installed in 1988 in the sugar re-
finery of Bethéniville, France (Feng and Huang, 1997; Kujawski, 2000;
Jonqui�eres et al., 2002).
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Dehydration was successful in more pilot-scale and full-scale plants. In
2000, inorganic NaA zeolite membranes were for the first time installed
in a large-scale plant for the dewatering of ethanol to 99.8 wt% (Morigami
et al., 2001). Dehydration was further used in pervaporation membrane
reactors for equilibrium reactions in which water was obtained as a by-
product. By removing water from the reaction broth, the yield of the reac-
tion could be increased, according to the principle of Le Châtelier-Braun.
This allows even a full conversion. In 1994 a plant was installed in which
water is continuously removed from a reaction mixture in order to shift
the reaction equilibrium towards the wanted product (Jonqui�eres et al.,
2002).

Parallel to dehydration, hydrophobic pervaporation was also developed,
mainly using polydimethylsiloxane (PDMS) membranes. These were used
for extraction of organic compounds from aqueous streams (Lipnizki
et al., 1999a,b; Peng et al., 2003), for example, in the case of removal of
trichloroethylene from groundwater using spiral-wound PDMS membranes
in a plant in California, USA, in 1993 (Feng and Huang, 1997; Kujawski,
2000; Jonqui�eres et al., 2002).

Apart from hydrophilic membranes for dehydration and hydrophobic
membranes for extraction of organic compounds, a third membrane type
was developed specifically for organic–organic separations. These mem-
branes are denoted as “organoselective” or “organophilic.” The initially tar-
geted industrial application was the purification of ethyl tert-butyl ether
(ETBE), a fuel octane enhancer used in Europe, to replace formerly applied
lead derivatives. The feasibility of pervaporation for the purification of
ETBE were demonstrated at pilot-scale by the Institut Français du Pétrole,
and enabled the commercialization of the first organoselective membranes
for the removal of methanol or ethanol from purely organic mixtures
(Smitha et al., 2004).

Evidently, hybrid configurations are logical key applications for pervapo-
ration nowadays (together with solvent dehydration, for which pervapora-
tion can be considered a standard process with proven performance).
Because the separation mechanism in pervaporation is based on completely
different principles than for example, distillation, a combination of pervapo-
ration and distillation yields an efficient hybrid method in which both pro-
cesses are used for that part of the overall separation where they perform best
(Lipnizki et al., 1999a,b). Another successful tandem, as already indicated, is
the combination of pervaporation with a reactor for (bio)chemical conver-
sions; although it requires some more expertise than a plug-and-play
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dehydration, this is one of the areas where a substantial further growth is to
be expected (Van der Bruggen et al., 2010).

Pervaporation is closely related to vapour permeation, a membrane
separation process in which a vapour mixture is separated by dense or
microporous membranes due to a difference in vapour pressure. The
only difference with pervaporation is in the feed phase (vapor vs liquid);
separation mechanisms and even membranes are usually quite the same.
This is related to the “absence” of a well-defined phase during transport
through the membranes, making the feed condition irrelevant (although
it would of course still determine the driving force, i.e., the difference in
partial pressure). Applications of both processes were reviewed in 2002,
including an overview of patented applications, and suppliers for PV
and VP membranes and membrane separation systems (Jonqui�eres
et al., 2002). Since then, new applications were developed particularly
for organic–organic separations and pervaporation membrane reactors,
but the reference applications are still the same today. Research efforts
indicate, however, a far greater potential for pervaporation as the standard
technology for difficult organic–organic separations in the pharmaceutical
and (petro)chemical industry (Smitha et al., 2004). One of the key issues to
be resolved is the development of a reliable mass transport model to predict
membrane performance and to aid in the production of sufficiently stable,
cheap and high performance membranes. This will be outlined in the
following sections.

In terms of membrane structures, pervaporation is closely related to gas
separation and organic solvent nanofiltration, two processes in which
similar membrane types are used (Van der Bruggen et al., 2006). The dif-
ference with pervaporation is in the driving force: gas separation and
organic solvent nanofiltration require a pressure gradient, and do not
involve a phase transition. Membranes, however, are essentially the
same, but optimization of membrane structures and morphologies is carried
out in a different way. Crosslinking, for example, is more important for
polymeric pervaporation membranes, in view of the gradient between
the liquid feed (which causes swelling at the feed side) and the permeate
side held at vacuum (in unswollen, dry conditions). This lowers the perme-
ability, so that a careful balance between membrane stability and perme-
ability is needed for pervaporation membranes. This has triggered
research on membrane synthesis in particular, yielding a vast amount of
reports on preparation of pervaporation membranes using a wide range
of polymers, and ceramic materials (Bolto et al., 2011).
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2. FUNDAMENTALS OF PERVAPORATION

The selectivity in pervaporation originates from different affinities for
the membrane material among components of the feed mixture, and differ-
ences in permeation rate by diffusion. During transport, evaporation of the
permeating compounds occurs; the heat of vaporization has to be supplied
by the feed, which causes a temperature drop. As shown in Figure 1, heat
may be supplied by intermediate heat exchangers installed between a num-
ber of pervaporation modules in series, for an industrial set-up of
pervaporation.

In the absence of coupling effects, transport through a pervaporation
membrane is typically described by the solution-diffusion model (Wijmans
and Baker, 1995). This model describes mass transport of a fluid through a
dense, nonporous membrane as:

Permeability ðPÞ ¼ Solubility ðSÞ � Diffusivity ðDÞ
The solubility of a compound is the amount sorbed by the membrane

under equilibrium conditions, and hence, a thermodynamic parameter, in
contrast to the diffusivity, which is a kinetic parameter quantifying the
rate of permeation through the membrane. This can be described as:

Ji ¼ �Li
dmi

dx

Retentate

Permeate

Feed

Condensor

Vacuum pump

Figure 1 Pervaporation modules in series with intermediate heat exchangers.
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where Ji is the flux of component i, Li is the permeability of component i,
and mi is the chemical potential of component i.

The chemical potential can be expressed as follows:

dmi ¼ RTdlnðginiÞ þ vidp

where gi is the activity coefficient of component i, ni the molar concen-
tration, vi the molar volume, and p the pressure.

The flux in pervaporation is also often expressed as

Ji ¼ �DimVci

where Vci is the molar concentration gradient of component i over the
membrane and Dim is the Fickian diffusivity of i in the membrane.

This leads to the following simple expression:

Ji ¼ Dim

�
c f
im � c p

im

�
where c f

im and c p
im are the concentrations of component i inside the mem-

brane on the feed side and on the permeate side, respectively.
The concentration inside the membrane at the membrane interface may

be obtained by Henry’s law:

cim ¼ Simpi

Where Sim is the adsorption coefficient or the solubility, a measure of the
amount of penetrant sorbed by the membrane under equilibrium conditions
and pi is the partial pressure of species i in the phase adjoining the interface.

The resulting equation is the classical representation of the solution-
diffusion transport mechanism:

Ji ¼ SimDim

L

�
pf

i � pp
i

�
p f

i � pp
i ¼ Dpi is the partial pressure difference over the membrane, which

is, calculated as (Wijmans and Baker, 1995):

p f
i ¼ xigip

vap
i

and

pp
i ¼ yiP

p
i

where xi is the molar fraction of component i in a multicomponent feed, gi

the activity coefficient at temperature T(K), Pvap
i the vapour pressure of pure

i at temperature T(K), yi the molar fraction of component i in the permeate,
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and P p the total permeate pressure. The activity coefficients can be calcu-
lated with the UNIFAC equation. For pure species the partial pressure
difference Dpi reduces to the vapour pressure Pvap

i ðsince P p << P f
i Þ,

which can be calculated with the Antoine equation:

Pvap ¼ A exp

��DHvap

RT

�

where A is the preexponential factor and DH vap the heat of vaporization.
The temperature dependency of the flux is composed of a sorption

related factor, a diffusion related factor, and the heat of vaporization, which
can be written as:

Ji ¼ Si0 exp

��DHS

RT

�
Di0 exp

��EÐ

RT

�
Ai exp

��DHvap

RT

�

or

Ji ¼ Fi0 exp

��EF

RT

�
Ai exp

��DHvap

RT

�

where Si0, Di0, and Fi0 are the preexponential factors, DHs is the enthalpy of
adsorption, ED the activation energy for diffusion, and EF ¼ ED þ DHs the
activation energy for permeability.

Thus, the total flux follows an Arrhenius (exponential) type of relation:

Ji ¼ J0 exp

��EJ

RT

�

where EJ ¼ EF þ DH vap ¼ ED þ DHs þ DH vap is the activation energy for
flux and J0 is the preexponential factor.

The difference in activation energy for flux and permeability is the heat
of vaporization DH vap. Therefore, the most general and objective way to
compare membrane systems relates to the energy difference EF, which is a
combination of the activation energy for diffusion (ED), and the enthalpy
of adsorption (DHs). Since adsorption processes are exothermic, the enthalpy
of adsorption is negative.

Diffusive transport through a pervaporation membrane may occur by
surface diffusion (pore sizes below 2 nm) or by molecular sieving (micropore
or configurational diffusion, pore sizes below 1 nm) (de Lange et al., 1995;
Burggraaf and Cot, 1996; Beuscher and Gooding, 1998; Gilron and Soffer,
2002; Wood et al., 2002). For surface diffusion, EF can be positive or nega-
tive, depending on whether the transport activation energy exceeds the
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enthalpy of adsorption or not. When EF < 0, transport will decrease with
increasing temperature and when EF > 0, it will increase with increasing
temperature. Transport through molecular sieving always increases with
temperature (EF > 0).

The solution-diffusion equations are a simplification, because it can be
argued whether the boundary conditions that allow the application of
Henry’s law are met. Using a Langmuir adsorption isotherm and a concen-
tration dependent diffusivity would solve this.

In order to take concentration effects and dragging effects into account,
more complex adsorption-diffusion models based on the Maxwell–Stefan
theory are required (Krishna, 1990; Krishna and Wesselingh, 1997; Taylor
and Krishna, 1993). This is particularly important for inorganic membranes,
where sorption is in fact a surface adsorption mechanism, and transport can
be described as hopping from one adsorption position to the next one. In the
literature, several derivations of Maxwell–Stefan adsorption-diffusion
models have been published to describe transport in gas separation and per-
vaporation applications using both polymeric (Heintz and Stephan, 1994;
Ghoreyshi et al., 2002; Iz�ak et al., 2003) and inorganic membranes (Van
den Broeke and Krishna, 1995; Van den Broeke et al., 1999a,b; Van den
Broeke et al., 1999a,b; Krishna & Van den Broeke, 1995; Krishna, 2000;
Kapteijn et al., 2000; Pera-Titus et al., 2006; de Bruijn et al., 2003;
Yu et al., 2007; Lee, 2007; Krishna & van Baten, 2008). These models as-
sume that transport of a component i is not only the result of a gradient
in chemical potential of that component, but that transport is also influenced
by the presence of the membrane, and of the gradients of all the other com-
ponents j in the mixture.

The generalized Maxwell–Stefan theory assumes that movement of a
species in a multicomponent mixture is caused by a driving force, which
is balanced by the friction of this species with other species and its sur-
roundings (Bettens, 2008). The Maxwell-Stefan equation can be generally
written as:

� xi

RT
VT ;Pmi ¼

Xn

j¼1

xixj
�
ui� uj

�
Ðij

where mi represents the chemical potential of species i, Vmi represents the
gradient of the chemical potential of species i, (ui � uj) the relative velocity
between species i and j, Ðij the Maxwell–Stefan diffusivity between species
i and j, and xi (xj) the molar fraction of i ( j ).
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For a binary mixture, the equation becomes:

� q1

RT
VT ;Pm1 ¼ q1q2

ÐS
12

ðu1� u2Þ þ q1qM

ÐS
1M

ðu1� uM Þ

The first term on the right-hand side expresses the friction exerted be-
tween both adsorbed components 1 and 2. The second term expresses the
friction between component 1 and the membrane’s pore wall. ÐS

12 and
ÐS

1M are the corresponding Maxwell–Stefan surface diffusivities. Inter-
changing 1 and 2 provides the analogous equation for component 2.

q is the fractional coverage of the surface:

qi ¼ qi

qi;sat

For the membrane, qM represents the fraction of available adsorption
sites. Because it is not well defined, it is often integrated in ÐS

1M by replacing
qM

ÐS
1M

by 1
ÐS0

1M

(Krishna and Wesselingh, 1997; Taylor and Krishna, 1993).

Since fluxes should be considered here with respect to the membrane,
uM ¼ 0. Further eliminating the velocities using the definition of the molar
fluxes (i ¼ 1,2):

Ji ¼ rqiui

with r the density of the membrane material, yields:

�rq1

RT
VT ;Pm1 ¼ q1q2

ÐS
12

 
J1

q1;satq1
� J2

q2;satq2

!
þ q1

ÐS0
1M

 
J1

q1;satq1

!

The gradient in chemical potential can be related to the gradients in frac-
tional coverage and to the thermodynamic correction factors G (Krishna and
Wesselingh, 1997; Taylor and Krishna, 1993):

� q1

RT
VT ;Pm1 ¼ G11VT ;Pq1 þ G12VT ;Pq2

with

G1j ¼ q1
vln p1

vqj

where p1 is the partial pressure of component 1.
The thermodynamic factors are determined by the adsorption isotherm

chosen to relate the surface coverage q1 to the partial pressure p1. Adsorption
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of a binary mixture can be described by the extended Langmuir model
(Bettens, 2008):

qi ¼ qi

qi;sat
¼ bipi

1 þP2
j¼1bjpj

If the saturation loadings qi,sat for both components are the same, the
thermodynamic factors can be obtained analytically:

G11 ¼ 1 � q2

1 � q1 � q2

and

G12 ¼ q1

1 � q1 � q2

The final form of the Maxwell–Stefan equations in matrix form for a bi-
nary mixture is then:

�r½qsat�½G�ðVqÞ ¼ ½B�ð JÞ
or

ð JÞ ¼ �r½qsat�½B��1½G�ðVqÞ

The matrices are as follows:

ð JÞ ¼
�

J1
J2

�

½qsat� ¼
�

q1;sat 0

0 q2;sat

	

½G� ¼ 1
1 � q1 � q2

�
1 � q2 q1

q2 1 � q1

	

½B� ¼

2
666664

1

ÐS0
1M

þ q2

ÐS0
12

� q1

ÐS
12

� q2

ÐS
12

1

ÐS0
2M

þ q1

ÐS0
12

3
777775
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½B��1 ¼

2
666664

1

ÐS0
2M

þ q1

ÐS
12

q1

ÐS
12

q2

ÐS
12

1

ÐS0
1M

þ q2

ÐS
12

3
777775

q1

ÐS0
1M ÐS

12

þ q2

ÐS0
2M ÐS

12

þ 1
ÐS0

1M ÐS0
2M

ðVqÞ ¼
�

Vq1

Vq2

�

The solution for J1 and J2 can be expressed as follows:

J1 ¼ �
rq1;satÐS0

1M

��
G11 þ q1

ÐS0
2M

ÐS
12
ðG11þ G21ÞVq1

�
þ
�

G12 þ q1
ÐS0

2M

ÐS
12
ðG12þ G22Þ

�
Vq2

	

1 þ q1
ÐS0

2M
ÐS

12
þ q2

ÐS0
1M

ÐS
12

J2 ¼ �
rq2;satÐS0

2M

��
G22 þ q2

ÐS0
1M

ÐS
12
ðG22þ G12ÞVq2

�
þ
�

G21 þ q2
ÐS0

1M
ÐS

12
ðG21þ G11Þ

�
Vq1

	

1 þ q1
ÐS0

2M
ÐS

12
þ q2

ÐS0
1M

ÐS
12

For pure species, these equations reduce to (i ¼ 1,2):

Ji ¼ �rqi;satÐS0
iM Vqi

1 � qi

The main remaining difficulty in these equations is the gradient of the
fractional coverage, which is difficult to estimate. A possible simplification
is to assume that the gradient of fractional coverage is constant and that
the fractional coverage itself can be averaged (De Bruijn et al., 2007):

q1 ¼ q
f
1 þ q

p
1

2

Or using the logarithmic average:

q1 ¼ 1 �
�
1 � q

p
1

�� �1 � q
f
1

�
ln
�

1 � q
p
1

1 � q
f
1

�
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In the Maxwell–Stefan expressions for the fluxes, three Maxwell–Stefan
diffusivities have to be determined: ÐS

12, ÐS0
1M , and ÐS0

2M . For the counter-
exchange Maxwell–Stefan diffusivity, the Vignes equation is often used:

ÐS
12 ¼ ÐS0

q1
q1þq2

1M ÐS0
q2

q1þq2

2M

Alternatively, when no interactions between species occur, the corre-
sponding counter-exchange coefficient can be assumed infinite
ðDS

12 ¼ NÞ. This is denoted as single-file diffusion (Van den Broeke
et al., 1999a,b; Van den Broeke et al., 1999a,b); components are not able
to pass each other in the narrow pores.

The single-species Maxwell–Stefan diffusivities can either be considered
to be independent of the amount adsorbed:

ÐS0
1M ¼ ÐS0

1M ð0Þ
and

ÐS0
2M ¼ ÐS0

2M ð0Þ
Alternatively, the single-species Maxwell–Stefan diffusivities can be

described as a function of the amount adsorbed:

ÐS0
1M ¼ ÐS0

1M ð0Þð1� q1 � q2Þ
and

ÐS0
2M ¼ ÐS0

2M ð0Þð1� q1 � q2Þ
The selectivity of a pervaporation membrane is calculated as a dimen-

sionless separation factor a. For a binary mixture consisting of components
A and B, the separation factor is:

aA;B ¼ yA=xA

yB=xB

where yA and yB are the permeate compositions and xA ad xB are the feed or
retentate compositions. These compositions can be described by means of
mole fractions, mass fractions or volume fractions. The separation factor is
chosen in such a way that its value is greater than unity and so that
component A permeates preferentially. If a ¼ 1, no separation can be
achieved.

The separation factor used in pervaporation is similar to the relative vola-
tility used for distillation. Interestingly, their values can be quite different for
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the same binary system. As an example, a diagram showing the vapour con-
centrations in distillation as a function of their corresponding liquid concen-
trations in equilibrium (McCabe–Thiele diagram) is shown for the binary
mixture ethanol-water (Kujawski, 2000). For pervaporation, the diagram
gives the composition of the feed mixture on the x-axis; the y-axis shows
the composition of the permeate. The membrane in the Figure 2 is a hydro-
philic membrane: water is passing preferentially through the membrane for
any water fraction (the curve is always above the diagonal) and is enriched in
the permeate. The highest separation factor is observed when the water frac-
tion is low. Thus, pervaporation is best suited for the removal of a minor
component from a mixture with high selectivity. In distillation, the more
volatile ethanol is enriched in the vapour phase, at least at high water con-
centrations (the curve is below the diagonal). With decreasing water in the
feed, the vapour liquid equilibrium shows azeotropic behaviour (the azeo-
tropic point crosses the diagonal).
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Figure 2 Comparison between selectivity in pervaporation (upper curve) and distilla-
tion (lower curve) (Kujawski, 2000).
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Although the separation factor is commonly used to describe pervapora-
tion (and will be further used in this chapter as well, because all data can be
found in this logic), Baker et al. (2010) point out that this may lead to mis-
interpretations; a better definition would be the ratio of permeabilities or
permeances, as also applied for gas separation. This is referred to as
selectivity:

aij ¼ PG
i

PG
j
¼ PG

i



l

PG
j



l

where P is the permeability of component I or j, and l the membrane
thickness.

An alternative way to quantify selectivity is by the dimensionless enrich-
ment factor b, which is defined as the ratio of the fraction (molar or mass) of
component A in the permeate to the fraction of component A in the feed:

bA ¼ yA

xA

The enrichment factor is, however, concentration dependent.
Usually, there is a trade-off between the permeation flux and selectivity:

when the selectivity increases, the permeability decreases and vice versa. A
pragmatic combined parameter is the pervaporation separation index
(PSI), originally defined to measure of the separation ability of a membrane
as (Huang and Yeom, 1990):

PSI ¼ JtotaA;B

The PSI is still frequently used in this way. However, a broken mem-
brane with a very high flux and no separation (aA,B ¼ 1) would have a
very high PSI, which makes no sense. Therefore, the definition was adjusted
as follows (Teli et al., 2007):

PSI ¼ Jtot
�
aA;B� 1

�
Unfortunately, one can find both versions in publications, although the

“new” definition should definitely be used uniformly.

3. PERVAPORATION MEMBRANES

Membrane preparation techniques and methods used to deposit thin
layers upon a support have been discussed thoroughly by Mulder (1996).
Membranes used in pervaporation are usually dense or microporous
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asymmetric polymeric membranes, which allow a high flux in combination
with a high selectivity (and thus, a high PSI). They have an asymmetric or
composite structure: a thin microporous top layer and a porous sublayer
made from the same or a different material. The first layer enables an effec-
tive separation while maintaining a high flux. The second sublayer gives the
membrane the desired mechanical strength. It can be a single plate, tube,
hollow-fibre or honeycomb structure. The major requirement for the sub-
layer is that it needs to have an open structure to minimize resistance to
vapour transport and to avoid capillary condensation. On the other hand,
if the pores in the sublayer are too large, it is difficult to apply a thin selective
layer directly upon the support. Hence, a multilayer membrane is often
considered to meet specific applications. Often the support layer is similar
to an ultrafiltration membrane (made of e.g., polyacrylonitrile, polyetheri-
mide, polysulfone, polyethersulfone, or polyvinylidene fluoride, with pores
in the range of c. 20–50 nm), cast on a porous support layer consisting of a
woven or nonwoven fabric (micrometre pore range). The top layer, coated
on this structure, is a thin dense separating layer with thickness ranging be-
tween 0.5 and 5 mm. Coating can be carried out in many ways; a common
method is by evaporation of a solution of the polymer in an appropriate sol-
vent, which is spread onto the support layer.

The selection of the material strictly depends on the application. Figure 3
gives an overview of different pervaporation application areas (Lipnizki
et al., 1999a,b).

The target compound determines the type of membrane material for the
desired separation. For dehydration applications, hydrophilic membranes are
used, while for removal of organics from an aqueous mixture, hydrophobic
membranes are applicable. In target organophilic pervaporation, where two
or more organics must be separated, the choice of the membrane material is
strongly dependent on the hydrophobicity of the target compound. A gen-
eral overview of membrane materials, categorized according to the applica-
tion, is given in Table 1 (Satyanarayana et al., 2004; Fleming, 1989;
Yoshioka et al., 2000; Polyakov et al., 2004).

Commonly used polymer membranes for dewatering applications are
polyvinyl alcohol (PVA) (Kujawski, 2000; Van Baelen et al., 2004), polyi-
mide (PI) (Kim et al., 2000), chitosan (Kanti et al., 2004), and sodium algi-
nate (Kanti et al., 2004). To optimize their performance and to reduce
excessive swelling, the polymer membranes are grafted, blended, or cross-
linked by special agents and very often, inorganic fillers (zeolite, metal oxide,
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silica) are added (Jonqui�eres et al., 2002). A wide range of other polymers
have been reported as hydrophilic membrane materials, among which poly-
urethane/polyvinyl alcohol blends (Yao et al., 2012), the polysaccharide
Konjac glucomannan (Li et al., 2012), phosphorylated chitosan (Sunitha
et al., 2012), and many other.

The standard material for hydrophobic pervaporation membranes is pol-
ydimethylsiloxane (PDMS). PDMS can be either used to fabricate hollow
fibre, tubular, unsupported sheet, or thin layer supported sheet membranes.
Selectivity factors with pure PDMS membranes for ethanol/water mixtures
range from 4 to 12. In the continuous search for better materials, poly-
1-trymetylsilyl-1-propylene (PTMSP) has shown to give higher selectivity
factors, under similar conditions, ranging from 9 to 26 (Volkov et al.,
2004; Nagase et al., 1991; Claes et al., 2011).

Both PDMS and its modification polyoctylmethylsiloxane (POMS)
were found to show very good results for VOC recovery and the removal
of different organic compounds from aqueous solutions (Baker et al.,
1997; Liang et al., 2004; Sampranpiboon et al., 2000; Boeddeker and
Bengtson, 1989; Lipsi and Cote, 1990; Raghunath and Hwang, 1992).
Several other elastomers such as ethylene-propylene-diene terpolymer
(EPDM), nitrile butadiene rubber (NBR), polyether-block-polyamide
(PEBA) were reported to show promising results (Panek and Konieczny,
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Figure 3 Schematic overview of application areas for pervaporation (Lipnizki et al.,
1999a,b).
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Table 1 Membrane materials and their applications in pervaporation (Satyanarayana et al., 2004; Fleming, 1989; Yoshioka et al., 2000;
Polyakov et al., 2004)

Pervaporation
Type Hydrophilic Hydrophobic Organophilic

Membrane
materials

Polyvinyl alcohol (PVA)
Polyvinylalcohol/

polyacrylonitrile (PVA/PAN)
Cellulose acetate
Polysulfone
Carboxylmethyl-cellulose
Polyetherimide (PEI)
Chitosan

Polydimethylsiloxane (PDMS)
Polyoctylsiloxane (POMS)
Polyether-block-polymide (PEBA)
Ethylene-propylene diene

terpolymers (EPDM)
Poly-1-trymetylsilyl-1-propylene

(PTMSP)
Polypropylene (PP)
Polybutadiene (PB)
Hydrophobic zeolites

Polydimethylsiloxane (PDMS)
Polyether-block-polymide

(PEBA)
Polypropylene (PP)
Polyethylene (PE)
Polyvinyl alcohol (PVA)
Polyetherimide (PEI)

Applications Breaking of azeotropes of binary
mixtures

Dehydration of alcohols

Removal of organics from water
Removal of alcohol from alcoholic

beverages
Recovery of aromatic compounds in

food technology

Separation of (m)ethanol from
(m)ethyl tert-butyl ether

Separation of benzene and
cyclohexane
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2007, 2008; Meuleman et al., 2001). Since the 1990s research was carried
out in order to find better or more cost-effective materials. For example,
in 1999 Dutta and Sikdar discovered a good separation performance for
the removal of trichloroethylene (TCE) and 1,1,1-trichloroethane (TCA)
from water for a membrane made of styrene-butadiene-styrene block copol-
ymer (SBS) (Ganapathi-Desai and Sikdar, 2000). An additional advantage of
SBS is that the membrane is composed of only one material, which reduces
manufacturing time and cost in comparison to composite PDMS mem-
branes. Crosslinked and carbon black filled natural rubber membranes
were also used for the removal of organics from water (Singha and Ray,
2012).

Organophilic or organoselective polymers may be made of a wide vari-
ety of materials, depending on the specific separation. For example, mem-
branes that have been studied for the separation of benzene and
cyclohexane include polypropylene (PP), polyvinylidene fluoride (PVDF)
and polymethyl methacrylate (PMMA) (Smitha et al., 2004; Villaluenga
and Mohammadi, 2000). Aromatic polyimide and polybenzoxazole mem-
branes were used for the fractionation of toluene/n-heptane and
benzene/n-heptane mixtures (Ribeiro et al., 2012), and were found to be
selective towards the aromatic hydrocarbon. Permeabilities could be manip-
ulated through the chemical structure of the diamine used in the polycon-
densation method applied to prepare the films; this allowed a change by
approximately four orders of magnitude in permeability of an individual
compound. Other materials for often very challenging separations by perva-
poration have been reported as well, such as the use of divinyl benzene cross-
linked hydroxy terminated polybutadiene-based polyurethaneurea
membranes for the separation of o-xylene from p-xylene (Gu et al.,
2012). A separation factor of two was measured for this application.

A new approach for organophilic membranes synthesis is the use of mo-
lecular surface engineering (MSE), applied by the German manufacturer
PolyAn. The strategy of MSEis to fill the pores of a porous membrane
with a functional polymer, which eventually yields a dense structure with
specific selective transport properties. MSE membranes are tailor-made for
well-defined organic–organic separations.

Inorganic membranes offer superior chemical and thermal stability
compared to polymers. Water has been removed from organics with micro-
porous silica (Van Veen et al., 2001), titania (Sekulic et al., 2002) and zirco-
nia membranes (Sekulic et al., 2002). Furthermore, zeolites were studied for
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this purpose. These include ZSM-5 (Bowen et al., 2004), mordenite
(Bowen et al., 2004), A-, X-, Y-, and T-type zeolite membranes (Morigami
et al., 2001; Okamoto et al., 2001; Sommer and Melin, 2005; Ying et al.,
2004). Despite their superior stability compared to polymers, the stability
of microporous silica membranes in acids and bases is limited to pH values
from 3 to 11. Under strong acidic conditions the silica layer is dissolved,
whereas in a basic environment the sublayer is unstable. Moreover, in dehy-
dration experiments, water fluxes tend to decline gradually in time and the
membrane loses selectivity. In contrast, titania, zirconia and methylated silica
membranes are more stable (Campaniello et al., 2004). The stability of
zeolites depends on the silicium to aluminium framework ratio.

For removal of organics from aqueous solutions, inorganic membranes
based on hydrophobic zeolites were found to have higher separation factors
and fluxes on laboratory scale than polymeric membranes (Bowen et al.,
2004). Silicalite-1 was the most studied zeolite for this application. For
silicalite-based membranes, ethanol/water selectivities under same working
conditions as above, range from 12 up to values over 100 (Lin et al., 2001,
2003; Matsuda et al., 2002). In addition, all fluxes met or exceeded those
obtained for the thinnest PDMS films. Silicalite-1 (aluminium free) is quite
stable, whereas A-type zeolites with a silicium to aluminium ratio of one are
very sensitive against the influence of mineral and organic acids at a pH even
just slightly below neutral.

Unfortunately, the high cost of fabrication inorganic membranes is
limiting its applications. For these reasons, the interest went into the direc-
tion of manufacturing PDMS membranes with incorporated zeolite fillers.
In addition to the nature of the fillers, other important parameters affecting
the membrane performance are the loading of the particles, the particle
size, the zeolite type and the membrane casting conditions. These mixed
matrix membranes showed also better performance characteristics
(ethanol/water selectivities up to 60) than unfilled PDMS membranes un-
der the same working conditions, with only a little cost increase (Jia et al.,
1992; Chen et al., 1998; Vankelecom et al., 1995; Li and Wang, 1996).
Mixed matrix membranes based on PDMS with other fillers such as silica
have also been considered (Shirazi et al., 2012). It was found that incorpo-
rating silica nanoparticles significantly improves the selectivity of the mem-
brane, because the polymer chains are rigidified and the polymer free
volume decreases. However, this is at the expense of the permeability,
which decreases.
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Hydrophilic mixed matrix membranes were also studied. For example,
zeolite 4A and ZSM-5 were incorporated in Matrimid 5218 polyimide
(Mosleh et al., 2012); sodium carboxymethyl cellulose/poly (vinyl alcohol)
mixed matrix membranes were filled with zeolite 4A (Prasad et al., 2011);
and carbon nanotubes were studied as fillers in polyvinyl alcohol nanocom-
posite membranes (Shirazi et al., 2011). The high number of publications on
mixed matrix membranes for pervaporation (among other uses) shows that
there is much scientific interest in such membrane types; nevertheless, com-
mercial applications remain to be seen.

4. HYDROPHILIC PERVAPORATION: APPLICATIONS
IN DEHYDRATION

The most classical application of pervaporation as a stand-alone process is
the removal of small fractions of water from organic solvents by using a hydro-
philic membrane. The success of this application is related to two factors:
1. The ease of separation: because differential transport in pervaporation

membranes is related to differences in molecular size and polarity, the
separation between water and an organic solvent is beneficial, and high
separation factors (and high PSI values) can be obtained rather easily.

2. Process economics: in sharp contrast with wastewater, organic solvents
represent an economic value, depending on the specific compound
but always positive and sometimes high. This justifies investments in
technologies for purification.
The most interesting range of applications is in the removal of moderate

water fractions from an organic solvent. Very low water fractions in the
permeate are technically possible, but at high cost since the driving force
for permeation for the removal of small concentrations of water is low. In
practice, it can be assumed that a purity of 99.8% is economically and tech-
nically feasible. The typical reference solvent for dehydration is isopropanol,
for which separation factors are high (sometimes ethanol is taken as the refer-
ence, but with lower separation factors). For easier separations, the purity of
the permeate can be higher.

When large water fractions are to be removed, the process cost increases
because larger fluxes are needed, which translates into larger investment
costs (membrane surface area related) and higher operational costs (energy
related). Therefore, water fractions below 10% are to be preferred.

Ethanol dehydration is assumably the most important application for sol-
vent dehydration. However, because the general process comprises more
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than only the removal of a relatively low water fraction, (bio)ethanol puri-
fication will be considered separately further in this chapter.

Dehydration of isopropanol is also among the most studied applications
of hydrophilic pervaporation. Isopropanol forms an azeotrope with water at
a concentration of 87.9% and dehydration is therefore a very interesting
application, since it is difficult to achieve with a classical distillation (Figure 4)
(Bruschke, 1995). Shao and Huang (2007) state that for a mixture of water
and isopropanol containing 10 wt% water, the maximum single plate sepa-
ration factor (isopropanol to water) in distillation is about 2, whereas a per-
vaporation membrane can offer a one-through separation factor for water
over isopropanol of 2000–10,000. The performance of distillation is of
course related to the proximity of the azeotrope, but the separation factors
are indicative.

Typical applications make use of PVA membranes. However, crosslink-
ing of the membrane is an important parameter to consider. Burshe et al.
(Burshe et al., 1997) studied the effect of crosslinking with citric acid, adipic
acid, maleic acid, glutaraldehyde, and glyoxal, and concluded that the type
of crosslinker has an important impact on the permeation characteristics of
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Figure 4 Comparison of distillation (upper curve) and pervaporation (lower curve) for
separation of isopropanol and water. The horizontal axis displays the isopropanol con-
centration in the feed for pervaporation and in the liquid phase for distillation. The ver-
tical axis displays the isopropanol concentration in the permeate for pervaporation and
in the vapour phase for distillation (Bruschke, 1995).
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the membranes. A better crosslinking, however, not only increases the sep-
aration factor but also decreases the permeability. For carboxymethylated
PVA membranes, a separation factor of 362 was observed for a flux of
831 g/m2 h (feed temperature 80 �C, 85% isopropanol) (Nam et al.,
1999). More recent efforts yielded separation factors that surpass this even
by an order of magnitude, but with lower fluxes: for sulfonated PVA mem-
branes, a separation factor of 3452 was reported with a flux of 35.1 g/m2 h
(40 �C, 10 wt%) (Rachipudi et al., 2011). A similar effect is obtained by us-
ing fillers; using 2 wt% of carbon nanotubes in PVA, a selectivity of c. 1800
was obtained for a flux of 80 g/m2 h (10 wt% water in IPA at 30 �C) (Shirazi
et al., 2011). An even more impressive separation factor of 30,000 was ob-
tained for mixed matrix membranes of PVA and poly(vinyl pyrrilidone)
blends loaded with 4% phosphomolybdic acid, again with a modest flux
of 36 g/m2 h (10 wt% water in IPA at 30 �C) (Mali et al., 2011). Higher
fluxes with reasonably good separation factors can be found as well;
for example, by blending PVA with a soluble polyelectrolyte complex
made from poly(diallyldimethylammonium chloride) and sodium carboxy-
methyl cellulose, a separation factor of c. 1000 was obtained with a flux of
1350 g/m2 h (10 wt% water in IPA at 70 �C) (Zhao et al., 2009). Note,
however, that the temperature in this case is much higher, so that the actual
improvement is lower than it seems. High fluxes are also obtained when
PVA is blended with chitosan, typically at high fractions of chitosan
(w75%) (Svang-Ariyaskul et al., 2006). Many more publications of different
PVA-based membranes for isopropanol-water separations can be found in
the literature, usually with fluxes and separation factors in the same range
as described above.

Materials other than PVA have also been considered for dehydration of
isopropanol, and a wide selection of polymers and hybrid structures is avail-
able. A logical candidate, often studied, is the polymer chitosan (Nawawi
and Huang, 1997; Choudhari et al., 2007; Zielinska et al., 2011; Lee
et al., 1998; Liu et al., 2005; Devi et al., 2005; Moon et al., 1999; Liu
et al., 2007, 2011; Choudhari and Kariduraganavar, 2009). Separation
factors for chitosan are typically lower than for (modified) PVA, but fluxes
tend to be higher. Lee et al. (1998) reported a separation factor of 150 for a
flux of 1800 g/m2 h. Blending chitosan with gamma-(glycidyloxypropyl)
trimethoxysilane (5%) improves the performance to a separation factor of
nearly 700 and a flux of 1730 g/m2 h (although this was measured for a wa-
ter fraction of 30%) (Liu et al., 2005). In another procedure (Liu et al., 2005),
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chitosan membranes were crosslinked with toluene-2,4-diisocyanate,
yielding a separation factor of 472 for a flux of 390 g/m2 h (temperature
30 �C, 8.4 wt% water). Interestingly, Devi et al. (2005) measured the con-
centration dependency of flux and separation factor. Higher water fractions
had a substantially lower separation factor, decreasing sharply between
30 and 40 wt% (from 190 to 12), whereas fluxes steadily increase. This com-
promises a fair comparison between different procedures for chitosan modi-
fication. Nevertheless, a trend can be seen, which is consistent with the
analysis of Devi et al. (2005), who compared various modifications reported
in the literature and conclude that fluxes are in the range between three and
200 g/m2 h, with selectivities below 1000. One exception is the work of
Moon et al. (1999), who obtained a separation factor of c. 2500 and a
flux of 554 g/m2 h for a composite membrane of NaAlg and chitosan.
Nevertheless, this mainly shows the blending effect with polymers other
than chitosan. Similar results can be found for many other blends; for
example, for composite chitosan/poly(tetrafluoroethylene) (PTFE) mem-
branes, a permeation flux of 1730 g/m2 h and a separation factor of 775
were obtained at 70 �C for a 70 wt% isopropanol aqueous solution (Liu
et al., 2007). The addition titanate nanotubes, as studied by Liu et al.
(2011), may further increase the performance of chitosan membranes: chi-
tosan membranes with 6 wt% poly(aspartic acid) modified titanate nano-
tubes were found to have a permeation flux and separation factor of
1498 g/m2 h and 6237, respectively (90% isopropanol, 80 �C). More
good results for the use of nanoparticles in chitosan membranes can be found
in the literature; the most remarkable example is a chitosan membrane
with 10% sodium montmorillonite as filler material, which had a flux of
142 g/m2 h and a separation factor of 15,000 at 30 �C and 10 wt% water
(Choudhari and Kariduraganavar, 2009).

Among other reported materials for isopropanol dehydration, modified
sodium alginate (NaAlg) membranes are prominent; for example, filled with
zeolites (Sudhakar et al., 2011). Sodium alginate membranes and their use in
pervaporation have been described extensively by Bhat and Aminabhavi
(2007), who underline the versatility to modify and tune their structures
to achieve a desired separation. They review literature data on grafted
NaAlg, blends of NaAlg, hybrid composites of NaAlg, mixed matrix mem-
branes of NaAlg and modified NaAlg including blends, grafts, filled
matrices, and composites. For more details on this membrane type, the
reader is referred to Bhat and Aminabhavi (2007).
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Polyimide membranes are further candidates for isopropanol dehydra-
tion. Zeolite 4A and ZSM-5 filled polyimide (Matrimid 5218) membranes
were found to have separation factors of 8991, 3904, and 1276, respectively,
for zeolite 4A fillers, ZSM-5, and for neat Matrimid 5218 membranes
(Mosleh et al., 2012).

Among other membrane materials for dehydration of isopropanol, reports
can be found on sulfonated poly(ether ether ketone) (SPEEK) (Huang et al.,
2001), poly(tetrafluoroethylene)/polyamide (Liu et al., 2008), Torlon (R)
4000 TF polyamide-imide (PAI) and Ultem (R) 1010 polyetherimide
(PEI) (Wang et al., 2008), and ceramic materials including NaA type zeolite
membranes, which have a higher temperature and mechanical stability than
polymeric membranes (Van Hoof et al., 2006), and amorphous silica (Verkerk
et al., 2001). Ceramic membranes are less studied than polymeric membranes
for isopropanol-water separations, presumably because their main advantages,
a high chemical and thermal resistance combined with excellent separation
factors, are not essential here: polymeric membranes have sufficient resistance
and have been shown to have good separation factors.

Applications for dehydration of solvents other than isopropanol have
been reviewed by Chapman et al. (Chapman et al., 2008a,b) (the review in-
cludes isopropanol as well, but is of interest here mainly because of its broad
coverage of various solvents). The authors include both ceramic membranes
(inorganic, zeolitic, and hybrid membranes) and polymeric membranes;
interestingly, they are classified according to the membrane material and
not according to the application, which yields a good overview of the po-
tential of various materials for separation of (mainly) ethanol and isopropa-
nol; the potential of membranes for the dehydration of other commonly
used organics such as acetic acid, tetrahydrofuran (THF) and acetone is
then further described. Most other organic compounds can be dehydrated
in a similar way than isopropanol (and ethanol), although separation factors
can differ significantly. In general, they tend to be higher compared to iso-
propanol, because isopropanol is relatively polar and small and therefore, not
the easiest compound from which to separate water. Dehydration of THF,
for example, which forms an azeotrope with water at 95 wt% THF, was
studied using a blend membrane of PVA/PVP crosslinked with maleic
acid (Sunitha et al., 2009); an infinite selectivity for dehydration of 97%
THF at 30 �C was reported. Fluxes tend to be in the same order of magni-
tude as for isopropanol, since the membranes are water selective and the
fluxes mainly depend on the water fraction. In this case, a low flux of
7 g/m2 h was reported, which is presumably related to the low water
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fraction. A measurable separation factor (2140) with substantial flux (170
g/m2 h at 30 �C and 5 wt% water) was obtained for a chitosan membrane
with incorporated NaY zeolite (Varghese et al., 2009). Again, it shows
that chitosan-based membranes tend to have higher fluxes and lower sepa-
ration factors. Three different copolymers of acrylamide with increasing
amount of 2-hydroxyethyl methacrylate were studied by Ray and Ray
(2008), and showed quite high fluxes and a moderate separation factor.
Further down the selectivity scale is polyaniline (Chapman et al.,
2008a,b), which proved to have a reasonable flux (600–800 g/m2 h at
55 �C and a water concentration of 1–5 wt%) but the average separation fac-
tor was only 43.8. Ceramic membranes, however, which may be of interest
in this case in view of their better chemical stability, have been shown to
have a remarkably high separation factor going up to 20,000 at a flux of
980 g/m2 h (feed containing 7 wt% water at 55 �C) (Urtiaga et al., 2003).
In spite of their higher cost, ceramic membranes may be a robust solution
for this separation, with a very good performance.

Similarly, dehydration of N,N-dimethylformamide (DMF) and
1,4-dioxane may be considered. Again, ceramic membranes are of interest
(Ten Elshof et al., 2003). Surprisingly, however, not many studies consider
ceramic membranes for these separations. Polymeric membranes were also
studied for DMF dehydration; for example, crosslinked composite mem-
branes of NaAlg filled with clinoptilolite had a separation factor of 23
(Cahya et al., 2011). The stability of these membranes for longer durations
might not be secured. Dehydration of 1,4-dioxane (which forms an azeo-
trope with water at 82.1 wt% dioxane) has a somewhat better perspective.
PVA and zeolite T (15 wt%) mixed matrix composite membranes were
studied for mixtures containing 10 wt% water; a separation factor of 1689
was obtained with a flux of 213 g/m2 h, a clearly better performance than
plain PVA membranes (Veerapur et al., 2008).

Caprolactam dehydration was considered in a similar way, using for
example, crosslinked PVA membranes (Zhang et al., 2007). Furthermore,
several other solvents can be studied in a similar way; of particular interest
are those solvents that have an azeotrope with water at relatively low water
fractions. These include tert-butanol, methyl ethyl ketone, acetonitrile,
ethylene chloride, and n-propyl acetate, among others. In addition, close
boiling mixtures are of interest; well-known examples are acetic acid-
water and acetone-water, two very challenging separations. Acetone dehy-
dration was studied by using polybenzimidazole membranes (Shi et al.,
2012), but remains difficult to achieve. Acetic acid dehydration, in a similar
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way, is still a standing problem, although attempts have been made by
developing polyphenylsulphone membranes, among others (Jullok et al.,
2011).

5. HYDROPHOBIC PERVAPORATION

Hydrophobic pervaporation, i.e., the selective removal of organic
compounds from an aqueous solution by pervaporation, is less applied
than dehydration even though it is technically on a similar level. This is
related to the applications: removal of organics such as the VOC fraction
from wastewater, for example, is feasible but not economically viable.
Some studies on this subject were made, however, such as the use of hydro-
phobic pervaporation for industrial wastewater streams of water-
chloroform, and of water-methyl-isobutyl ketone (Lipnizki and Field,
2002). When the extracted solvent can be recovered, as studied here, the
process proves to be also economically interesting. For the wastewater
streams considered, it was possible to recover over 99% of the organic com-
ponents at concentrations of more than 98 wt%. For organics with limited
solubility in water, a hybrid process combining pervaporation with a
decanter system may be of interest (Field and Lobo, 2003). In this system,
the pervaporation unit produces permeate that after condensation gives
two liquid phases. The organic phase is relative pure and concentrated
(and available for reuse), whereas the aqueous phase can be recycled into
the feed stream (Field and Lobo, 2003). Hybrid systems specifically for the
system aniline-water were suggested by Mecki and Lichtenthaler (Mecki
and Lichtenthaler, 1996). Other studies are limited to toluene-water systems
and phenol removal from wastewater (Satyanarayana et al., 2004; Panek and
Konieczny, 2009; Moraes et al., 2007).

Applications in other fields include recovery of aroma compounds in the
food industry. This was considered in an early publication by Beaumelle
et al. (1992), who considered permeation of propanol, ethyl acetate and
ethyl butyrate as model aroma compounds through PDMS membranes.
Later studies focused either on development of applications, or on mem-
brane improvements. Standard membranes are made of PDMS as the sepa-
rating layer, but by using fillers, their performance can be improved. This has
been shown by Vankelecom et al. (1997), who used carbon black, in situ
methylated silica and silylated silica as fillers to maximize fluxes and selectiv-
ities in the pervaporation of aqueous ethanol, tertiary butyl alcohol, or
aroma solutions. However, apart from some rare studies describing e.g.,
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the use of hydroxy terminated polybutadiene based polyurethaneurea mem-
branes for aroma recovery (Bai et al., 2007), not many efforts have been
done (or: were needed) to improve standard PDMS membranes. These
have been successfully used in several similar applications of aroma recovery
with different products, such as strawberry aroma’s (Isci et al., 2006), dairy
aroma components (Baudot and Marin, 1996), etheric oil aroma compo-
nents (Mauz et al., 1996), apple juice aroma’s (Borjesson et al., 1996), pome-
granate aroma compounds (Raisi and Aroujalian, 2011), and bergamot
essential oil (Figoli et al., 2006).

An evident and prominent application of hydrophobic pervaporation is
the use in product recovery in bioconversions, in ethanol production, in the
acetone-butanol-ethanol (ABE) process, and butanol recovery. The specific
case of ethanol purification will be discussed in a separate chapter because it
relates to hydrophobic as well as hydrophilic pervaporation. However, in
view of the benefits of butanol compared to ethanol, studies increasingly
focus on butanol instead of ethanol. For example, Ikegami et al. (2011) sepa-
rated butanol obtained in ABE conversions by using silicone rubber-coated
silicalite membranes. Evidently, this requires a new approach to membrane
materials and selectivities, which may stimulate further research on the
development of novel hydrophobic pervaporation membranes that go
beyond the classical PDMS membranes. Silica filled poly[1-(trimethylsilyl)-
1-propyne] (PTMSP) membranes are also potential candidates for such
separations (Claes et al., 2012). In another study, a tri-layer composite mem-
brane consisting of an active layer made of PDMS and dual support layers of
high porosity polyethylene and high mechanical stiffness perforated metal
was studied (Li et al., 2010). It can be expected that more research on novel
membrane materials and membrane structures will emerge; new approaches
such as the use of liquid membranes have been already proposed as well
(Thongsukmak and Sirkar, 2007).

Other applications of hydrophobic pervaporation are rather scattered and
not well developed, in spite of their potential. Apart from applications in
biotechnology, which seem to come closer to a breakthrough, azeotropic
separations can be considered as well. However, azeotropic separations
that concern the removal of a smaller fraction of an organic compound
from water are of less importance, and occur less than the reverse. Some
azeotropes with water at low concentrations are with benzyl alcohol, cyclo-
hexanol and furfuryl alcohol; in such cases, hydrophobic pervaporation
would be straightforward. Lipnizki et al. argue that the slow development
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of hydrophobic pervaporation is in part related to fact that the majority of
studies have been with binary feed systems, while real feed mixtures are
often multicomponent and might contain impermeable components, such
as salts and sugars. Thus, the real performance of hydrophobic pervaporation
is not yet entirely understood in process conditions. This may be a part of the
explanation; what is clear is that it is not related to insufficient performance
of the membranes (at least not in general).

6. ORGANOPHILIC PERVAPORATION

A newly emerging application area is organophilic pervaporation for
the separation of aromatic/aliphatic, aromatic/alicyclic and isomeric mix-
tures. Applications until now are still scarce, which is mainly due to the
limited availability of organophilic pervaporation membranes. The separa-
tion layer has to be tuned for almost each distinct application (Claes,
2012). Of specific interest are applications in separating olefins from paraffins
such as propene/propane, aliphatic hydrocarbons containing benzene or
toluene, and xylene isomers. The easiest separations, which are already oper-
ational, use hydrophilic membranes for separating ethanol or methanol from
mixtures containing hydrocarbons, ethers and esters. An overview of appli-
cations was given by Smitha et al. (2004) and is summarized in Figure 5. For
a detailed overview of membranes and applications in the four areas shown
in Figure 5, the reader is referred to Smitha et al. (2004). They conclude that
pervaporation can compete with well-established separation technologies
for organic–organic separations, due to distinctive advantages like economy,
safety and its ecofriendly nature. They refer to the increasing number of pat-
ents and publications in scientific journals on this subject. Nevertheless, they
also mention the need for process economics to be better evaluated, and sug-
gest the use of hybrid process combining pervaporation with conventional
separation methods like distillation for organic–organic separations.

The use of molecular surface engineering, applied by PolyAn (Germany),
is a potential breakthrough (Matuschewski and Schedler, 2008), which al-
lows more targeted separations. One of these is desulfurization of jet fuel
(Pasel et al., 2012), which was studied for a duration of over 500 h. Apart
from PolyAn membranes, Teflon AF2400 is another interesting membrane
material that has been applied for organic–organic separations in binary mix-
tures containing acetone, chloroform and methanol (Polyakov et al., 2006)
and mixtures of chloromethanes (Polyakov et al., 2004). Furthermore,
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fluorinated siloxane-imide block copolymer membranes have been reported
(Jiang et al., 2011).

An application intermediate between hydrophobic and organophilic
pervaporation is the recovery of aroma compounds from fermentation me-
dia, which has been mentioned earlier for hydrophobic applications. Never-
theless, the use of organophilic membranes may allow fractionation of the
aromas according to their chemical nature (Brazinha and Crespo, 2009).

Organophilic pervaporation can of course also be used in the separation
of organic–organic azeotropes, for example, the dimethyl carbonate/meth-
anol system (Wang et al., 2011), and isopropanol-benzene and isopropanol-
toluene (Mandal and Pangarkar, 2003).

7. HYBRID SYSTEMS

Hybridization of processes in which pervaporation is applied in
conjunction with another separation method is a very promising approach
that combines the advantages of classical processes (e.g., distillation) and
membrane separations. Pervaporation has a clear advantage for concentra-
tions around the azeotropic composition. The application of pervaporation
avoids the use of entrainers (in extractive or azeotropic distillation) or pres-
sure variations (in pressure-swing distillation), and reduces the number of
trays. On the other hand, the separation factors for mixtures at

Major Categories of Organic Mixtures

Polar/Non-
polar

Aroma c/
Alipha c

Aroma c/
Alicyclic

Isomers

Methanol/toluene

Ethanol/benzene

Methanol/MTBE

Ethanol/ETBE

Benzene/i-octane

Benzene/n-heptane

Toluene/n-octane

Toluene/n-heptane

Benzene/
Cyclohexane

Toluene/
cyclohexane

Isomeric xylenes

n/i-heptane

n/i-propanol

C4-C8 isomers

Figure 5 Main application areas of organophilic pervaporation. Reprinted with
permission from Smitha et al. (2004).
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concentrations not near the azeotrope might be insufficient to compete
cost-wise with classical separation processes. As already mentioned, pervapo-
ration is the most cost-effective when operated in a moderate concentration
range. Permeation of larger quantities requires larger installations (with
larger surface areas for larger fluxes), while for a higher purity of permeates,
driving forces become too small so that again large installations are needed,
which are not economical. A hybrid configuration uses the best of both
worlds and is often the most realistic scenario.

Lipnizki et al. (1999a,b) reviewed pervaporation-based hybrid processes
with the belief that the optimal process design is unlikely to consist solely of
pervaporation. Several examples are given, with much attention for ethanol-
water separation (see further in this chapter) and isopropanol-water. A sug-
gested configuration for the latter separation is shown in Figure 6 (Bruschke,
1995). The system shown here is typical: distillation is used for the concen-
tration range where water fractions are large, whereas pervaporation is used
to overcome the azeotrope. Remark that the recycle stream of 10 wt% iso-
propanol is an essential part of such hybrid configuration. More complex
schemes can be developed, based on a multiple pervaporation or using a
second (small) distillation column for polishing of the permeate.

Isopropanol

Isopropanol

Isopropanol

Isopropanol

Isopropanol

86 wt.%
(Azeotrope)

PV
99.5 wt.%

10 wt.%

0.5 wt.%

50 wt.%

Figure 6 Flow sheet for hybrid separation of isopropanol and water using distillation
and pervaporation. Adapted from Bruschke (1995).
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Other examples given by Lipnizki et al. (1999a,b) include dimethyl
acetal production (hydrophilic pervaporation, azeotrope with water), dehy-
dration of acetic acid (with suggestion of a hybrid with reverse osmosis; no
azeotrope but low relative volatility), benzene-cyclohexane (using extrac-
tive distillation in a hybrid with organophilic pervaporation), carboxyl
acid ester and dimethylcarbonate production (azeotrope with methanol,
organophilic pervaporation in hybrid with distillation), and ethyl tert-
butyl ether production (azeotrope with C4 fraction; organophilic pervapo-
ration in hybrid with distillation). As can be seen, many hybrid solutions
require the use of organophilic pervaporation; advances in membranes for
such separations (see above) would indeed open up many applications.

Van Hoof et al. (2004) made an economic comparison between (azeo-
tropic) distillation and different combined systems combining distillation
with pervaporation for the dehydration of isopropanol. The systems they
proposed are shown in Figure 7 and Figure 8 (Van Hoof et al., 2004).

In Figure 7, the feed mixture is distilled to obtain a top product with
composition close to the azeotrope at 83.0 wt% isopropanol. The top prod-
uct is further dehydrated by a pervaporation unit, using polymeric mem-
branes. Remark that the recycle stream necessary for a hybrid
configuration is not considered here (the permeate of the pervaporation
unit is obtained as a second aqueous product along with the bottom product
of the distillation column).

Figure 8 proposes a more complex configuration in which a second
distillation column is integrated in the hybrid configuration, so that the per-
vaporation is used only close to the azeotropic point. In this configuration,
hybridization is still incomplete (the permeate obtained from the pervapora-
tion should be recycled as well).

Interestingly, the authors make calculations for polymeric as well as for
ceramic membranes. The performance of the ceramic membranes was bet-
ter, which was mainly due to a loss of selectivity at low water concentrations.
This effect is assumably due to competition in transport and is not usually
considered, although the effect of coupled diffusion is well known (Van
Baelen et al., 2005). Ceramic membranes suffer less from this competition
effect at low water fractions and have therefore a strategic advantage. A sec-
ond advantage of ceramic membranes, the better temperature resistance, is
here less important; it is also mentioned that acid resistance might be
reduced, which could be an impediment for implementation.

For the configurations in Figures 7 and 8, it was found that the hybrid
system distillation-pervaporation was the most interesting process from
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Column 1
stages: 10

feed stage: 9
reflux ratio: 1,35

Feed, 1000 kg/h
50 wt.% IPA

50 wt.% water

Waste, 399 kg/h
0,37 wt.% IPA

99,63 wt.% water

601 kg/h
83 wt.% IPA

17 wt.% water

Pervaporation
Retentate, 496 kg/h

99,59 wt.% IPA
0.41 wt.% water

Permeate, 105 kg/h
95,44 wt.% water

4,56 wt.% IPA

Figure 7 Combination of distillation and pervaporation for separation of isopropanol and water (Van Hoof et al., 2004).
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Column 1
stages: 10

feed stage: 9
reflux ratio: 1,35 601 kg/h

83 wt.% IPA
17 wt.% water Pervaporation

Waste, 399 kg/h
0,37 wt.% IPA

99,63 wt.% water

Permeate, 103 kg/h
3,05 wt.% IPA

96,95 wt.% water
Product, 499 kg/h

99,50 wt.% IPA
0,50 wt.% water

Retentate, 964 kg/h
95,18 wt.% IPA
4,82 wt.% water

Column 2
stage: 27

feed stage: 7 
reflux ratio: 3,55

Feed, 1000 kg/h
50 wt.% IPA

50 wt.% water

Recycle, 366 kg/h
89,29 wt.% IPA

10,71 wt.% water

Figure 8 Hybrid process for isopropanol-water separation proposed by Van Hoof et al. (2004). The pervaporation permeate is not recycled in
this configuration.
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economic point of view. When ceramic membranes are used, the integra-
tion could lead to a saving in total costs of 49% compared to azeotropic
distillation.

8. ETHANOL PURIFICATION AND PRODUCTION OF
BIO-ETHANOL

An interesting case for application of pervaporation is the purification
of ethanol. Production of ethanol based on bioconversions typically yields
aqueous products with ethanol fraction of 5 wt%, or even below. Lignocel-
lulosic sources are considered the most promising, when all aspects are taken
into account, in spite of the low(er) concentration of ethanol produced in
the broth. This increases the challenge for further processing and sharpens
the demands for cost-effective purification processes. Distillation, vapour
permeation, and pervaporation are potential candidates to purify bio-
ethanol (Vane, 2005). A classical process scheme is shown in Figure 9
(Haelssig et al., 2012). A centrifuge is used for solids separation. Then, the
aqueous ethanol is sent to a steam stripping column, denoted as the beer col-
umn, which can operate with a reboiler or direct steam injection. The

Figure 9 Classical scheme for production of ethanol from biomass. Reprinted from
Haelssig et al. (2012) with permission of Elsevier.
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vapour phase distillate stream coming from this column usually contains be-
tween 40 and 60 wt% ethanol (depending on the design of the beer column
as well as the feed composition). The distillate is then sent to a rectifying col-
umn, which increases the ethanol concentration to near the ethanol-water
azeotrope. The concentration of the distillate stream leaving the rectifying
column varies depending on the design of the column (i.e., reflux ratio
and number of stages), but cannot exceed the composition of the
ethanol–water azeotrope. Thus, the distillate concentration is between 90
and 94 wt% ethanol. This distillate stream is dehydrated in pressure swing
adsorption, pervaporation or vapour permeation, which produces anhy-
drous ethanol. The bottom product leaving the rectifying column is water,
but has a substantial concentration of ethanol, and is either recycled to the
beer column or sent to a separate side stripping column to maintain a
high ethanol recovery.

Distillation is a nonpreferred option, although multicolumn distillation
followed by molecular sieve adsorption is currently still the standard
method for producing fuel-grade ethanol from dilute fermentation broths
in modern corn-to-ethanol facilities (Vane, 2008). Combining distillation
with for example, vapour permeation allows to significantly reduce the en-
ergy cost (Huang et al., 2010). Vapour permeation and pervaporation have
potential, but have to provide sufficiently high permeabilities and separa-
tion factors to make the purification feasible. Stand-alone single-step or
multistep pervaporation can be considered, or a hybrid approach
combining membrane separation with distillation (or other processes
such as pressure swing adsorption, which is applicable for dehydration of
87 wt% ethanol (Jeong et al., 2012), or extractive and azeotropic distilla-
tion in dividing-wall columns (Kiss and Suszwalak, 2012)). An interesting
hybridization is the system shown in Figure 10, in which distillation is car-
ried out using falling film evaporation, while at the same time permeating
water through a hydrophilic membrane (Haelssig et al., 2012). This
advanced hybrid goes beyond the classical integration of two separate units
with interconnection, since the two processes are now carried out in one
device.

In theory, it should be possible to obtain pure ethanol in a single-step
pervaporation, using a hydrophobic membrane with preferential ethanol
transport. The separation required for this is calculated as:

a ¼ ceth;p



ceth;f

cw;p



cw;f
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The ethanol concentration in the feed can vary considerably, depending
on process conditions and the strain used. For a rough calculation, a concen-
tration of 5 wt% is assumed here, although concentrations can be substan-
tially lower or higher (Pejin et al., 2012). The water concentration can be
approximated as 1 � ceth,f, ignoring all other components in the broth. It
should be taken into account that this would yield only a rough approxima-
tion; nevertheless, it can be calculated that a change of some percents would
not have a large influence.

The relation between ceth,p and a can be calculated with these
assumptions as:

ceth;p ¼ 500 a

95 þ 5 a

Figure 10 Hybrid distillationdpervaporation applied in a single device. Reprinted from
Haelssig et al. (2012) with permission of Elsevier.
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An average, nonoptimized pervaporation membrane has a typical selec-
tivity of five; this yields an ethanol concentration of only 21%. Optimized
membranes, such as a thin PDMS layer on a polyetherimide support, would
yield a separation factor of 7–9 (Lee et al., 2012). Ceramic membranes hy-
drophobic mesoporous silica have similar separation factors, reported to be
close to 8 (Jin et al., 2011). The best membranes currently available have
a separation factor of c. 20 (e.g., reported value of 18.3 for a PTMSP mem-
brane with silica filler (Claes et al., 2012)). The ethanol concentration in the
product is then considerably higher (51%), although this is still insufficient. It
can be shown that a selectivity of at least 500 is needed to overcome the
azeotropic point, which is not realistic. Figure 11 shows the permeate con-
centration as a function of the selectivity of a hypothetical membrane. For an
overview of ethanol selectivities of pervaporation membrane materials, the
reader is further referred to Peng et al. (2011).

More realistically, a two-step pervaporation for ethanol purification can
be considered. In general, the first distillation column for purification of bio-
ethanol has a distillate concentration of c. 37%. A single-step hydrophobic
pervaporation unit to replace this distillation column should yield the
same concentration. Assuming that a selectivity of 20 is realistic, an initial
ethanol concentration of 3% is sufficient to obtain 37% purity. This, how-
ever, does not improve the upstream section of the purification. Using
the same membrane with a selectivity of 20, the permeate concentration
is only 92%.
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Figure 11 Concentration of ethanol in the permeate as a function of the selectivity of
the membrane, assuming an initial ethanol concentration of 5 wt%.
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A further extension of the multistep approach is a three-step pervapora-
tion. It is evident that a good purity of the permeate is difficult to achieve
with hydrophobic pervaporation, either in one step or in two steps. Thus,
it is clear that a third unit, making use of hydrophilic membranes, is needed.
This depends on the desired purity. Based on the 92% purity that was shown
to be realistic for hydrophobic pervaporation, it can be calculated that a pu-
rity of 99.5% in a three-step approach is feasible. Hydrophilic pervaporation
for ethanol dehydration is a much easier process than hydrophobic pervapo-
ration; very high separation factors reaching easily the hundreds can be ob-
tained, with extreme values over 10,000. For a detailed review of separation
factors for ethanol dehydration as a function of the membrane material, the
reader is referred to Bolto et al. (2011).

Apart from lignocellulosic ethanol production, another issue to consider is
fractionation of all fermentation products in ABE fermentation. ABE fermen-
tation is an anaerobic process in which a strain of bacteria from the Clostridium
family is used, such as Clostridium acetobutylicum or Clostridium beijerinckii.
Apart from ethanol, also acetone and butanol can be considered. There is
increasing interest in particularly butanol in view of its higher value and en-
ergy content. Ong et al. (2011) studied separation of acetone and ethanol,
which is a challenging separation because of the small difference in proper-
ties. They found separation factors up to 4 with classical PDMS membranes.
Thus, to make ABE fermentation profitable on large scale, more work
should be done on advanced separations for product fractionation; this has
not been considered extensively. Zhou et al. (2011) considered a combined
process of adsorption on silicalite-1 and hydrophobic pervaporation;
acetone-ethanol separation proved to be the most difficult aspect.

A final remark is to be made on the method for determination of fluxes and
selectivities, particularly in lignocellulosic and ABE conversions. It has been
shown that fermentation by-products have an influence on the purification of
ethanol from water during hydrophobic pervaporation; in particular, sugars and
salts were found to increase the membrane performance while 2,3-butanediol
decreased the ethanol flux and selectivity factor (Chovau et al., 2011). Thus,
care should be taken when translating lab scale results to industrial applications.

9. PERVAPORATION MEMBRANE REACTORS

For a detailed overview of the use of pervaporation in membrane re-
actors, the reader is referred to Van der Bruggen et al. (2010). The combi-
nation of a chemical (equilibrium) reaction with simultaneous removal of
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water as a side product by pervaporation is an interesting application that has
been demonstrated in many cases, of which the majority is related to ester-
ification reactions (Kita et al., 1988; David et al., 1991a,b; Parulekar, 2007;
Benedict et al., 2003, 2006; Datta and Tsai, 1995; Waldburger and Widmer,
1996; Krupiczka and Koszorz, 1999; Tanna and Mayadevi, 2007; Lim et al.,
2002; Zhu et al., 1996; Dams and Krug, 1991; Br€uschke et al., 1995; Shah
and Ritchie, 2005; Bernal et al., 2002; Coronas and Santamaria, 1999;
Tanaka et al., 2001).

Esterifications are organic transformations that can be considered among
the most important in organic synthesis. Esterification reactions involve a
carboxylic acid and an alcohol, with the following reaction:

RCOOH þ R0OH4RCOOR0 þ H2O

The reaction is slow in the absence of a catalyst; usually an acid catalyst
such as sulphuric acid or polymeric sulfonic acids, or a resin such as Amber-
lyst type resins. The yield of the ester RCOOR0 is limited by the reaction
equilibrium. However, as expressed by the principle of Le Châtelier-Braun,
when one of the reaction products (right-hand side) is removed, the equi-
librium will shift to the right. This results in a higher yield of the ester. As
explained in the previous sections, water removal is the showcase reaction
for pervaporation and thus, pervaporation membrane reactors for esterifica-
tion are successful in many conversions. Nevertheless, the application is
more complex than dehydration of a pure solvent, since at least three prod-
ucts other than water are involved. The alcohol, and to a lesser extent the
carboxylic acid, might be a challenge. The most common esterification re-
action is the reaction of ethanol with acetic acid to produce ethyl acetate.
Thus, water has to be removed from ethanol, acetic acid, and ethyl acetate.
As demonstrated above, dehydration of ethanol is quite feasible, with high
separation factors. Separation between acetic acid and water is somewhat
more difficult, although good results have been obtained lately (Jullok
et al., 2011). In any case, the separation is sufficient for attaining a yield of
ethyl acetate of nearly 100%. A large number of pervaporation membranes
and reactor configurations have been proposed in various publications
(Van der Bruggen et al., 2010).

In addition to the reaction of ethanol and acetic acid, a wide range of
esterification reactions coupled to pervaporation can be found in the liter-
ature. The most challenging among these is methyl acetate synthesis from
methanol and acetic acid. This conversion was described by e.g.,
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Assabumrungrat et al. (2003a,b), who compare three modes of operation,
namely a semi-batch reactor, a plug flow reactor, and a continuous stirred
tank. The hybrid design itself was found feasible, and the limiting factor is
not the dehydration by pervaporation. This catalyzes new research on
reactor design (in addition to the continuous search for improved mem-
brane materials). One approach is the development of microreactors, in
which the reaction and separation are as closely connected as possible; ex-
amples are packed-bed membrane reactors and catalytic membrane reac-
tors. Miniaturization is a way to improve heat and mass transfer by two
combined effects: (1) the diffusion distance within the reactor is much
lower and (2) the interfacial area per unit reactor volume is larger (Jensen,
2001). A second pathway is the development of new membrane structures
with catalysts integrated in the membranes, applied in e.g., the active
zeolite membrane reactor proposed by Bernal et al. (2002), on the basis
of an acid zeolite, H-ZSM-5.

The use of pervaporation in other membrane-assisted reactions is less
explored. Nevertheless, the same principles can be applied to any equilib-
rium reaction in which the side product can be selectively removed by per-
vaporation. When the by-product is water, it can be easily separated from
the reaction products by using a hydrophilic pervaporation membrane.
Examples are the production of dimethyl urea (DMU) and methyl isobutyl
ketone (MIBK) (Heroin et al., 1991; Staudt-Bickel and Lichtenthaler,
1996a,b). MIBK, a solvent for paints and protective coatings, is produced
in two ways in a three step procedure with reactions as shown in Figure 12
(Staudt-Bickel and Lichtenthaler, 1996). The first reactions are a base-
catalyzed aldol condensation of acetone and an acid catalyzed dehydration,
followed by a hydrogenation of the resulting unsaturated ketone with a
metal catalyst. Unfortunately, the first step is limited by the equilibrium of
the condensation reaction, and yields in the last two steps are rather low.
An alternative one step procedure uses a palladium/acid organic ion
exchanger as a bifunctional catalyst (W€ollner and Engelhardt, 1968). Due
to the high polarity of the sulfonated organic ion exchanger catalyst, water
formed in the reaction accumulates in the pores of the ion exchanger and
hinders the accessibility of the active sites at the palladium surface to the
less polar organic reactant mesityl oxide. This compromises the reactor yield
drastically. Removal of water would solve the problems with the catalyst and
enhance the conversion of acetone. This can be done with hydrophilic
crosslinked PVA membranes in a hybrid configuration (Staudt-Bickel and
Lichtenthaler, 1996).
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The synthesis of tertiary ether is another typical example of equilibrium-
limited reactions, with catalytic activity strongly inhibited by the presence of
water and generally low conversions due to limits imposed by thermody-
namics (Van der Bruggen et al., 2010). The synthesis of ethyl tert-butyl ether
(ETBE) from tert-butyl alcohol and ethanol (Yang and Goto, 1997) and the
synthesis of methyl tert-butyl ether (MTBE) from tert-butyl alcohol and
methanol (Matouq et al., 1994) are often studied, and can be enhanced
by using pervaporation combined with a reactor. In general, all equilibrium
reactions involving water as by-product can be carried out in a similar way.
Progress in organophilic membranes, as described above, also allows to apply
the same principles to synthesis procedures involving methanol or ethanol as
the by-product, as is the case in transesterification reactions.

Pervaporation membrane reactors have another large application field in
bioconversions. In the fermentation broth, the conversion is limited by the

Figure 12 Synthesis of methyl isobutyl ketone (MIBK) using a three-step procedure.
Reproduced with permission from Staudt-Bickel and Lichtenthaler (1996).
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concentration of produced compounds (for example, of ethanol), so that
bioreactors are normally operated at a very low efficiency. By removing
the product continuously with a pervaporation membrane, the yield can
be drastically increased. The most prominent example of such reactors is
the production of bio-ethanol, which has been described in the previous
section. Other possible extracts from fermentation reactors are aroma com-
ponents, which can be removed by using hydrophobic membranes (Schafer
and Crespo, 1999).

In general, the concept of pervaporation membrane reactors can be
applied to any reaction with conversion limitations, provided that a perva-
poration membrane is sufficiently selective; therefore, many more applica-
tions can be carried out with currently available membranes, and further
growth can be expected following new developments in selective mem-
branes, particularly in the field of organophilic separations.

10. CONCLUSIONS

Pervaporation is a mature technology today, with several applications
with proven performance. For solvent dehydration, pervaporation has
become a standard method because (1) the selectivity for water is very
high with state-of-the-art membranes and (2) the concentration range for
dehydration, in which a relatively small amount of water has to be removed,
is ideal for pervaporation. Thus, while dehydration is quite feasible for a
wide range of solvents (with isopropanol among the most studied com-
pounds, along with ethanol), research challenges mainly remain in the
development of robust processes for dehydration of a wide range of solvents
that form azeotropes with water at relatively low water fractions, not only by
developing new materials but also considering their application on a larger
(time)scale.

Hydrophobic pervaporation and particularly organophilic pervaporation
have a very good prognosis, but fewer applications have made it to industrial
scale so far. Organophilic pervaporation is a new development, and it is
evident that the separation challenge for the membranes is much larger
than for any other application. Thus, research in this area focuses on
improving the membrane selectivity for challenging separations, and the
estimation of the potential of organophilic pervaporation for a wide range
of separations. For hydrophobic pervaporation, the slower development is
only partly related to the separation performance. A better ethanol selec-
tivity would certainly catalyze large-scale applications; nevertheless,
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economic feasibility is often a dominating issue, which depends on the
amount and value of the solvent to be recycled. For lignocellulosic bio-
ethanol, the most realistic configuration for upgrading the classical
distillation-based purification is in a three-step pervaporation with two hy-
drophobic and one hydrophilic units. A purity of 99.5% can be achieved
with a selectivity of 20 in hydrophobic pervaporation.

Hybrid configurations with pervaporation are interesting in two ways.
The combination with classical separation technologies, often distillation,
is successful because of the complementarity between pervaporation and
methods based on phase equilibria. Pervaporation can operate in the optimal
concentration range, where often distillation is impeded by an azeotrope.
The second hybrid configuration is the pervaporation membrane reactor,
in which pervaporation is used for removal of the product or the by-
product of a conversion. Equilibrium reactions involving water as the by-
product are indicators of the success of pervaporation membrane reactors;
esterifications are a typical example. The potential for developing new ap-
plications is very high, with novel membrane types but even with currently
available state-of-the-art membranes.
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GLOSSARY

Bioactive Having direct effects on a living organism
Carrier One that transports or conveys
Environmentally benign Not harmful to the environment or atmosphere or surroundings
Extraction Method of separation of a solute from one phase into the other
Stripping Method of removal of a solute from one phase into the other
Membrane A barrier that selectively transport solutes
Transport Movement from one place to the other

1. INTRODUCTION

In recent times, membrane-based technology has emerged as an effi-
cient process for pre-concentration and separation of chemicals in aqueous
solutions (Bunt and Waanders, 2008; Chakrabarty, 2010). A membrane
can be defined essentially as a barrier, which separates two fluid phases
and restricts transport of various components between these phases in a se-
lective manner. A solute typically diffuses from one phase to the other across
the membrane by means of a driving force (concentration gradient, pressure
gradient, electrostatic, or chemical potential difference). A membrane can be
homogenous or heterogeneous, symmetric, or asymmetric in structure,
solid, or liquid. The solid membrane-based separation faces the problem
of low flux rate, low selectivity, and large size equipment is needed for their
operation (Kami�nski and Kwapi�nski, 2000). The liquid membrane (LM)
based separation, on the other hand, is an effective method for selective sep-
aration and pre-concentration of trace quantity of solutes and it has been
applied in various fields, such as metallurgy, biotechnology, environmental
sciences, and material sciences, etc. (Araki and Tsukube, 1990).
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The concept of LM was proposed way back in the beginning of last
century; when Nernst and Riesenfeld (1901) studied the properties of
systems consisting of an oil layer separating electrolyte solutions. LM is a
homogeneous, thin film of liquid (membrane phase) interposed
between two other liquid phases, viz. feed (or source) phase and receiving
(or strip) phase. Feed phase typically contains solute(s) that need to be
transported across the thin film LM to the strip phase. The transport of
solute across the LM occurs by means of diffusion due to concentration
difference. The main advantage of LM over solid membrane is the higher
solubility and diffusivity coefficients of compounds in a liquid medium
than in a solid one. The membrane liquid must be chosen in such a way
that it is immiscible with the feed/receiving phases. Depending on the
type of application, the source/membrane/strip phase combination can
have either aqueous/organic/aqueous configuration or organic/aqueous/
organic configuration.

2. THEORETICAL BACKGROUND OF SOLUTE
TRANSPORT THROUGH LM

Solute containing aqueous phase applied for LM-based separation is
mostly an ionic solution, where pressure and temperature are usually con-
stant. According to thermodynamics, Gibb’s free energy must decrease in
any spontaneously occurring irreversible state change. Gibb’s free energy
is an extensive parameter of a system, i.e., it increases linearly with the
size of the process. As it is inconvenient to keep track of size of the process
in most calculations, the electrochemical potential is used in lieu of Gibb’s
free energy. Electrochemical potential is the contribution of 1 mol of the
ith constituent of the process to its molar free energy. If ni is the number
of moles of the ith constituent in the process, then

G ¼
X

i

me
i ni (1)

where me
i is the electrochemical potential of species i (in kJ/kmol). Consider

the case of two aqueous phases separated by a membrane. The electro-
chemical potentials of a solute in the two phases (A and B) are me

A and me
B,

respectively. Transport of solutes occurs from regions of higher electro-
chemical potential to regions of lower potential, i.e., me

B < me
A.

In generic terms, electrochemical potential can be expressed as a combi-
nation of chemical potential and electrostatic potential,

me
i ¼ mc

i þ ziFf (2)
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where mc
i is the chemical potential of the species i (in kJ/kmol), zi is the

valency (charge) of the ion i (dimensionless), F is Faraday’s Constant
(9.65 � 107 C/kmol), f is the local electrostatic potential (kV). In the special
case of an uncharged atom, zi ¼ 0 and so me

i ¼ mc
i . The chemical potential of

a species can further be denoted as

mc
i ¼ m

c;std
i þ RT ln Ci (3)

where, m
c;std
i is the chemical potential in a given standard state. When an ion

is acted on by an electric field, it tends to move with a drift velocity (v) that is
assumed to be proportional to the force (E) provided by the field. Then

ui ¼ v
E

(4)

where, ui is the mobility of the ion. The force (E) that drives ions in solution
is assumed to be the spatial gradient of the electrochemical potential and is
given by the following equation.

E ¼ �dme
i

dx
¼ � d

dx

�
mc

i þ ziFf
� ¼ � d

dx

n
m

c;std
i þ RT ln Ci;x þ ziFf

o
¼ �RT

dCi;x

Ci;xdx
� ziF

df

dx

(5)

Again the flux Ji of the ion is the number of moles of ion passing through
a unit area per second and is given by the product of the concentration of the
ion and its drift velocity. Thus the ion flux driven by an electric field is

Ji ¼ Ci;xv ¼ Ci;xuiE ¼ Ci;xui

�
� RT

dCi;x

Ci;xdx
� ziF

df

dx

�

¼ �uiRT
dCi;x

dx
� ziFCi;xui

df

dx
(6)

The above equation is named as the Nernst–Planck equation. If there is no
electrostatic potential, the above equation is reduced to Fick’s law of
diffusion,

Ji ¼ �uiRT
dCi;x

dx
¼ �D

dCi;x

dx
(7)

where D ¼ uiRT is the simple diffusivity of uncharged atom through the
LM. For a constant concentration gradient, the Nerst–Planck Equation is re-
written as
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Ji ¼ �D
�
Ci;2� Ci;1

�
L

� ziF

�
Ci;1 þ

�
Ci;2 � Ci;1

�
L

x

�
ui

df

dx
(8)

Correspondingly the Fick’s law of diffusion (in case of no electrostatic
potential) takes the form of

Ji ¼ �D
�
Ci;2� Ci;1

�
L

(9)

The transport through LM is highly dependent on the viscosity of the
membrane phase as diffusivity according to Stokes Einstein equation, is
inversely proportional to viscosity (Mulder, 1991), i.e.,

D ¼ kT
6phr

(10)

where, k is the Boltzmann constant, h is the viscosity of the organic phase,
and r is the molecule radius. Hence, the viscosity of the membrane phase
should be low for higher transport.

3. MECHANISM OF TRANSPORT OF SOLUTE IN
LM-BASED SEPARATION

The transport mechanisms in LM-based separation can be categorized
into two major types, viz. passive transport and active transport.

3.1 Passive Transport
Passive transport is a movement of ions/atoms/molecules across membranes
that is driven by the growth of entropy of the system and does not require
any chemical energy. Passive transport through LM involves solution-
diffusion or facilitated diffusion mechanisms.

Solution-diffusion is the phenomenon by which components first get
dissolved and then moves towards lower concentration zone due to concen-
tration gradient (Figure 1). Diffusion continues until this gradient is

Feed 
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Strip 
phase

Membrane 
phase

A

A

Figure 1 Ordinary diffusive transport of component, A through liquid membrane.
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eliminated (Ellinghorst et al., 1989). The rate of mass transfer in this case is
usually low and depends on the solubility of solute in the organic as well as
strip phase.

Facilitated diffusion (or carrier-mediated diffusion) is the movement of
molecules across the cell membrane via special carrier agents embedded
within the LM. Solute molecules bind with the carrier agents, and the com-
plex move through the membrane. Facilitated diffusion is also a passive pro-
cess as the solutes move down the concentration gradient without using
energy. To increase the rate of mass transfer or efficiency of the LM separa-
tion, a carrier agent is added to the membrane phase. The carrier should be
soluble only in membrane phase and should have the ability to form com-
plex reversibly with the solute. The mechanism is represented schematically
through Figure 2(a). This is called the uniport mechanism because a single
component is transferred through the LM. Here the transport of component
A is enhanced by the presence of the carrier molecule C. The carrier C forms
a complex AC at the feed/membrane interface. Complex AC then diffuses
through the membrane due to concentration gradient across the membrane

Feed 
phase

Strip 
phase

Membrane 
phase

AA C
C
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phase

Strip 
phase
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A

BC
C

AC

B

A

B

(a)

(b)

(c) Feed 
phase
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Figure 2 (a) Mechanism of carrier mediated (or facilitated) transport in liquid mem-
brane (LM) with mobile carrier. (b) Mechanism of coupled counter transport in LM.
(c) Mechanism of coupled co-transport in LM.
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and releases the solute A at the membrane/strip interface. The free carrier C
then diffuses back to the feed/membrane interface due to concentration
gradient and the cycle continues. In this case two processes occur simulta-
neously. Part of component A is transported by free diffusion (i.e.,
solution-diffusion mechanism) whilst other part is transported due to the
formation of solute–carrier complex that enhances the solubility of the
solute A in the membrane phase. Hence, the transport rate is increased.
One basic feature of carrier-mediated transport is that the complexation
reaction must be reversible. Otherwise solute transport would stop when
all the carrier molecules would have formed complex with the solute. Sec-
ondly, the affinity between the carrier and solute should not be very strong
or very weak. A strong complex, i.e., one exhibiting high affinity between
the carrier and solute may result in slow release at the membrane/strip inter-
face while a weak complex, i.e., one exhibiting low affinity between the
carrier and solute would yield limited facilitation. Therefore, there should
be optimum bond energies of this reversible complex. This bond energy
is recommended to be in the range of 1–5 � 104 kJ/kmol (Mulder, 1991).
Another feature of facilitated transport is the occurrence of two different
processes, i.e., chemical reaction and mass transfer at the same time.

3.2 Active Transport
In active transport, the movement of a substance across a membrane occurs
against its concentration gradient (from low to high concentration). This is
known as uphill transport. Kedem (Kedem and Katchalsky, 1961; Kedem,
and Essig, 1965) has proposed a more general definition. According to
him, active transport is accomplished only by the cross-coupling of the
flux of species, i with that of other species or the chemical reaction, and
the driving force is supplied by the free energy change of the coupled pro-
cesses (Araki and Tsukube, 1990). There are two types of active transport:
primary and secondary.

Primary active transport, also called direct active transport, directly uses
chemical energy (such as from adenosine triphosphate or ATP in case of
cell membrane) to transport all species of solutes across a membrane against
their concentration gradient. Uptake of glucose in the human intestines is an
example of primary active transport. Other sources of energy for primary
active transport are redox energy (chemical reaction such as oxidation and
reduction) and photon energy (light). An example of primary active trans-
port using redox energy is the mitochondrial electron transport chain that
uses the reduction energy of NADH (nicotinamide adenine dinucleotide,
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reduced form) to move protons across the inner mitochondrial membrane
against their concentration gradient. An example of primary active transport
using light energy is the proteins involved in photosynthesis.

Secondary active transport, on the other hand, allows one solute to move
downhill (along its electrochemical potential gradient) in order to yield
enough entropic energy to drive the transport of the other solute uphill
(from a low concentration region to a high one). This is also known as
coupled transport, as opposed to noncoupled or uniport transport where
transport of a single component is facilitated. There are two main forms
of coupled transport: antiport and symport. In antiport two species of ion
or other solutes are pumped in opposite directions across a membrane
(Figure 2(b)) and in symport transport two species move in the same direc-
tion (Figure 2(c)).

Cytosis is an active transport mechanism for the movement of large
quantities of molecules into and out of biological cells. There are two types
of cytosis: exocytosis and endocytosis. A cell directs the contents of secretory
vesicles out of the cell membrane in exocytosis. The vesicles fuse with the
cell membrane and their content, usually protein, is released out of the
cell. In endocytosis, a cell absorbs molecules, such as proteins, from outside
the cell by engulfing it with the cell membrane.

4. TYPES OF TRANSPORT OF SOLUTE IN LM-BASED
SEPARATION

There are four basic types of transport systems, viz. cation transport,
anion transport, neutral transport and switchable transport, each of which
has its own mechanisms and carrier types. In each of these types, it has to
be noticed that regardless of mechanism of their complex formation,
charge-neutrality must be maintained.

4.1 Cation Transport
Cation transport can occur in two ways, symport or antiport, as shown in
Figures 3 and 4. In the symport configuration, a neutral carrier moves the
target cation and co-transported anion together across the membrane.
This occurs in several stages as described below:
• Target cation and co-transported anion diffuse from bulk of feed phase to

the feed/membrane interface.
• At the feed/membrane interface, the ions are complexed with the

carrier.
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• That complex diffuses across the membrane.
• Decomplexation occurs at the strip–membrane interface.
• The ions are released to the strip phase which eventually diffuse to the

bulk of strip phase
• The carrier diffuses back across the membrane, to the feed–membrane

interface.
Removal of Cuþþ through LM using 2-hydroxy-5-dodecylbenzaldehyde

(2H5DBA) as a carrier is a typical example of such type of transport. The
carrier contains hydroxyl and aldehyde groups as ion-binding groups that
facilitate the transport. The complexation (extraction) and decomplexation
(stripping) reactions are given below (Monlinari et al., 2006):

Extraction : Cuþþ
ðaqÞ þ 2HAðorgÞ#CuA2ðorgÞ þ 2Hþ

ðaqÞ (11)

Stripping : CuA2ðorgÞ þ 2Hþ#2HA þ Cuþþ (12)

where, HA is the acidic extractant.
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Figure 4 Cationic antiport.
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For the antiport transport, an anionic carrier is used and the stages are bit
different:
• Target cation diffuses from bulk of feed phase to the feed–membrane

interface.
• “Counter transportable” cation diffuses from bulk of strip phase to the

strip–membrane interface.
• At the feed–membrane interface, the anionic carrier forms a neutral

complex with the target cation.
• The complex diffuses across the membrane.
• Cation-exchange reaction occurs at the strip–membrane interface,

whereby target cation is released to the strip phase and “counter trans-
portable” cation forms a new neutral complex with the anionic carrier.

• The new neutral complex is counter-transported (diffuses back) across
the membrane.

• Decomplexation reaction occurs whereby counter-transported cation is
released to the feed phase and the anionic carrier gets ready to repeat the
cycle.
Transportation of Coþþ through LM using di-(2-ethylhaxyl)-phosphoric

acid (D2EHPA) as a carrier is a typical example of such type of transport
where Hþ acts as a counter-transported ion. The relevant reaction is given
below (Leon and Guzman, 2005):

Coþþ
ðaqÞ þ 2ðHRÞ2ðorgÞ#CoR2ðHRÞ2ðorgÞ þ 2Hþ (13)

The transport mechanism is coupled counter-ion transport with cobalt
(II) and proton moving in the opposite direction.

4.2 Anion Transport
As it can be evident in Figures 5 and 6, anionic transport is similar in mech-
anism to the cationic transport, except use of a cationic carrier instead of an
anionic one in the antiport configuration.

Typical example of symport anion transport is the extraction of Hg (II)
ions through LM in presence of tri-octylamine (ToA) as a carrier (Li et al.,
1996). The transport steps are given as below:

Extraction: Hgþþ þ 4Cl�#HgCl�2
4

R3NðorgÞ þ HþCl�ðaqÞ#R3NHClðorgÞ
2R3NHþCl�ðorgÞ þ HgCl��

4 #ðR3NHÞ2HgCl4ðorgÞ þ 2Cl�ðaqÞ
(14)
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Stripping : ðR3NHÞ2HgCl4ðorgÞ þ OH�#R3NðorgÞ þ HgCl��
4ðaqÞ þ 2H2O

(15)

Typical example of antiport anion transport is the separation of ligno-
sulphonate (LS) through LM (Kontturi et al., 1990a). The transport steps
are given as below:

Extraction : R3N þ HCl#R3NHþCl�

R3NHþCl� þ LSNan#R3NHLSNaðn�1Þ þ NaCl
(16)

Stripping : R3NHLSNaðn�1Þ þ NaCl#R3NHþCl� þ LSNan (17)

A schematic representation of the above transport mechanism is available
elsewhere (Chakraborty, 2010).

4.3 Neutral Transport
In this type of transport, a neutral molecule is transported through an LM
using suitable carrier. It is channelized via uniport mechanism. Figure 7 pre-
sents a schematic of this type of transport. Transport of oxygen from a
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mixture of oxygen and nitrogen through a water film in presence of cobalt as
a carrier is a good example of neutral transport.

4.4 Switchable Transport
The use of photochemistry and electrochemistry has been proved to be
increasing the rates at which the carrier complexes dissociate, which would,
therefore, increase the transport rate. A sample of this is shown in Figure 8.
Essentially, the switchable transport system works in addition to the regular
transport system:

AC � e # ACþ/A þ Cþ (18)

Only the second step of the reaction is accelerated.

5. CARRIER

Carriers are reagents that play an important catalytic role in the LM
system. Small amount of carrier is sufficient for the above purpose because
of the small solvent inventory associated with the membrane and also
because of their nonvolatile nature.
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5.1 Advantages of Carriers
Carriers attribute to selective separation and concentration of specific solutes
with high flux of transport. Carriers are characterized by
• ability to quick bind and release particular solute(s)
• ability of selective and reversible binding of component(s) in the

solution
• lack of ability to bind with solvent
• lack of ability to coalesce
• nontoxicity.

Careful integration of a suitable carrier into the LM phase is very impor-
tant in order to enhance the effective solubility of the species to be trans-
ported in the membrane phase.

5.2 Types of Carrier
Carriers are categorized into three major types, viz. acidic, basic and neutral,
primarily on the basis of their functional groups.

5.2.1 Acidic Carrier
The acidic carriers are most effective for extracting the cations as the carriers
do form complexed salt with cations with the exchange of protons. The
acidic carriers do have COOH, P(OH), SO3H or chelating groups. A typical
example of acidic carrier-mediated transport is presented by the following
equation (Gherrou et al., 2002):

Cuþþ þ 2C16H34O3P
�
OH

�
#C16H34O3P

�
OCu

�þ 2Hþ (19)

where, copper is extracted from its aqueous solution with di(2-ethylhexyl)
phosphoric acid.

5.2.2 Basic Carrier
The alkaline/basic carriers are used for the extraction of the anionic metal
complexes. Amines are ideal examples of such carriers. Typical example of
basic carrier-mediated transport is presented by the following equation
(Warey, 2007):

CdCl��
4ðaqÞ þ 2Hþ

ðaqÞ þ 2R3NðorgÞ#
�ðR3NHÞ2

�
CdCl4ðorgÞ (20)

where Cd (II) is transported in the form of CdCl��
4 from the aqueous acidic

solution by the carrier trioctylamine (TOA). The TOA (R3N) accepts a
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proton to form a positively charged species and cadmium ion is extracted as
((R3NH)2)CdCl4.

5.2.3 Neutral Carrier
Neutral carriers are generally used as cation carriers in LMs for the selective
transport of different metal ions. They carry the metal ions by encapsu-
lating them within their cavity. The extraction efficiency of such neutral
carriers depends on the size of their cavity and the size of the inserted
ions. When such carriers are used as metal ion carriers in the membrane
phase, the concurrent transport of an anion with the cation occurs across
the LM. Organic phosphoryl compounds and macrocyclic molecules are
the most widely used neutral carriers in LM processes. Typical example
of such type of carrier-mediated transport is presented by the following
equation (Bachiri et al., 1996):

AgþðaqÞ þ NO�
3ðaqÞ þ C20H36O6#Ag

�
C20H36O6

�
NO3ðorgÞ (21)

where, silver ion is co-transported along with the nitrate anion from the
aqueous solution by the neutral carrier di-cyclohexanone-18-crown-6
(C20H36O6).

5.3 Choice of Carrier
The selection of a right carrier is the key factor in all types of carrier-
mediated LM. The carrier should be very specific and should have
high selectivity towards the solute to be removed. The carrier may be
mobile or fixed. If it is dissolved in the liquid it is called mobile carrier.
On the other hand, the carrier can be bound chemically or physically
(fixed carrier) to a solid polymer, which is termed as polymer inclusion
membrane. In mobile carrier system, the carrier solute complex diffuses
across the membrane whereas in fixed carrier system the solute jumps
from one site to the other. The diffusivity in mobile carrier is much
higher than the fixed carrier system. The most frequently used carriers
include phospho-organic compounds, crown ethers, hydro-oximes and
amines (Kami�nski and Kwapi�nski, 2000). Typical carriers used in various
LM processes are listed in Table 1. Various combination of LM systems
employed in the extraction of different materials in anionic form are pre-
sented in Table 2.
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Table 1 Various carriers used in various LM processes
Carrier Type Carriers Application in the extraction of Literature cited

Acidic Acetylacetone Cr (III) Sekine et al., 1988
Benzoylacetone Ur (VI) Rajan and Shinde, 1996
b-Hydroxime Cu (II) Sengupta et al., 1990
D2EHPA[di(2-ethylhaxyl)

phosphoric acid]
Ag (I), Cu (II) Gherrou et al., 2002

Cyanox 272 (R2POH) Co (II) Swain et al., 2007
Trioctylphosphinoxide As (V) Pérez et al., 2007

Basic Primene JMT [(C8H17)NH2] Mo (VI) Nekov�a and Schrotterova, 1999
Trioctylamine [(C8H17)3N] Cr (VI) Kumbasar 2008
Trinonylamine [(C9H19)3N] Lignosulfonate Kontturi et al., 1990a
Trilaurylamine Lignosulfonate Kontturi et al., 1990b
Alamine 336 [R3N(R:C8eC10)] Citric acid Yordanov and Boyadzhiev, 2004
Aliquat 336 [CH3(C8C17)3N] Cd (II) Lv et al., 2007

Neutral Di-benzo-18-crown-6 Naþ, Ur (VI) Goyette et al., 2003
Di-cyclohexyle-18-crown-6 Hg (II) Jabbari et al., 2001
Cryptana (2,2,1) [N2O5] Ag (I), Cu (II) and Zn (II) Arous et al., 2004
Cryptand(2,2,2) [N2O6] Ag (I), Cu (II) and Zn (II) Arous et al., 2004
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6. SOLVENTS

Ideally the solvent phase of the LM setup should be the thinnest
possible strip that provides least resistance for solute transport, yet is stable
enough to resist accidental channellingchannelling between feed and strip
phases. Mass transfer across membrane phase is inversely proportional to
its viscosity.

6.1 Choice of Solvents
Selection of suitable solvent (for membrane phase) is one of the keys issues
of LM-based separation. Volatile solvents are not preferred due to instability
of the LM for its quicker evaporation alongside the environmental pollution.
Low viscous, nonvolatile solvents are ideal for LM applications. The effi-
ciency of solvents is characterized by its distribution coefficient. The distri-
bution coefficient is defined as the ratio of the amounts of target solute
present in the organic phase and the aqueous phase after equilibrium is
reached. A very high distribution coefficient indicates excellent extraction
and vice versa. Strong extractant will not release the solute easily at the
strip–membrane interface. Therefore, thorough investigation is necessary

Table 2 LM system employed in the extraction of anions
Materials
extracted Carrier used Diluent

Stripping
agent References

HgCl2�4 Trioctylamine
(TOA)

Toluene NaOH Li et al., 1996

Hg(picrate)- Tetrathia-12-
crown-4

Chlorofom EDTA Shamsipur et al.,
2002

Hg(picrate)- Bis-calixarene-
nitrile derivative

Chlorofom H2O Alpoguz et al.,
2002

Cr2O2�
7 Cyanex 923 Xylene NaCl Alguacil et al.,

2005
Cr2O2�

7 Tri
n-butylphosphate

Hexane NaOH Muthuraman
et al., 2009

Lignosulfonate TOA Decanol NaOH Kontturi et al.,
1990

Lignosulfonate Trilaurylamine Decanol NaOH Kontturi et al.,
1990

NO�
3 TOA Kerosene NaOH Lin and Long,

1997

170 Aloke Kumar Ghoshal and Prabirkumar Saha



to identify a suitable solvent–carrier combination that would give the best
possible separation for a target solute.

6.2 Types of Solvents
Solvents can be classified into three major types:
• Conventional organic chemicals: dichloroethane, n-heptane, kerosene,

dodecane, xylene, chloroform, toluene, carbon tetrachloride, etc.
• Environmentally benign solvents: coconut oil, sunflower oil, mustered oil,

soybean oil, linseed oil, olive oil, sesame oil, etc.
• Ionic liquids (IL): butyl-3-methylimidazolium hexafluorophosphate

([BMIM] [PF6] or [C4MIM] [PF6]), 1-butyl-3-methyl-imidazolium
bis(trifluoromethanesulfonyl)imide [BMIM] [Tf2N], etc.
Most of the conventional organic chemicals are toxic, flammable and

volatile in nature. In recent times, the research activities on extraction
processes have shifted towards echo-friendly solvents, due to the stricter
environmental regulations (Chakrabarty et al., 2010a,b). The environ-
mentally benign solvents, such as vegetable oils, are also termed as green
solvents. ILs may be another suitable alternative for the conventional vol-
atile organic solvents, because of their novel properties (Chakrabarty,
2010). An IL is a salt which remains in molten state at room temperature.
While ordinary liquids such as water are predominantly made of electrically
neutral molecules, an IL is largely made of ions and short-lived ion pairs.
They are colourless, designable, nonvolatile, nonflammable, highly solvat-
ing, water-immiscible and noncoordinating. The thermal stability and
miscibility of ILs depend on the anion and the length of the alkyl chain
in cation and some other properties, such as viscosity, surface tension
and density. IL does not require any carrier agent for facilitation of solute
transport.

7. TYPES OF LM

Based on the configurations, LMs are broadly classified into three
types: bulk liquid membrane (BLM), emulsion liquid membrane (ELM)
and supported liquid membrane (SLM). According to the geometry SLM
is again of three types, flat sheet, hollow fibre and spiral wound. Besides
these, one more LM is included in the LM family (Figure 9), i.e., electro-
static pseudo LM.
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7.1 Bulk Liquid Membrane
BLM is the simplest of all LMs where all three phases of the LM unit are
placed in a vessel in bulk quantities. Two aqueous phases are separated
with a solid barrier (e.g. a glass wall) and the LM shares an interface with
both these aqueous phases as shown in the schematic representations
(Figure 10). Figure 10(a) shows the case when membrane phase is heavier

Liquid membrane
(LM)

Bulk liquid
membrane

(BLM)

Emulsion liquid 
membrane

(ELM)

Supported liquid
membrane

(SLM)

Flat sheet Spiral woundHollow fiber

Electrostatic 
pseudo 

liquid membrane
(ESPLM)

Figure 9 Family of liquid membranes.

glass plate
s rrers
feed phase
strip phase

membrane phase
bo om clearance

(a)

(b)
glass plate
s rrers
feed phase
strip phase

membrane phase
top clearance

Figure 10 (a) Schematic of bulk liquid membrane (BLM) when membrane liquid is
heavier than both feed and strip phases. (b) Schematic of BLM when membrane liquid
is lighter than both feed and strip phases.
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than both feed and strip phases whereas Figure 10(b) indicates otherwise.
BLM is basically used as an important and relevant lab scale study because
experimentation using BLM helps understanding the feasibility of separation
using LM technique for any system of concern.

7.1.1 Merits and Demerits
Various important equilibrium and kinetic parameters, useful for mass trans-
fer studies, can also be estimated through simple experimental set-up like
BLM. However, applicability of BLM in higher scale application suffers
due to lower value of surface area to volume ratio. For the same reason,
scaling up of the lab scale BLM to a pilot/commercial scale happens to be
practically infeasible.

7.1.2 Stability
BLMs are quite stable if the fabrication of the setup is done carefully. Care
should be taken so that there is no leakage between the compartments. A
simple “dye test” can be useful in detecting possible channelling between
the compartments (Chakrabarty et al., 2009b). Moreover stirring of the
aqueous phases should be optimally maintained so that the mixing is proper
yet the chance of accidental mixing of two aqueous phases is less.

7.2 Emulsion Liquid Membrane
ELM (also known as liquid surfactant membrane) is prepared by forming
an emulsion between two immiscible phases (membrane phase and strip
phase) and dispersing the emulsion into a third continuous phase (feed
phase) by agitation. Therefore, ELM is also referred to as double emul-
sion. A simplified diagram of ELM is shown in Figure 11. The membrane
in ELM is the liquid phase that separates the encapsulated internal droplets

s rrer
feed phase
strip phase

membrane phase

emulsion globule

Figure 11 Schematic of emulsion liquid membrane.
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in emulsion from the continuous phase. The encapsulated internal
phase and the continuous phase are miscible with each other, but a stable
membrane phase keeps them separated. The globules of emulsion are
typically 10 mm to 1 mm diameter in size. The encapsulated internal drop-
lets of receiving phases have the typical diameter of 1–10 mm. ELM is of
two types, water in oil in water (W/O/W) type or oil in water in oil
(O/W/O) type. In W/O/W type, oil acts as the membrane phase and
in O/W/O type water acts as the membrane phase. ELM was invented
by Norman N. Li in 1968 and this process has already been used in indus-
trial scale (Li, 1968; Ho and Sirkar, 2001).

7.2.1 Merits and Demerits
ELM process provides large mass transfer area because large numbers of
emulsion globules can be dispersed in a small volume of continuous phase.
Therefore, rapid mass transfer occurs in ELM process from external contin-
uous phase to dispersed internal phase. The other advantages of ELMs are
(Othman et al., 2004)
• High diffusive flux and low energy consumption,
• Simple configuration/equipment,
• Zero disposal,
• Recycling of material,
• Operational simplicity, and
• High efficiency.

Although an ELM process offers high mass transfer efficiency, it has some
limitations too. Demulsification step is usually energy intensive. In addition,
in ELM process, surfactant is employed to maintain membrane integrity.
Once the surfactant is dissolved in the solution it is difficult to remove it
from the solution. This makes the process complicated. In order to recover
the receiving phase and in order to replenish the carrier, the emulsion has to
be demulsified. This is a difficult task, and consumes a good amount of
energy. Emulsion swelling is another troublesome aspect in ELM system,
which dilutes the internal phase and makes it difficult to recycle (Ho and
Sirkar, 2001).

7.2.2 Stability
In order to maintain the stability of the emulsion during extraction process,
the membrane phase is enriched with some surfactants and/or additives as
stabilizer. An ionized surfactant has relatively high water solubility and
thus generally makes W/O/W type emulsion. A nonionic surfactant,
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however, can be used to make either type of emulsions. An appropriate se-
lection of surfactant can be carried out by using its hydrophylic-lipophylic
balance (HLB) value. HLB is the percentage of hydrophilic functional
groups in the surfactant molecule divided by five. Surfactants with a low
HLB are more lipids affine and thus, tend to make an O/W/O emulsion
while those with a high HLB are more hydrophilic in nature and thus,
tend to make a W/O/W emulsion. A blend of two or more nonionic sur-
factants yields better stability in emulsion than a single surfactant does. Inter-
nal droplets in emulsion with 1–3 mm in diameter yield good emulsion
stability (Zhou, 1996). Kopp suggested (Marr and Kopp, 1982) the
following set of guidelines for the formation of stable water in oil emulsions
(Noble and Way, 1987).
• Organic phase soluble surfactant concentration should be between 0.1

and 5 wt.%
• Organic phase viscosity should be between 30 and 1000 mPa s
• Volume ratio of the internal phase to membrane phase should be be-

tween 0.2 and 2.
• Volume ratio of internal phase to continuous external phase should be

between 0.2 and 0.05.
• Volume ratio of continuous phase to emulsion phase should be between

1 and 40.
• Surfactant HLB value should be between 6 and 8.

7.3 Supported Liquid Membrane
SLM or commonly known as immobilized LM is an LM setup in which the
membrane liquid (organic or aqueous) is immobilized within the pores of
porous solid membrane that separates feed and strip phases. An SLM consists
of three main parts, viz. support material, solvent (membrane liquid) and
carrier agent. The membrane phase is prepared by dissolving the carrier
agent into the solvent. The porous support material serves as a supporting
framework for the membrane phase. The porous support can be inorganic
or organic (polymer) with suitable chemical properties and mechanical sta-
bility. The surface porosity and overall porosity of such support materials
should be high in order to obtain a high permeation rate. Permeation rate
also depends upon the thickness of membrane because the flux is inversely
proportional to the membrane thickness (Mulder, 1991). Therefore, support
should be as thin as possible to obtain high flux. Based on the geometry of
the supports, SLM is in general of three types, viz. flat sheet, hollow fibre,
and spiral wound.
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7.3.1 Flat Sheet SLM
Flat sheet SLM, as the name implies, has support material in flat sheet form.
It is simple in structure, having low cost, but requires large space. A sche-
matic of flat sheet SLM is shown in Figure 12.

7.3.2 Hollow Fibre SLM
Hollow fibre SLM (HFSLM) acts similar to a shell and tube heat exchanger,
thus compact with increased mass transfer area per unit volume (Ho and
Sirkar, 2001). A schematic of HFSLM is shown in Figure 13. It has an outer
shell and there are large numbers of thin porous fibres in the shape of tubes
with ID 0.5–1.0 mm (Warey, 2007) running inside the shell along its length,
all in neatly ordered rows. The pores of the fibres are filled with the mem-
brane phase. The feed phase and strip phase are separately passed through the
channels (fibres and shell).

feed phase strip phase

membrane

Figure 12 Schematic of flat sheet supported liquid membrane.

Hollow 
fibre

feed inlet
through tube 
(fibres) side

feed 
outlet

strip inlet through 
shell side

strip 
outlet

Hydrophobic/hydrophilic 
microporous hollow fibre wall

Figure 13 Schematic of hollow fibre supported liquid membrane.
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7.3.3 Hollow fibre Contained SLM
Hollow-fibre contained SLM (HFCSLM) consists of a cylindrical shell as
shown in Figure 14. The shell side is filled with the membrane liquid con-
nected to an external membrane liquid reservoir. Two channels of hollow
porous fibres, with aqueous phases (i.e., feed and strip phases) flowing
through them, are immersed in the stationary membrane phase of the shell
side. Pressure in the shell side is maintained higher than the pressure of both
feed and strip solution so that the liquid of aqueous phases does not leach out
of the fibres. In this type of configuration, loss of membrane liquid is auto-
matically replenished from the external membrane liquid reservoir.

7.3.4 Spiral Wound Membrane
The spiral wound membrane as shown in Figure 15 is in fact a plate and
frame system wrapped around a central perforated collection pipe, in a
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Figure 14 Schematic of Hollow Fibre Contained Liquid Membrane.

Feed channel spacer

membrane

Spiral bound

Figure 15 Schematic of spiral wound supported liquid membrane.
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similar fashion to a sandwich roll (Ho and Sirkar, 2001). The sandwich is
made of four layers; a membrane, a feed channel, another membrane, and
a strip channel which forces all the separated materials towards the perforated
tube in the centre. The feed flows axially through the cylindrical module
parallel along the central pipe, whereas, the permeate flows radially toward
the central pipe. This type of SLM is an intermediate between flat sheet and
hollow fibre membrane in terms of stability and surface area per unit
volume.

7.4 Electrostatic Pseudo Liquid Membrane
Electrostatic pseudo liquid membrane (ESPLM) is a combination of an
electrostatic technique and the principle of LM, developed by Gu in
1988 (Gu, 1988; Ho and Sirkar, 2001). An ESPLM tank, as shown in
Figure 16, is filled with continuous organic phase. The tank is divided
into two compartments, viz. extraction cell and stripping cell, which are
separated with two narrowly spaced porous baffles that contains an oil layer
between them that acts as an LM. The cells have inlet and outlet pipes that
allow flow of aqueous phases (feed solution and stripping solution) through
them. Oil layer allows the transport of carrier complex from the extraction
cell to the stripping cell and regenerated carrier from the stripping cell to
the extraction cell, while mixing of the aqueous phases is prevented.
A high voltage (AC) electrostatic field is applied simultaneously across
the extraction and stripping cells. Under the electric field, the aqueous
phases are dispersed into large numbers of droplets in the continuous
organic phase. In the extraction cell, the solute in the aqueous droplets is

Feed 
phase

Extrac on cell
Stripping cell
Extrac on se ler
Stripping se ler

High voltage electrode

Strip 
phase

Figure 16 Schematic of electrostatic pseudo liquid membrane.
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extracted into the organic phase (Gu, 1990). The complex formed in the
extraction cell, driven by its own concentration gradient, diffuses through
the perforated baffle plate into the stripping cell. The extractant is regen-
erated after the solute is stripped off in the stripping cell and diffuse back
to the extraction cell through the perforated baffle plate.

7.5 Hollow Fibre Renewal Liquid Membrane
Hollow fibre renewal liquid membrane (HFRLM) setup (Zhongqi et al.,
2007) is based on the surface renewal theory. HFRLM setup, as shown in
Figure 17, consists of hydrophobic and porous hollow fibres, the pores of
which are filled with the organic phase. The lumen side of hollow fibres
is filled with aqueous phase in which organic phase droplets are dispersed
uniformly and the shell side of the fibres is filled with another aqueous phase.
As the fibres are hydrophobic and organo-affine, a thin organic film is devel-
oped in the lumen side of the fibres that acts as an LM. The surface of the
LM layer is peeled off due to the sheer force of the flowing fluid through
the lumen, however, the surface gets renewed with the organic droplets pre-
sent in the aqueous phase of the lumen side. The renewal of the surface re-
duces the mass transfer resistance in the aqueous boundary layer in the lumen
side and thereby accelerates the mass transfer rate. Hence, the additional
organic phase in the lumen side helps maintaining the continuity of the
LM layer and replenishment of the loss of the membrane liquid.

7.5.1 Merits and Demerits
SLM-based separation process has several advantages such as low capital,
operating, maintenance and energy costs, high separation factor, low extrac-
tant consumption and easy to scale-up. However, the major drawback of
SLM is the instability of the liquid film due to the gradual loss of membrane
solution by dissolution and spontaneous emulsification during the operation.

Aqueous phase in shell side

Aqueous phase in lumen side

Organic droplets
Liquid Membrane

Pores filled with 
organic liquid Aqueous phase in shell side

Figure 17 Schematic of hollow fiber renewal liquid membrane.
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HFCSLM suffers from the problems like pore fouling, difficulty in clean-
ing of fibres between uses, high pressure drop and high cost.

Though ESPLM is a simple process, with easy operation, high flux,
negligible leakage and swelling, and low energy consumption, it is only
effective when the continuous phase is an organic solution (Ho and Sirkar,
2001).

Merits of the HFRLM are (Zhongqi et al., 2007):
• Mass transfer rate is increased because of the renewal effect of LM and

high membrane surface area.
• Longer stability.
• Expensive solvents can be used because consumption of extractant is low.
• Energy consumption, capital investment, maintenance cost and opera-

tion cost are all less.
• Scale-up is easy as hollow fiber device is modular.
• Easy to operate.
• This technique can be applied for simultaneous extraction and stripping

processes using either LM structure (W/O/W systems or O/W/O sys-
tems) with fibre being either hydrophobic or hydrophilic, depending on
the LM structure.

7.5.2 Stability
Stable SLMs can be achieved by using a membrane liquid that has high
interfacial tension yet lower surface tension than the critical surface tension
of the polymeric solid support. It may be advisable to use polytetrafluoro-
ethylene membranes with a pore size of the order of 0.1 mm (Takeuchi
et al., 1987). Hence, aliphatic hydrocarbons of higher boiling point are
suitable membrane solvents. Such solvents have the additional advantage
of being chemically more inert to polymeric solids. Again a surface-
active carrier agent reduces the stability of the SLM as a result of the lower
solvent–water interfacial tension.

Care should be taken during fabrication of ESPLM setup so that there is
no channelling of dispersion droplet between the compartments. The perfo-
ration in the baffles should be done properly.

HFRLM is quite stable by virtue of its concept of design. As opposed to
the normal SLMs where loss of membrane liquid is a major concern, the
operation of HFRLM integrates the replenishment of LM layer as the sep-
aration process progresses. Hence, the stability of HFRLM is established as
long as supply of dispersed organic phase is uninterrupted.
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8. OPERATIONAL ISSUES RELATED TO LM-BASED
SEPARATION UNIT

Operational issues of LM-based separation unit are discussed in this
section. Typically a two-phase extraction study yields an initial idea about
choice of solvent, carrier and favourable operational conditions. The condi-
tions are fine tuned in the subsequent three phase studies.

8.1 Two Phase Study
Two-phase study is basically an extraction equilibrium study which helps
one to select a suitable membrane–carrier combination. For a W/O/W
type LM operation, an aqueous solution of target solute is prepared by dis-
solving the required quantity of such solute in water. Carrier is added in
required amount of solvent in an Erlenmeyer flask. The mixing of carrier
in solvent is done in shaking incubator to make the membrane (organic)
phase homogeneous. The pH of aqueous solution is maintained by adding
acid/base, as and when needed. Small quantities of both membrane and
aqueous phases are the mixed in an Erlenmeyer flask and the mixture is
then well-stirred in a shaking incubator at certain temperature and stirring
speed for a certain time of extraction to reach the equilibrium. The mixture
is allowed to remain undisturbed for some time (about 12 h) in order to
separate the phases. The clear sample of aqueous solution is collected for
further tests. Concentration of solute remaining in aqueous phase is deter-
mined with the help of a pregenerated calibration curve. The quantity of
solute transferred to the membrane phase is calculated by the mass balance,
with fair assumption that no solute is lost during experimentation. Exper-
iments should be repeated to ensure the repeatability of the results. Distri-
bution coefficient (a.k.a. separation factor) of solute is then calculated as
the ratio of solute in membrane phase to solute in the aqueous phase at
equilibrium. A high distribution coefficient of the solute between the
membrane phase and the aqueous feed phase necessarily means better
transport of solute from feed phase to membrane phase. Effects of various
physical parameters such as temperature, pH, and carrier concentration in
the membrane, etc., on the equilibrium distribution of solute (distribution
coefficient) are examined with the selected solvents. Stripping (reverse
extraction) experiments are carried out with the membrane phase carrying
the solute and fresh stripping phase to understand the solute releasing char-
acteristics of the membrane phase as well as to optimize the strip phase
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conditions that involves pH, type and concentration of stripping solute in
strip phase, etc.

8.2 Three Phase Study
In the three phase study, the effects of various process variables such as stir-
ring speed, carrier concentration and feed and strip phase concentration on
the transport of solute are studied.

In a BLM set up, two compartments of the reactor houses the feed and
strip phases in such a way that the level of these liquids remain well below
the top of the wall. The membrane phase liquid is then poured from the top
in such a way that the height of the membrane phase clears the top of the
glass wall and thus creates a bridge between the feed and strip phases for
possible mass transfer of solutes. On the other hand, if the membrane phase
is heavier than the feed/strip phases, the reactor is divided into two parts
from the top with a glass wall at the middle with sufficient clearance at
the bottom. The membrane phase is placed at the bottom of the reactor
in such a way that the liquid level of the membrane phase rises beyond
the bottom clearance of the glass wall. Two compartments are thereby
formed due to such arrangement which can house the feed and strip phases.
Care is taken so that there is no leakage/accidental mixing of these phases in
both the cases. Continuous stirring ensures the aqueous solutions to be well
mixed and the bulk concentration to be uniform throughout, and neverthe-
less, care is taken so that interface between aqueous phases and membrane
phase was not disturbed.

In SLM setup, the micro-porous polymeric support is impregnated with
the organic phase by immersing the support in the liquid for sufficiently
longer time (about 24 h). The pores in the polymeric support get filled
with the liquid due to capillary action. The support is taken out of the liquid
and the liquid on the surface of the support is allowed to drip for few seconds
before it is placed in the permeation cell. It is important to decide upon an
ideal stirring speed in order to ensure good mixing and uniform bulk con-
centration inside the aqueous phases. Stirring minimizes concentration
polarization at the membrane interface too. The pH value of the feed phase
is continuously monitored and adjusted by adding appropriate acid/base as
and when required. Small quantities of both the aqueous phases are collected
periodically for further analysis. The solute content of the aqueous phase is
determined using appropriate analytical instruments.

In ELM setup, the organic phase is first prepared by dissolving required
quantity of carrier and surfactants in the solvent. To prepare a stable W/O

182 Aloke Kumar Ghoshal and Prabirkumar Saha



(water in oil) emulsion, the internal or strip phase is added drop wise to this
organic phase under stirring condition until the required volume ratio of
organic phase to internal phase is obtained. The blended solution is then
kept in a sonicator until a stable milky white W/O emulsion is obtained.
Temperature is maintained during sonication to avoid demulsification.
Measured quantity of freshly prepared W/O emulsion is then poured slowly
into aqueous feed phase (continuous) in the ELM set-up. The solution is
then stirred by a motor driven mechanical stirrer to disperse the emulsion
phase. The speed of the stirrer is regulated by a voltage regulator. Samples
are collected periodically from the continuous phase and allowed to settle
by gravity for few minutes to separate the emulsion phase from the contin-
uous feed phase. The emulsion phase, being heavier settles at the bottom.
The upper layer of feed phase is filtered and analyzed for measuring concen-
tration of solute. The effects of process variables on the transport of solute are
evaluated by measuring the concentration of solute in both feed and strip
phase after sufficient time for calculation of extraction and recovery,
respectively.

9. CASE STUDY

In recent times, LM-based separation technology has been studied in
lab-scale experiments for transport and pre-concentration of various types of
solutes, which can broadly be classified in three major types: (1) organic pol-
lutants (2) inorganic heavy metals (3) precious bioactive compounds. The
issue which is common to all these types is that they are available in trace
quantities in their respective sources. The common aim of all these case
studies is to detect the best combination of solvent, carrier, stripping agent,
emulsifier, supporting material, etc., and also the optimum operating condi-
tions, viz. pH, temperature, stirring rate, concentrations of feed phase, strip
phase, carriers, etc., that would yield the maximum transport and recovery
of target solute from feed phase to strip phase. Most of the LM-based pro-
cesses use organic solvents as the diluents. One common problem, seldom
encountered with LMs (particularly with SLM), is the instability of the
membrane due to loss of liquid that oozes out from the membrane pores.
Organic solvents are generally volatile in nature and they do have some de-
gree of toxicity. The volatility of the solvent thereby increases its loss and
that eventually makes the LM more unstable. Moreover, the toxicity due
to the strayed solvent is never desirable. Thus, it is essential also to look
for environment-friendly solvent for successful operation of LM-based
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unit. Vegetable oils are ideal replacement for the conventional volatile
organic diluents. These oils are less volatile and nontoxic in nature. Hence,
with an obligation towards Green Technology, identification of a vegetable
oil would provide environmentally and physiologically benign alternative
for otherwise conventional organic solvents for LMs. Following sections
present notes on the above issues for all three major classifications as above.

9.1 Organic Pollutant
There are various types of organic pollutants available in domestic as well as
industrial environment which can be separated using LM-based technology.
Present discussion focuses on separation aspects of one such pollutant
namely, LS.

9.1.1 Lignosulfonate
Lignin (Figure 18(a)) is a complex chemical compound most commonly
derived from wood. Highly lignified wood is durable and therefore, a
good raw material for many applications including pulp and paper industry.
Lignin is responsible for yellowing of paper with age. It must be removed
from the pulp before high-quality bleached paper can be manufactured. In
sulfite pulping, lignin is removed from wood pulp as sulfonates, viz. lignosul-
fonate (LS). LS, a polydispersed polyelectrolyte and a spherical macromole-
cule, have two kinds of functional groups (SO�2

3 and OH�). The model
structure of LS is shown in Figure 18(b) as a sodium salt of LS (sodium ligno-
sulphonate). Extensive usage of commercial grade LS includes production of
vanillin, animal feed pellet binders, dispersant for dyes, pesticides, carbon
black, etc. LS find its application in boiler and cooling tower water treatment
where it prevents scale deposition and also in industrial cleaning applications
where it acts as dirt dispersant. Separation of LS from paper mill effluent
thereby serves dual purpose, using paper mill waste as a source of LS in
one hand and an effective wastewater treatment on the other. A detailed pro-
cedure of separation of LS using LM-based techniques has been provided in
Chakrabarty (2010), Shaik et al. (2010), Chakrabarty et al. (2009a,b, 2010a,c).

9.1.1.1 Mechanism of Transport
Separation of LS is possible through either of symport and antiport transport
mechanism. In order for the complex to be formed at the feed-membrane
interface, protonation should occur at the feed phase. Hence, the feed phase
should be maintained in acidic condition by adding HCl. Consequently the
stripping phase should be maintained in alkaline condition. A strip phase
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containing NaOH demonstrates symport mechanism (Figure 19(a)) whereas
that containing NaCl demonstrates antiport mechanism (Figure 19(b)). LS
ion moves uphill in both the cases whereas Hþ and Cl� move downhill
in symport and antiport mechanisms respectively. TOA is used as a carrier
agent for both these cases (Chakrabarty et al., 2009b). The reaction at the
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Figure 18 (a) Various structures of monolignols. (b) Unit structure of a typical ligno-
sulphonate macromolecule.
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feed-membrane interface follows a two-step mechanism which is same for
both types of transport. The reactions are shown as follows:

Extraction : R3N þ HCl#R3NHþCl� (22)

Extraction : R3NHþCl� þ LSNan#R3NHLSNaðn�1Þ þ NaCl (23)

Stripping : R3NHLSNaðn�1Þ þ NaOH#R3N þ H2O þ LSNan (24)

or

Stripping : R3NHLSNaðn�1Þ þ NaCl#R3NHþCl� þ LSNan (25)

where, R3N is TOA in organic phase, LSNan is sodium lignosulphonate
and R3NHLSNa(n�1) is the complex that is formed as a result of reaction at
feed/membrane interface. The overall extraction reaction can be written as

R3N þ HCl þ LSNan#R3NHLSNaðn�1Þ þ NaCl (26)

The equilibrium constant for the above reaction can be written as

Keq ¼
�
R3NHLSNaðn�1Þ

	�
NaCl

	
½R3N�½HCl�½LSNan� (27)

After rearrangement the above equation takes the form,

�
LSNan

	 ¼ 1
½R3N� �

�
R3NHLSNaðn�1Þ

	�
NaCl

	
Keq

�
HCl

	 (28)
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Figure 19 (a) Schematic of symport mode of transport of lignosulphonate (LS).
(b) Schematic of antiport mode of transport of LS.
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or

log
�

LSNan
� ¼ ð� 1ÞlogfR3Ng þ log

(�
R3NHLSNaðn�1Þ

	½NaCl�
Keq½HCl�

)

(29)

At a constant pH, [HCl] remains constant. It also can be assumed that the
variation in [NaCl] would be negligible within a small concentration range
of TOA. Therefore, [NaCl] is considered as constant. Hence, a plot of log
{LSNan} versus log{R3N} yields a straight line with the slope of (�1).
Chakrabarty et al. (2009a) reported the experimentally evaluated slope to
be (�0.866) which is very close to the theoretical value, taking the exper-
imental error into consideration.

9.1.1.2 Choice of Solvent
Dichloroethane (C2H4Cl2) is found to be a good solvent for the extraction
of LS with a distribution coefficient of 21.5 followed by carbon tetrachloride
(8.5) and chloroform (1.25). Other organic solvents show negligible extrac-
tion of LS. It has also been observed that the solubility of LS is very low in
absence of carrier agent even for dichloroethane. Hence, it is evident that
mere solution diffusion is not enough for LS transport; some facilitation is
required for it. On the other hand, it was observed that coconut oil could
be used as an important alternative for solvent in lieu of toxic organic solvent
(Chakrabarty et al., 2010b). It was also observed that LS is highly soluble in
coconut oil even without any carrier agent. This fact augments the philos-
ophy of green technology in LM-based operation. Nevertheless, addition of
carrier agent (TOA) reduces the time for reaching equilibrium extraction.

9.1.1.3 LM Configurations
Chakrabarty (2010) performed LM-based separation studies in all three con-
figurations, i.e., BLM, SLM and ELM. The results on BLM established the
utility of such separation technique, whereas the SLM and ELM provided
some more insight to the applicability as well as scalability of LM-based tech-
niques in industrial level operation.

9.1.1.3.1 SLM Configuration Polyvinyldenefluoride proves to be an
ideal support material for the SLM with 0.2 mm pore size. It was also noticed
that a larger pore size (say 0.45 mm) leads to stability issue for the LM as the
capillary action inside the pores is insufficient to hold the liquid (Chakrabarty
et al., 2009a). Porosity (ε) and thickness (l) of support membrane can be
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measured using scanning electron microscope. The tortuosity (s) can be
calculated as

s ¼ 1 þ Vp

1 � Vp
(30)

where, Vp ¼ 1 � ε, is the volume fraction of the polymeric framework
(Alguacil et al., 2005).

A permeation model has been developed (Chakrabarty et al., 2009a)
based on the following assumptions:
• The mass transfer of LS complex across the SLM occurs through diffusion

mechanism only.
• The chemical reaction takes place only at the feed–membrane and mem-

brane–strip interfaces, and not inside the pores. The rate of reaction is
very high compared to the rate of diffusion process. Hence, the interfacial
flux due to chemical reaction is neglected.
Thus, diffusion flux of LS (Jaq) from the bulk of the feed phase to the

feed/membrane interface and diffusion flux of LS-TOA complex (Jorg)
from the feed/membrane interface to the membrane–strip interface can
be written as follows:

Jaq ¼ Daq�1
n
½LSNan�f � ½LSNan�fm

o
(31)

Jorg ¼ Dorg�1
n�

R3NHLSNaðn�1Þ
	
fm

� �
R3NHLSNaðn�1Þ

	
ms

o
(32)

where, [LSNan]f and [LSNan]fm are concentrations of LS at bulk of the
feed phase and the feed/membrane interface respectively, whereas
[R3NHLSNa(n�1)]fm and [R3NHLSNa(n�1)]ms are the concentrations of
LS-TOA complex at feed/membrane and membrane/strip interfaces
respectively. Alonoso et al. (2006) argued that ½R3NHLSNaðn�1Þ�fm[
½R3NHLSNaðn�1Þ�ms and hence, Eqn (32) was be approximated as

Jorg ¼ Dorg�1
n�

R3NHLSNaðn�1Þ
	
fm

o
(33)

Moreover at steady state condition the fluxes of diffusion at aqueous
phase and organic phase are equal. Hence,

Jorg ¼ Jaq ¼ J (34)

Resistances in aqueous and organic phases are denoted by Daq and Dorg
respectively, which can further be expressed as
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Daq�1 ¼ DLS

d
(35)

Dorg�1 ¼ εDLS�TOA

ls2 (36)

where, DLS and DLS-TOA are diffusivities of LS and LS-TOA complex
respectively. From Eqn (28) it can be concluded that

½LSNan�fm ¼
�
R3NHLSNaðn�1Þ

	
fm

�
NaCl

	
Keq

�
HCl

	�
R3N

	 (37)

Using Eqns (33), (34) and (42), one obtains

J ¼ Daq�1

8>><
>>:½LSNan�f �



J

Dorg�1

�
½NaCl�

Keq½HCl�½R3N�

9>>=
>>; (38)

Rearranging the above,

P ¼ J
½LSNan�f

¼ Keq
�
HCl

	�
R3N

	�
Dorg

��
NaCl

	þ �
Daq

�
Keq

�
HCl

	�
R3N

	 (39)

where, P is the permeability coefficient. Again rearranging the above and
using Eqn (37),

1
P
¼

�
Dorg

��
NaCl

	þ �
Daq

�
Keq

�
HCl

	�
R3N

	
Keq

�
HCl

	�
R3N

	
¼ �

Dorg
� 1�

Keq½HCl�½R3N�
½NaCl�

�þ �
Daq

�

¼ �
Dorg

� 1(
½R3NHLSNaðn�1Þ�fm

½LSNan�fm

)þ �
Daq

� ¼ �
Dorg

�1
m
þ �

Daq
�

(40)

where, m is the distribution of LS at various carrier concentrations and at a
constant pH maintained during the experiments. Again, J can be expressed as

J ¼ Vf

A

�
� d½LSNan�

dt


(41)
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combining Eqns (39) and (41), one obtains

P ¼ J
½LSNan� ¼

Vf

A½LSNan�
�
� d½LSNan�

dt


(42)

or

d½LSNan�
½LSNan� ¼ �PA

Vf
dt (43)

Simple integrations of Eqn (43) for the specified duration of experiment
would yield

P ¼ Vf

At
ln

(½LSNan�f
��
0

½LSNan�f
��
t

)
(44)

where, t is the elapsed time during the experiment, ½LSNan�f
��
0

and ½LSNan�f
��
t

are the concentrations of LS at initial time and at time t, respectively. Thus, by
plotting P�1 versus m�1 of the Eqn (40) for various [R3N] at constant pH a
straight line with slope (Dorg) and intercept (Daq) would be obtained. The
mass transfer coefficients for aqueous and organic phases can thereby be
found. Chakrabarty et al. (2009a) reported the values of DLS and DLS-TOA to
be 1.67� 10�9 and 66.8� 10�9 m2/s respectively.

9.1.1.3.2 ELM Configuration The ELM module for LS separation
was developed (Chakrabarty, 2010) with a suitable nonionic surfactant
such as sorbitan monooleate (SPAN 80) or poly ethylene glycol of molec-
ular weight 20,000 (PEG 20000). The external (continuous) phase of the
emulsion is the source phase of LS in these experiments. Hence, the LS
transport occurs from external phase to internal phase. The organic phase
was first prepared by dissolving required quantity of carrier agent (TOA)
and surfactants (PEG 20000 or SPAN 80) in the solvent (dichloroethane).
To prepare a stable W/O (water in oil) emulsion, the internal or strip phase
(aqueous NaOH solution) was added drop wise to this organic phase under
stirring (1000 rpm) condition until the required volume ratio (a.k.a. phase
ratio) of organic phase to internal phase was obtained. The blended solu-
tion was then kept in a sonicator for 1–3 h until a stable milky white
W/O emulsion was obtained. Sonication reduces intermolecular interac-
tion by using sound energy to buzz the molecules uniformly. During son-
ication, temperature was maintained in such a way so that it does not
exceed 40 �C to avoid demulsification. Thereafter, the W/O emulsion
was dispersed in continuous (source) phase at a proper feed to emulsion
ratio (a.k.a. treat ratio) with proper stirring. The resultant emulsion took
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the form of the desired ELM and it was a W/O/W emulsion. It is observed
that with increase of phase ratio beyond 1:1 the transport of LS decreases.
With the increase of phase ratio the absolute amount of each component in
the membrane phase is raised and hence, extraction should increase (Shen
et al., 1996). Though at higher phase ratio, capacity of the membrane phase
increases, at the same time membrane thickness and viscosity of the emul-
sion phase also increases. This increases the membrane phase resistance to
transport and also hampers the intermixing in the organic membrane phase
(Boyadzhiev and Bezenshek, 1983). This phenomenon becomes more pre-
dominant particularly for macromolecules like LS. Hence, the merit of
incorporation of relatively more membrane volume could not be extracted
at higher phase ratio. It may be referred from Chakrabarty (2010) that with
increase of phase ratio, extraction of LS remains more or less same during
20–30 min of experiment. However, a phase ratio of 1.5:1 is more justi-
fied. On the other hand, the influence of treat ratio is almost same for
various treat ratios 50, 25 and 20 and the extraction decreases when the
treat ratios are lowered further (below 40:3). This behaviour can be
explained from the following two opposite phenomena occurring
simultaneously.
• Decrease of treat ratio in turn increases the membrane and internal phase

amount, amount of total carrier in the membrane phase and membrane
phase surface area for transport. This would enhance the permeation and
stripping of LS (Jee et al., 1985; Boyadzhiev and Bezenshek, 1983).

• Increased coalescence of emulsion globules with increase in emulsion
volume reduces the mass transfer area and hence, the rate of extrac-
tion. In that case, higher extraction time is needed. With increase in
extraction time emulsion breakage increases (Jee et al., 1985). This, in
turn, reduces the permeability and stripping of LS.

9.1.1.4 Optimum Operating Conditions
It is understood that the feed phase should be maintained at acidic condition
for enabling sufficient protonation. It is experimentally detected that the
feed phase pH for LS transport should be 2. However, too much proton-
ation (pH < 2) is not favourable for LS transport because of the following
two reasons
• In highly acidic condition LS, molecules with higher molar mass on

average, is not ionized (Kontturi and Kontturi, 1987) and therefore,
reaction shown by Eqn (23) is not favoured.

• Increase in chloride ion at lower pH inhibits the formation of amine
complex, as reaction shown by Eqn (22) is at equilibrium.

Liquid – Membrane Filters 191



Increase of temperature enhances the distribution coefficient (m) of LS
initially till it reaches an optimum at 313 K. However, the distribution
coefficient drops sharply above 313 K. The initial increase in the distribution
coefficient is possibly due to the fact that increase in temperature favours
reaction at feed/membrane interface. However, effective charge of LS drops
to zero above 313 K (Kontturi and Kontturi, 1987; Kontturi et al., 1990).
Hence, the transport of LS due to carrier (reaction shown by Eqn (23)) drops
sharply above 313 K as it loses its charge and is found to be almost zero at
relatively higher temperature of 323 K.

Increase in carrier concentration enhances the equilibrium distribution
coefficient and an optimum is attained at 2 vol% TOA. Value of
distribution coefficient is very low (<1) in absence of a carrier. This indicates
poor solubility of the LS in the membrane liquid. Once the carrier is added
to the membrane phase, LS–amine complex is formed which is soluble in
the membrane liquid. The maximum distribution coefficient at 2 vol%
TOA indicates saturation capacity of the membrane phase for the complex.
With further increase in the carrier concentration, the saturation capacity of
the membrane phase for the complex is marginally reduced due to presence
of more amount of carrier. However, it is worth mentioning here that this
optimum carrier concentration will vary depending on the initial feed phase
concentration of LS, the ratio of feed phase to membrane phase volumes,
and other physicochemical properties like temperature, pH, etc.

It is observed that stirring of feed phase greatly increases the extraction
operation, whereas stirring of strip phase has practically no effect on stripping
operation. Hence, effects of hydrodynamic conditions on the LS transport
are visible in the extraction operation, but not in stripping operation.

The influence of initial feed concentration on the transport of LS was
studied by Chakrabarty et al. (2009b). With increase in initial feed concen-
tration the initial rate of the transport of LS is higher but the transport con-
tinues for a longer time. At the same time, with increase in initial feed
concentration recovery of LS also increases. In antiport mode of transfer
of LS using NaCl as stripping agent it is observed that though the extraction
of LS is 98%, its recovery is only 5–10%. This might be due to the ineffec-
tiveness of the stripping agent (NaCl) to decomplex the LS–amine complex.
As the rate of stripping is slow compared to the rate of extraction, a level of
saturation is attained in the membrane phase at high initial feed concentra-
tion and hence, more time is needed for achieving high percentage of
extraction (>90 wt%).

In SLM operation, increase in NaOH concentration in the stripping
phase up to 0.5 M enhances the recovery of LS (Chakrabarty et al.,
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2009a). However, further increase in NaOH concentration shows adverse
effect on LS transport. This phenomenon is different from the one observed
by Chakrabarty et al. (2009b) with the separation of LS through BLM,
where recovery of LS increased and never showed any adverse effect with
increase of NaOH concentration. The decrease of recovery of LS at high
concentration in SLM may be due to following two reasons:
• Process performance is considerably affected by the presence of a differ-

ence in ionic strengths of feed and strip phases. The increase of recovery
of LS from 0.25 to 0.5 M NaOH concentration reveals that the ionic
concentrations in the two phases (feed and strip) are balanced within this
range. However, beyond 0.5 M NaOH the difference in ionic strength
increases and creates an osmotic pressure differential, which eventually
results in decrease of LS flux.

• According to the progressive wetting mechanism, the aqueous phase
from low interfacial tension side progressively penetrates the mem-
brane pores (Zha et al., 1995). With increase in NaOH concentration in
strip side (0.1–1 M) the interfacial tension decreases. Therefore, strip
solution may penetrate the support pores causing the loss of membrane
liquid and thereby reducing the LS flux.

9.2 Heavy Metals
The major sources of effluent, containing heavy metals (viz. Hg, Pb, Cd,
etc.), are industries such as chloro-alkali, pulp and paper, battery, fertilizer,
mining and combustion, and rubber processing. Major problem in the sep-
aration of heavy metals from industrial effluent is their availability in trace
quantities. The separation and purification of trace amount of solute from
their dilute solutions has been an interesting problem for the scientists and
engineers for decades. There have been several literatures working on the
LM-based separation of such heavy metals like Shamsipur et al. (2002) for
mercury; Castro et al. (2004) for copper; Mortaheb et al. (2010), Bhatluri
et al. (in press) and He et al. (2000) for cadmium. Detailed investigations
on applicability of LM technology has been reported by Shaik et al.
(2010) and Chakrabarty et al. (2010b,c) for mercury. A brief account on
the removal of mercury from wastewater by LM is presented below.

9.2.1 Mercury
Natural erosion of soil and ore deposits is the source of mercury in surface and
underground water. Industries like chloro-alkali, oil refining, electrical, rubber
processing, battery, paint, fluorescent lamp, fertilizer, pharmaceuticals, plastics
and pulp and paper are typical sources of mercury pollution (Lopes et al., 2008;
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Senkal and Yavuz, 2007; Rajesh and Hari, 2008). Maximum concentration
of mercury in wastewater from various sources is about 10 mg/l (Zambrano
et al., 2004). Mercury (II) is usually more toxic than other forms because of
higher solubility in water and high tendency for binding to the proteins
(Uludag et al. 1997). According to European environmental regulations
(Ghodbane and Hamdaoui, 2008), maximum level of mercury in drinking
water and wastewater is restricted to 1 and 5 mg/l, respectively. Thus, thor-
ough investigation on development of technology for removal of mercury
from water as well as wastewater is very important as well as appropriate.

9.2.1.1 Mechanism of Transport
TOA has been found to be the most promising carrier agent and has been
employed to transport Hg (II) where TOA reacts with the Hg (II) only
when it is in anionic complex form (Shaik et al., 2010; Chakrabarty et al.,
2010b,c). Transport of mercury and Hþ ions occurs in the same direction
and is called as coupled co-transport. The reaction mechanism is as follows.

9.2.1.1.1 Extraction Reaction Complexation of Hg (II) by chloride
ions in the feed solution

Hgþ2 þ 4Cl�4HgCl�2
4 (45)

Reaction of TOA (denoted as R3N) at the feed/membrane interface
with HCl in the feed solution:

R3NðorgÞ þ HþCl�ðaqÞ5R3NHClðorgÞ (46)

In feed, HgCl2�4 exchange with Cl� of R3NHþCl� in the membrane
phase:

2R3NHþCl�ðorgÞ þ HgCl2�4 5ðR3NHÞ2HgCl4ðorgÞ þ 2Cl�ðaqÞ (47)

9.2.1.1.2 Stripping Reaction

ðR3NHÞ2HgCl4ðorgÞ þ NaþOH�5R3NðorgÞ þ HgCl2�4ðaqÞ þ 2H2O

(48)

9.2.1.2 Choice of Solvent
Various solvents, viz. n-heptane, hexane, toluene, cyclohexane and dichlo-
roethane, were employed and tested for the extraction of Hg (II) by (Shaik
et al., 2010; Chakrabarty et al., 2010b,c). It is observed that transport of
mercury is not significant when n-heptane and toluene were used as
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membrane. Significant separation was observed with hexane, followed by
dichloroethane and cyclohexane. Since vapour pressures of hexane and
cyclohexane at 25 �C are 201 and 130 mbar respectively, they prove to
be more volatile than the dichloroethane having vapour pressure
105 mbar at 25 �C. Therefore, hexane and cyclohexane have not been
considered and dichloroethane-TOA duo has been selected as the sol-
vent–carrier combination in the BLM for further experiments. The esti-
mated distribution coefficient in dichloroethane with and without carrier
(TOA) is found to be 2.94 and 26.97 respectively.

9.2.1.3 LM Configurations
I have already discussed earlier that the actual transport phenomena in LMs
are quite complex and are strongly influenced by feed pH, carrier concen-
tration and physiochemical properties of carrier in the membrane phase.
When TOA (carrier) is imparted to the membrane phase, formation of
Hg (II)-amine complex (Eqn (47)) takes place in the membrane which
thereby increases the mass transfer through the interface of feed-
membrane and eventually yields higher distribution coefficient. Concentra-
tion of carrier, TOA is found to be optimum at its concentration 1.5 vol%,
which again depends upon the ratio of membrane phase volume to feed
phase volume and the initial feed phase concentration.

The reaction mechanism reported above (Eqns (45)–(48)) indicates that
acidic condition is required for the protonation of TOA as it binds with Hg
(II) in anionic form only. Distribution coefficient of Hg (II) is found to be
the maximum at pH 2.5. Extraction is not effective at very low pH as con-
centration in the feed solution forms H2HgCl4 which does not dissociate
enough to form adequate HgCl�2

4 that forms the complex with the cation.
At much higher pH, the protonation is inadequate due to less availability of
proton. Details of various LM configurations, their operations, merits and
demerits, and stability have already been discussed in detail in earlier sections.
In this section, the results of study of mercury separation by BLM and SLM
methods (Shaik et al., 2010; Chakrabarty et al., 2010b,c) have been high-
lighted and reasons are discussed.

9.2.1.3.1 BLM Configuration The BLM separation studies was carried
out with carrier concentration of 1.5 vol% and feed pH 2.5. Aqueous
NaOH solution was used as strip phase and it is found that up to 94% extrac-
tion was possible. Experiments suggested that both percentage extraction
and recovery were more for 0.5 M NaOH strip solution.
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The effect of initial feed concentration was studied using concentration
range of 200 ppb to 4 ppm. Lower feed phase concentration of Hg (II) leads
to a higher recovery but with increased concentration of Hg (II) recovery
decreases due to the slower diffusion of complex from feed to strip phases.
At lower initial feed concentration, diffusion rate of the complex through
the membrane is higher and amount of Hg (II) is inadequate for precipita-
tion reaction at the strip-side. But at higher concentration, adequate supply
of Hg (II) enhances the precipitation reaction (forming HgO) and therefore,
the recovery decreases.

9.2.1.3.2 SLM Configuration The BLM method shows that the LM
comprising of TOA and dichloroethane is a suitable combination for the
separation of mercury. Results of a systematic investigation on the transport
of mercury from aqueous solution through an SLM containing TOA as
carrier and dichloroethane as solvent are discussed in this section. Nylon
6, 6 has been used as the support and aqueous NaOH as the strip phase.
Influence of various parameters such as feed pH, strip concentration, carrier
concentration and feed concentration on the transport of mercury were
studied.

Effect of pH on the extraction and recovery of mercury has already been
discussed earlier and pH of 2.5 yielded the best results for SLM also.

Strip phase concentration played an important role in the transport of
mercury through SLM. Detailed study with various concentration of
NaOH suggested that in case of SLM the recovery as well as extraction
of mercury reaches maximum at NaOH concentration of 0.1 M. The value
is lower than BLM value. This is because of yellow coloured precipitate of
HgO as discussed earlier for which membrane pores get clogged and trans-
port of mercury gets affected.

Experiments with variation of initial feed concentration suggested that
optimum feed phase pH changes with the feed concentration and the mem-
brane under optimum feed phase pH is equally effective both at high and
very low feed concentrations.

9.2.1.4 Optimum Operating Conditions
TOA-dichloroethane is proved to be a suitable solvent–carrier combination
for the separation of mercury. Extraction of mercury is a highly pH depen-
dent with optimum at pH of 2.5. The SLM configuration Nylon 6,6-TOA-
dichloroethane demonstrated efficient separation (about 81%) capability of
mercury from its aqueous solution.
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9.3 Bioactive Compounds
Plant extracts containing the bioactive compounds are getting increased atten-
tion for use as herbal medicines due to their low or no side effects. Since such
extracts do contain some unwanted components, it becomes necessary to
separate these target components from their respective sources and use them
at required dosage. Separation, purification or pre-concentration of bioactive
compounds such as antibiotics and amino acids are usually carried out by sol-
vent extraction method. In such situation solvent requirement is very high and
the same hazardous volatile organic solvents create pollution to the environ-
ment. LM technology with environmentally benign solvent can be a suitable
alternative for such application. Important antibiotics such as penicillin, ceph-
alosporin, etc., and their derivatives are separated from the hydrolysates and
reaction broths by LM with Aliquat 336 as carrier and n-heptane-kerosene
(1:1) as diluents (Sahoo and Dutta, 1998). Wang and Juang (2002) used acidic
extractant, di (2-ethylhexyl) phosphoric acid (D2EHPA) for extraction of
amino acids using ELM. The present discussion focuses on separation of
one such very commonly used bioactive compound, catechin. Manna
et al. (2012) have reported such study in details.

9.3.1 Catechin
Tea plant (Camellia sinensis) is a rich source of catechin (�C), a pharmaco-
logical substance that is effective for a number of health protection problems.
Five different catechin derivatives namely catechin (C), epicatechin (EC),
epicatechingallate (ECG), epigallocatechin (EGC) and epigallocatechingal-
late (EGCG) (Figure 20) are found in various proportions in the extract
from tea leaves and flowers. The amount of various catechins varies depend-
ing on the plant species, climate and cultivation conditions. Typically, in 1 g
of solid green tea leaves, Indian black tea contains 3.4 mg catechin (þC),
4.86 mg epicatechin (-EC) and 14.99 mg total catechin compounds (5
nos) (Jin et al., 2006). Normally, the amounts of polyphenols, catechins
(�C) and epigallocatechingallate (EGCG) are 37–56, 30–42 and 10–13%
of green tea, respectively (Jin et al., 2006). Other sources of catechins include
berries, olive oil, chocolate/cocoa, coffee, pomegranates, popcorn, fruits and
other vegetables.

9.3.1.1 Mechanism of Transport
The chiral mixture of catechin and epicatechin (called as (�)-catechin) has
been used as solute to be extracted by the neutral extractant, TBP (tributyl
phosphate) (Manna et al., 2012). The possible reaction mechanism is the
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hydrogen bonding that makes a complex. Figure 21 is indicative of the
possible sites of formation of linkages via H-bonding between TBP and cate-
chin during extraction. Thus, the reaction can be described as follows.

Figure 20 Various catechin derivatives.

Figure 21 Possible sites of formation of linkages via H-bonding between tributyl phos-
phate and catechin.
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½CatOH�aq þ x TBPorg#ðCatOH:x TBPÞorg (49)

with the equilibrium constant, Kex by:

Kex ¼ ½CatOH:xTBP�org

½CatOH�aq½TBP�xorg
(50)

Equation (50) is re-written to find out the extraction reaction stoichiom-
etry as follows:

log½CatOH�aq ¼ log

�½CatOH:xTBP�
Kex


� x log½TBP�org (51)

where, [CatOH]aq, [TBP]org and [CatOH.TBP]org represent catechin in
aqueous feed phase, TBP in organic phase and the complex between
catechin and TBP in organic phase, respectively. Catechin distribution
coefficient between membrane phase containing various concentrations of
carriers and aqueous phase was determined in two-phase equilibrium study.
According to Eqn (51) and experimental data on variation of [CatOH]aq
with [TBP]org, x can be approximated as nearly equal to 2. Mass transfer of
catechin across the membrane is described considering only diffusion
parameters with the assumption that the interfacial reaction is very fast and
hence, the concentration at the interface should be equal to the equilibrium
concentration. Transport mechanism of catechin is schematically repre-
sented through Figure 22.

Figure 22 Catechin transport mechanism. TBP, tributyl phosphate; SFO, sunflower oil.
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9.3.1.2 Choice of Solvent
Experiments with various combinations of solvents and carrier suggested
sunflower oil (SFO) containing TBP to be the best solvent–carrier combi-
nation. Catechin extraction was 78% in SFO containing 0.55 M TBP fol-
lowed by 75% in soya bean oil,74% in coconut oil and 34% in mustard
oil. Carrier in membrane phase is necessary for extraction of catechin. No
extraction of catechin was observed in organic solvents like iso-octane, n-
heptane and n-decane and vegetable oils in absence of any carrier agent.
The carrier makes the solute–carrier complex which is soluble in the mem-
brane phase and facilitates transport of solute. The LM with 0.55 M TBP in
SFO has the highest distribution coefficient (3.55) and the same has been
used by Manna et al., (2012) for further experimental work.

9.3.1.3 LM Configurations
Catechin, a polyphenol and weak acid with a dissociation constant (pKa
value) of 8.6431, remains almost undissociated upto 7.0. TBP, the neutral
carrier, extracted catechin in molecular state. Therefore, extraction is
more or less constant in acidic pH but drastically reduced at pH beyond
7.0. In alkaline pH, catechin dissociates to its anionic state leading to drastic
reduction in extraction by the neutral extractor, TBP. Hence, further studies
were carried out at neutral pH.

At low carrier concentration the number of carrier molecules at feed-
membrane interface is stoichiometrically less than catechin needed for
complexation of solute-carrier. Therefore, distribution coefficient initially
increases efficiently with the increase of carriers and then with a declining
slope. Thus, carrier concentration in the range of 0.44–0.73 M is the most
suitable and 0.55 M TBP has been used in further studies. Two-phase study
revealed that most of the catechin is extracted quite early (within w5 h) and
maximum extraction, 78.5%, is reached within 24 h. The section further
focuses on the results of BLM-based separation of catechin as reported by
Manna et al. (2012).

9.3.1.3.1 BLM Configuration BLM experiments were carried out
varying the process variables like feed and strip phase concentration on
the transport of catechin. Feed phase pH was maintained at 4.0 to ensure
catechin in its molecular state.

Recovery of a target solute using LM technology is strongly dependent
on the choice of a suitable stripping agent. Experiments with various strip-
ping agents such as ethanol, iso-propanol, sodium hydroxide (NaOH),
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sodium chloride (NaCl) in their aqueous solutions suggested that ethanol
and iso-propanol have nearly the same recovery efficiency but no or little
catechin was recovered by sodium hydroxide and sodium chloride. Ethanol,
due to its low cost and easy availability, is been selected as stripping agent.

Extraction of catechin attained a maximum of 70% and recovery in strip-
ping phase attains a maximum of 44% for 0.36 M TBP in SFO. Thus, the
optimum carrier concentration is lower than that was obtained in two-
phase study. This is because of the fact that carrier diffuses back to the
feed-membrane interface after being freed from its complex releasing the
solute at the membrane–strip interface. Hence, any concentration higher
than the optimum one does not yield any better extraction and recovery
is decreased due its resistance on transport of the complex through the
membrane.

BLM Experiments with pH 4.0 of feed phase and 0.36 M carrier in
membrane phase suggested that 0.2 M ethanol in stripping phase is optimum
for both extraction and recovery of catechin. Both extraction and recovery
start declining beyond ethanol concentration of 0.2 M due to crowding of
excess ethanol in the stripping phase which inhibits the catechin transporta-
tion from membrane–strip interface to the bulk strip phase.

Extraction decreases very slowly from 25 to 100 mg/l initial catechin
concentration and then rapidly due to concentration polarization of the
solute in the feed-membrane interface with respect to the carrier concentra-
tion. The optimum initial catechin concentration was found to be in the
range of 100–150 mg/l for carrier concentration of 0.36 M.

A maximum flux of 5.7 � 10�9 g/cm2 s across feed side interface at 2 h
and 4.9 �10�9 g/cm2 s at 5 h across strip side interface was obtained for
conditions of initial feed concentration ¼ 100 mg/l, feed phase pH ¼ 4.0,
stirring speed ¼ 400 rpm, strip phase concentration ¼ 0.2 M. As assumed,
complexation takes place instantaneously in the feed-side interface leading
to high flux of solute (complex) through the feed side interface up to 2 h
due to high concentration gradient of complex between two interfaces.
However, because of low diffusivity of catechin through the membrane,
maximum flux through strip–side interface occurs at 5 h.

9.3.1.4 Optimum Operation Conditions
LM-based separation is found to be an efficient way to extract bioactive
compound like catechin. TBP–SFO–ethanol is found to be good carrier–
solvent–stripping agent combination. The optimum conditions for the
BLM studies are pH ¼ 4.0, carrier concentration ¼ 0.36 M, ethanol
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concentration ¼ 0.2 M, stirring speed ¼ 400 rpm and initial feed concentra-
tion ¼ 100 mg/l. The feed phase must be acidic to ensure the catechin in its
molecular state for extraction by a neutral carrier like TBP. The study dem-
onstrates the promise of LM technology through use of physiologically
benign vegetable oil for the recovery of a medicinal substance indicating
an enormous scope for pharmaceutical industries.
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1. INTRODUCTION

Ion-exchange membrane electrodialysis is a process to separate or
extract ionic species in an electrolyte solution. The largest scale application
of the electrodialysis is the demineralization of saline water. Other applica-
tions are desalination and reuse of sewage or industrial waste, recovery of
useful components from a metal surface treatment process, refining of amino
acid solution, desalination of milk, whey, sugar liquor, concentration of
seawater, organic acid, etc. Electrodialysis is the fundamental technology
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based on the ion-exchange membranes, and it is applied to the succeeding
technology such as bipolar membrane electrodialysis, electrodeionization,
electrolysis, diffusion dialysis, fuel cell, etc.

Looking back over the development in the history of on ion-
exchange membrane electrodialysis, notable achievement is the theory
of mass transport; the Nernst–Planck equation developed by Planck
(1890). Donnan (1924) presented the membrane equilibrium theory.
Michaelis and Fujita (1925) studied permselectivity of biological mem-
branes using colloidal membranes. Teorell (1935) and Meyer and Sievers
(1936) discussed membrane phenomena and revealed the mechanism of
membrane potential, electric conductivity, transport number, etc. Meyer
and Straus (1940) electrodialyzed a KCl solution and realized doubled
KCl concentration. Wyllie and Patnode (1950) and Juda and McRae
(1950) invented artificial ion-exchange membranes and the membranes
were applied to electrodialysis for desalting saline water. Ion-exchange
membrane electrodialysis is now one of the basic technologies in saline
water desalination industry.

This chapter introduces computer simulation of an ion-exchange mem-
brane electrodialysis process for saline water desalination. Electrodialysis
operation is classified into (1) continuous (single-pass), (2) batch, and
(3) feed-and-bleed (Schaffer and Minz, 1966; Yawataya, 1986). In the
continuous operation, a feeding solution flows from a feed source to an elec-
trodialyzer and a desalted solution is produced continuously. In order to in-
crease the desalting ratio, the continuous process is formed in multistages. In
the batch operation, the desalted solution is recycled through a circulation
tank and an electrodialyzer. The solution in the circulation tank is gradually
desalted and finally the desalted solution is taken out from the tank. In the
feed-and-bleed operation, a feeding solution is recycled between a circula-
tion tank and an electrodialyzer continuously. The recycle rate is determined
as desired from the targeted concentration changes of the desalted solution.

An electrodialyzer and a circulation tank are the main units working in
the electrodialysis operation. The function of the electrodialyzer is
computed with the continuous program which is developed for analyzing
the performance of the continuous electrodialysis operation with no circu-
lation tank. The batch and feed-and-bleed operations are carried out with
the electrodialyzer and the circulation tank. The circulation tank is an effec-
tive working unit in the batch and feed-and-bleed operations. The com-
puter program of the batch and feed-and-bleed operations consists of (1)
the continuous program which describes the function of the electrodialyzer
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and (2) the batch and feed-and-bleed programs which describe the function
of the circulation tank (Tanaka, 2015).

The program functions as a pilot plant operation and computes the per-
formance of the electrodialyzer such as; ion and solution flux across a mem-
brane pair, cell voltage, current density, energy consumption, water
recovery, limiting current density, pressure drop, etc. The electrodialysis
operation is classified into constant current mode, constant voltage mode,
and constant salt concentration mode. The program for each mode is inte-
grated into spreadsheets and the computation is carried out with a trial-and-
error calculation by inputting electrodialyzer specifications and operating
conditions and adjusting control keys. The algorithm is incorporated in
common software (Excel). It can be computed with use of several pieces
of papers, an ink cartridge and an ordinary hardware (Windows) within
about 10 min. There are no specific hardware requirements. The spread-
sheets are included in separate web sites (Tanaka, 2015). Readers can operate
the program using the web sites (Companion sites) and discuss the perfor-
mance of the electrodialysis process. The continuous program is the most
fundamental one. The batch and feed-and-bleed program are established
based on the continuous program. Thus the continuous program is
explained definitely by arranging equations systematically in Section 3.
The batch and feed-and-bleed program are explained respectively in
Sections 4 and 5. All equations in the programs are integrated in the com-
panion sites (Tanaka, 2015). The equations in the program are described us-
ing the cgs unit system because the equations are developed based on the
fundamental principles of electrochemistry. However, in order to apply
these equations to practical operations, it is necessary to replace the cgs units
with practical units in the final stage. For examples, salt concentration is
computed using the fundamental cgs unit eq/cm3, but it is converted to
practical unit mg/dm3 ¼ ppm. Current density is converted from A/cm2

to A/dm2. Energy consumption is converted from Ws/cm3 to kWh/m3.
Because of the above equation development for improving the program
availability, the units in this chapter are not unified and are mixed.

2. ELECTRODIALYZER

Many ion-exchange membranes are integrated in an electrodialyzer.
Electrodialyzers are arranged to form an electrodialysis process. The electro-
dialyzer is classified to a sheet flow type operated with an one directional
direct current and a tortuous flow type operated with a two directional
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direct current. The electrodialysis (ED) process is operated with an one
directional current. The electrodialysis reversal (EDR) process is operated
with periodic reversal of two directional currents. Both processes have
extremely unique features and are applied according to the requirements
for the process.

2.1 Structure of an Electrodialyzer and Process Operations
The basic structure of an electrodialyzer consists of stacks in which cation-
exchange membranes, anion-exchange membranes, gaskets (desalting cells
and concentrating cells) are arranged alternately (Figure 1). Fastening frames
are put on both outsides of the stack which is fastened up together through
crossbars setting in the frames. The deformation of the membranes is pre-
vented by regulating hydrostatic pressure in the fastening frames. Inlet mani-
fold slots and outlet manifold slots are prepared at the bottoms and heads of
the gaskets, respectively. Spacers are incorporated with the gaskets to prevent
the contact of cation-exchange membranes with anion-exchange membranes
and to mix the solution. Many stacks are arranged through the fastening

Figure 1 Structure of a stack (Sheet flow type). (a) desalting cell, (b) concentrating cell,
(c) manifold, (d) slot, (e) fastening frame, (f) feeding frame, (g) cation exchange
membrane, (h) anion exchange membrane, (i) spacer, (j) feeding solution, (k) desalted
solution, and (l) concentrated solution. (Azechi, 1980).
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frames, and electrode cells are put on both ends of the electrodialyzer, which
are fastened by a press putting on the outsides of electrode cells (Figure 2).

An electrolyte solution to be desalted is supplied from solution feeding
frames to entrance manifolds, flows through entrance slots, current passing
portions and exit slots, and discharged from exit manifolds to the outside
of the stack (Figures 1 and 2). A concentrated solution is supplied to concen-
trating cells with a part of a feeding solution in a circulation flow system, and
discharged to the outside of the stack through an overflow extracting system.

Effective membrane area is in the range from less than 0.5 m2 to about
maximum 2 m2. In order to reduce energy consumption, it is desirable to
decrease the electric resistance of the membrane and gasket thickness. Gasket
material is selected from synthesized rubber, polyethylene, polypropylene,
polyvinyl chloride and ethylene–vinyl acetate copolymer, etc. The spacer
is usually incorporated with the gasket and a solution flows dispersing along
the spacer net.

A continuous, a batch, or a feed-and-bleed electrodialysis system is
formed at first. A feeding solution is filtered and supplied to the electrodia-
lyzer via a filtered solution tank. A part of the filtered solution is supplied to
electrode chambers and a concentrated solution tank. Titanium is adopted as
the anode material. In order to avoid membrane destruction due to Cl2 and
HClO generated by an anode reaction, a perfluorinated ion-exchange
membrane is inserted between the cathode chamber and the adjacent stack.
A washed solution from the anode chamber is mixed with the filtered
feeding solution to suppress the growth of microorganisms in the feeding so-
lution. An HCl solution is supplied to the cathode chamber to neutralize
OH� ions generated by the cathode reaction. A washing system is provided

Figure 2 Electrodialyzer (Sheet flow type). (Azechi, 1980).
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for washing the inside of desalting cells by acid or chemical reagents and
dissolving adhered substances. Some times, fine organisms pass through
the filter and breed in the electrodialyzer. These troubles are avoided by
disassembling and washing the electrodialyzer.

2.2 Parts of an Electrodialyzer
The electrodialyzer is composed of the parts as follows.

2.2.1 Fastening Frame
Maximum 2000 pairs of membranes are arranged between electrodes in an
electrodialyzer, so as to let disassembling and assembling works be easy.
The membrane array is divided further into several stacks consisting of
50–400 pairs. Fastening frames are fixed by bolts on both ends of the stack.
The fastening frame is usually served as a solution feeding frame, so that a
desalting and a concentrating solution are supplied to each gasket cell from
the feeding frame incorporated in every stack. Material of the fastening frame
is selected from polyvinyl chloride, polypropylene, and rubber-lined iron, etc.

2.2.2 Solution Feeding Frame
A solution feeding frame is integrated for feeding solutions to each desalting
and concentrating cell. Manifold holes are prepared at corresponding positions
of the holes fitted in the gasket. Solutions are usually supplied through the
manifolds to each stack, but as the case may be supplied to each plural stack.

2.2.3 Gasket
The shape of the gasket is presented in Figure 3. A solution is supplied from
the inlet manifold put at the bottom, flows through the slot, and is fed into

Figure 3 Shape of the gasket. (Urabe and Doi, 1978).
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the current passing portion. Then the solution is discharged through the
outlet slot to the manifold fitted to the head. The gasket has the following
functions: (1) prevents solution leakage from the inside to the outside of the
electrodialyzer, (2) adjusts the distance between a cation-exchange mem-
brane and an anion-exchange membrane, and (3) prevents solution leakage
between a desalting cell and a concentrating cell occurring at a slot section.
In order to prevent the solution leakage, it is desirable to adopt a soft material
for the gasket. On the other hand, it is desirable to adopt a hard and stable
material to avoid dimension changes during a long-term operation. The
material of the gasket is selected from rubber, ethyl-vinyl acetate copolymer,
polyvinyl chloride, polyethylene, etc. The thickness of the gasket is in the
range of 0.5–2.0 mm.

2.2.4 Slot
It is important to reduce the inside solution leakage, which arises through
pinholes and cracks in the membranes or through gaps due to the membrane
deformation at the slot as shown in Figure 4. In order to prevent these trou-
bles, a lot of devices are proposed as exemplified in Figure 5 in which
(a) decrease the width of the slot, (b) bend the slot, and (c) insert the support
in the slot.

Deformation of a membrane

Membrane

Slot

Gasket

Figure 4 Deformation of an ion-exchange membrane. (Urabe and Doi, 1978).

Figure 5 Structure of slots. (Urabe and Doi, 1978).
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2.2.5 Spacer
The function of a spacer is to keep the distance between the membranes. In
addition, the spacer increases the limiting current density due to solution
disturbance. The spacer is selected taking account of the requirements
such as (1) low friction head loss, (2) low electric current screening
effect, (3) easy air discharge, and (4) less blocking of a flow-pass caused by
the precipitation of fine particles suspended in a feeding solution. The
structures of a spacer are classified in Figure 6, as (a) expanded polyvinyl
chloride, (b) wave porous plate, (c) diagonal net, (d) mikoshiro texture,
and (e) honeycomb net.

2.2.6 Electrode and Electrode Chamber
Platinum plated titanium, graphite, or magnetite is used for anode ma-
terial and stainless or iron is used for cathode material. The shape of elec-
trodes is classified into net, bar, and flat. A partition is inserted between
an electrode chamber and a stack for preventing the mixing of solutions.
In an anode chamber, oxidizing substances such as chlorine gas evolve.
An ion-exchange membrane (hydrocarbon membrane) is easily deterio-
rated by contact with the oxidizing substances, so it is necessary to use

(a) Expanded PVC (b) Wave porous plate

(c) Diagonal net (d) Mikoshiro texture (e) Honeycomb net

Figure 6 Structure of spacers. (Urabe and Doi, 1978).
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two sheets of partitions and put a buffer chamber between the two
partitions. Material of the partition is an ion-exchange membrane
(fluorocarbon membrane), an asbestos sheet, or a battery partition.

An acid solution is added into a cathode solution and the electrodialyzer
is operated under controlling pH of the cathode solution for preventing the
precipitation of magnesium hydroxides in the cathode chamber. A feeding
solution or a concentrated solution is supplied into the electrode chamber.
The concentration of oxidizing substances in the anode solution is reduced
by adding sodium sulfite or sodium thiosulfate into the solution being dis-
charged. Sometimes, a sodium sulfate solution is supplied to an anode and
a cathode chamber, achieving the neutralization by mixing the effluent of
both chambers.

2.2.7 Press
An oil pressure press is usually used to adjust the pressure to 5–10 kg/cm2.

2.3 Requirements for Improving the Performance of an
Electrodialyzer

In order to improve the performance of an electrodialyzer, membrane
characteristics should be naturally improved. At the same time, the circum-
stances in an electrodialyzer in which the membranes work should be
better. The following sections describe the definite problems lowering the
circumstances and performance of an electrodialyzer.

2.3.1 Solution Velocity Distribution between Desalting Cells
In an electrodialyzer, ion-exchange membranes, desalting cells, and concen-
trating cells are arranged alternately and a solution is supplied into desalting
cells. In this flow system, the solution velocity distribution in desalting cells
does not become uniform. This phenomenon causes the concentration dis-
tribution, electric resistance distribution and current density distribution in
the electrodialyzer, and gives rise to the decrease of the limiting current den-
sity of the electrodialyzer. In order to operate the electrodialyzer stably, it
becomes necessary to make the solution velocities between the desalting
cells uniform.

2.3.2 Solution Leakage in an Electrodialyzer
The dimensions of all parts of an electrodialyzer are not always consistent
with the figures in the specifications. Small pinholes can open in an elec-
trodialyzer because the mechanical strength of ion-exchange membranes
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is relatively low. Gaps may occur between the materials composing the
electrodialyzer in the assembling works of an electrodialyzer. If a pressure
difference between the desalting cells and concentrating cells exists in
these circumstances, solutions leak through the membranes and the
leak lowers the performance of the electrodialyzer. In order to avoid
these troubles, we have to remove the pinholes and gaps in the electro-
dialyzer and control the pressure difference between desalting cells and
concentrating cells.

2.3.3 Distance between Membranes
Decrease of the distance between the membranes brings about the decrease
of electrical resistance and energy consumption. On the other hand, it brings
about the increase of friction loss of solution flow, blocking of the materials
suspended in a feeding solution and increase of pumping motive power.
Accordingly, it becomes necessary to realize the optimum distance between
the membranes. The optimum distance is decided further taking account of
electric resistance of ion-exchange membranes and that of electrolyte
solutions in desalting and concentrating cells.

2.3.4 Spacer
Main functions of a spacer is to create space between a cation-exchange
membrane and an anion-exchange membrane. When solution velocity
and the Reynolds number are decreased, hydrodynamic pattern exhibits
laminar flow, which means that disturbing effect of the spacer is low. In or-
der to increase the limiting current density, turbulent flow should be
induced by increasing the Reynolds number.

2.3.5 Electric Current Leakage
A part of electric current flows through slots and manifolds causing ineffec-
tive current leakage. Current leakage is increased by the increase of the
number of cell pairs integrated in a stack and the increase of sectional area
of slots and manifolds. These events, however, related to the solution
velocity distribution between the cells.

2.3.6 Simplicity of Structure of an Electrodialyzer
Disassembling and assembling works are peculiar features in operating an
electrodialyzer. Excellent durability of ion-exchange membranes is owing
to careful treatment in this work. So, the simplicity of the structure is a
requirement for handling this work.
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3. CONTINUOUS (SINGLE-PASS) ELECTRODIALYSIS
PROGRAM

3.1 Overview
The continuous process is applicable to large-scale electrodialysis and

its performance was so far investigated as follows. Belfort and Daly (1970)
constructed optimization routine for a continuous electrodialysis plant.
The algorithm was applied to the Office of Saline Water test bed plant at
Webster, South Dakota and compared the actual cost and operating condi-
tions. Avriel and Zeligher (1972) developed a mathematical model for pre-
liminary engineering design and economical evaluation of a continuous
electrodialysis plant. Detailed cost computations were performed resulting
in capital investment and annual operating costs. Lee et al. (2002) developed
a computer simulation program for describing a continuous flow process and
estimated investment and operation costs. Further, electrodialysis plant was
designed and optimized in terms of overall costs and the different parame-
ters. Moon et al. (2004) investigated ionic transport across membranes based
on the one- and two-dimensional continuous electrodialysis modeling using
the principles of electrochemistry, transport phenomena, and thermody-
namics. Fidaleo and Moresi (2005) simulated mass transfer, mass balance, po-
tential drop, and limiting current density in a continuous operation based on
the Nernst–Planck equation. Sadrzadeh et al. (2007) modeled continuous
flow desalination starting from a differential equation of steady-state mass
balance and giving salt concentration in dilute compartments or separation
percent for various voltages, flow rates, and feed concentrations. Nikonenko
et al. (2008) described electrodialysis or electrodeionization characteristics
(mass transfer coefficient, Sherwood number, degree of desalination, and
others). The reasonability of the functions was discussed with experimental
measurements. Brauns et al. (2009) developed a simulation model through
solver software. Experimental verification of the software was performed us-
ing industrial type pilot plant. Limiting current density was theoretically
evaluated in the model calculations for design purpose and corrected with
the experimental results. Tanaka developed a program for computing the
performance of a continuous constant current mode seawater concentrating
process. In this research, the reliability of the program was discussed by
comparing the calculated data with experimental data (Tanaka, 2011b)
and industrial data (Tanaka, 2003, 2010). The principles of seawater concen-
tration are fundamentally equivalent to saline water desalination. The pro-
gram developed in the seawater concentration process is applicable to
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saline water desalination by taking account of the difference of operating
conditions in both processes. The above program was applied to saline water
desalination (Tanaka, 2012a, 2015), which is described in this section.

3.2 Continuous Electrodialysis Process
The continuous electrodialysis process (single stage) is illustrated in Figure 7.
The electrodialyzer is incorporated with the desalting cells, concentrating cells
in the stack marked with gray. Figure 8 illustrates the structure of the desalting
and concentrating cell. Number of cells is N for desalting cells and N þ 1 for
concentrating cells. The anode and cathode cells are placed at both outsides of
the stack and an electric current is passed through the electrodes. A feeding
solution of salt concentration C0

in is supplied to desalting cells at linear velocity
of u0in at the inlets. C0

in and u0in are decreased to respectively C0
out and u0out at

the outlets of desalting cells. A part of the feeding solution is also supplied to
concentrating cells for preventing scale formation in the concentrating cells.
The salt concentration and linear velocity in concentrating cells are respec-
tively C00

in ¼ C0
in and u00in at the inlets and C00

out and u00out at the outlets. Partition
cells are incorporated between the stack and electrode cells for preventing the
influence of electrode reactions to the performance of the electrodialyzer.
A part of a concentrated solution flowing from the outlets of concentrating
cells is supplied to electrode cells and partition cells.

Output

Feeding 
solution

K ; Cation-exchange membrane De ; Desalting cell
A ; Anion-exchange membrane Con ; Concentrating cell
+ ; Anode Part ; Partition cell
- ; Cathode

Con Con

Figure 7 Continuous electrodialysis process. (Tanaka, 2012a).
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Specifications of an electrodialyzer and its operating conditions are
described below.
1. Flow-pass thickness in a desalting and a concentrating cell; a (cm)
2. Flow-pass width in a desalting and a concentrating cell; b (cm)
3. Flow-pass length in a desalting and a concentrating cell; l (cm)
4. Membrane area; S ¼ bl (cm2)
5. Number of stacks in an electrodialyzer: 1
6. Number of desalting cells, concentrating cells, and membrane pairs

integrated in a stack; N, N þ 1, N
7. Probe electrodes are inserted into concentrating cells integrated at the

ends of a stack for measuring cell voltage
8. Average current density; I/S (A/cm2)
9. Salt concentration at the inlets of desalting cells; C0

in (eq/cm3)

  Concentrating slot

h"

w"

b

Concentrating cell

Desalting cell

l

 w'

 h'

      Desalting slot

Thickness; a

Figure 8 Structure of a desalting cell and a concentrating cell. (Tanaka, 2012a).

220 Yoshinobu Tanaka



10. Salt concentration at the inlets of concentrating cells; C00
in ¼ C0

in (eq/cm3)
11. Linear velocity at the inlets of desalting and concentrating cells; u0in, u00in

(cm/s)
12. Temperature; T (�C)
13. Standard deviation of the normal distribution of solution velocity ratio; s

14. Flow system in desalting and concentrating cells; single-pass flow
15. Diagonal net spacers are integrated in desalting and concentrating cells

and in desalting and concentrating slots. Dimensions of a spacer are:
Diameter of a spacer rod dS ¼ half thickness of the cell a/2
Distance between the rods c

Crossing angle of the rods q

16. Number and dimension of the cells and slots in a cell pair are:

Number Number Thickness Width Length

Desalting cell 1 a b l
Concentrating cell 1 a b l
Desalting slot n0 a w 0 h0
Concentrating slot n00 a w 00 h00

3.3 Mass Transport in an Electrodialyzer
Mass transport in an electrodialyzer is illustrated in Figure 9. A salt solution
(raw salt solution, concentration: C0

in) is supplied to the inlets of desalting
cells (De) at average linear velocity of u0in. For preventing scale formation
in concentrating cells, a part of a raw salt solution is supplied also to the inlets
of concentrating cells (Con) at the average linear velocity of u00in. By supply-
ing an electric current I, ions and solutions are transferred from desalting cells
to concentrating cells across an ion-exchange membrane pair and their flux
is defined by JS and JV respectively. In desalting (concentrating) cells, salt
concentration is decreased (increased) from C0

inðC00
in ¼ C0

inÞ under applied
average current density I/S and reaches average salt concentration
C0

outðC00
outÞ at the outlets of desalting (concentrating) cells. Salt concentra-

tion change in desalting cells causes current density change along the
flow-pass from iin at the inlets to iout at the outlets. The current density be-
comes i at x distance from the inlets of desalting cells. I/S, JS, JV, C0

p, C00
p , u0p

and u00p are altogether the values at x ¼ pl distance from the inlets of desalting
and concentrating cells. Vin, Vout and Vp are voltage difference between
electrodes respectively at the inlets (x ¼ 0), the outlets (x ¼ l), and x ¼ pl
of desalting cells (Vin ¼ Vp ¼ Vout).
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3.4 Overall Mass Transport Equation and Membrane
Characteristics

Fluxes of ions JS and a solution JV across an ion-exchange membrane pair
at x ¼ pl distance from the inlets of desalting and concentrating cells
are expressed by the following overall mass transport equation
(Tanaka, 2006).

Js ¼ lðI=SÞ � m
�

C00
p � C0

p

�
¼ ðtK þ tA � 1ÞðI=SÞ�F � m

�
C00

p � C0
p

�
¼ hðI=SÞ�F

(1)

C' out C" out

Anode Cathode
C' in

De: Desalting cell,  Con: Concentrating cell
K: Cation exchage membrane,  A: Anion exchange membrane
J S, J V: Fluxes of ions and solutions across membrane pairs at x  = pl
C' p , C" p : Electrolyte concentration in desalting and concentrating cells at x  = pl
u' p , u" p : Linear velocity in desalting cells and concentrating cells at x  = pl
V in  = V p  = V out

 x

A K

De Con

A

u' out

V out

V p

V in
 x  = 0

outlet

inlet

i  = I/S

i out

i in

 x  = pl

 x  = l

u" p   C" p

u" out

Electrodialyzer

a

i

u' p  C' p

 u' in

a

 u" in

J S J V    

Figure 9 Mass transport in desalting cells and concentrating cells. (Tanaka, 2012a).
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JV ¼ fðI=SÞ þ r
�

C00
p � C0

p

�
(2)

where l (eq/C) is the overall transport number, m (cm/s) is the overall solute
permeability, f (cm3/C) is the overall electro-osmotic permeability and r

(cm4/eq s) is the overall hydraulic permeability. t is the transport number of
counter-ions in the membrane.h is current efficiency and F is the Faraday
constant.

r versus l, m, and f plots are given by the following empirical equations.

l ¼ 9:208 � 10�6 þ 1:914 � 10�5r (3)

m ¼ 2:005 � 10�4r (4)

f ¼ 3:768 � 10�3r0:2 � 1:019 � 10�2r (5)

r versus alternating current electric resistance of an ion-exchange membrane
pair ralter,K þ ralter,A is expressed by the following equation.

ralter ¼ ralter;K þ ralter;A ¼ 1:2323r�ð1=3Þ (6)

The relationship between r and solution temperature T (�C) is approx-
imated by the following equation (Tanaka, 2011a).

r ¼ 3:421 � 10�3 þ 3:333 � 10�4T (7)

The above equations mean that the leading parameter r represents all of
the overall membrane characteristics and that l, m, f, ralter,K þ raler,A, and r

are determined by setting T.

3.5 Salt Concentration and Linear Velocity in Desalting Cells
Salt solutions are supplied to desalting cells and pass through the cells by
single-pass flow.

This phenomenon is expressed by the following equations.

q0in
�
cm3�s

� ¼ ab � u0inðcm=sÞ (8)

q0out

�
cm3�s

� ¼ q0in � q (9)

q
�
cm3�s

� ¼ blJV (10)

u0out

�
cm=s

� ¼ q0out

�
ab (11)
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Assuming the linear velocities to be changed linearly in desalting cells,
average linear velocity at x¼ pl distance from the inlets of desalting cells u0p is

u0p ¼ u0in � p
�
u0in� u0out

� ¼ u0in � pðq=abÞ (12)

p in Eqn (12) is calculated using Eqns (67), (80) and (81) in “Section 3.10
Current density distribution” in the course of the trial-and-error calcu-
lation.C0

outis introduced as follows.

C0
out

�
eq=cm3� ¼ C0

in �
�

hl
aF

� 
1
u0p

!�
I
S

�
(13)

Linear velocities in desalting cells are not uniform between the cells. The
limiting current density (I/S)lim is strongly influenced by the solution veloc-
ity distribution between desalting cells. Solution velocity ratio in desalting
cells is defined as:

x ¼ u � u
u

(14)

u is the linear velocity in each desalting cell and u is the average linear ve-
locity in desalting cells integrated in a stack. We assume here that the fre-
quencies Yj of x in group j; xj is expressed by the normal distribution
(standard deviation; s) (Tanaka, 2005). We divide all xj among 0 � n.

xj ¼ �3s

�
1 � j

n=2

�
; j ¼ 0 � n (15)

Linear velocity at x ¼ pl distance from the inlet of the jth desalting cell is

u0p;j ¼ u0p
�
xjþ 1

�
(16)

Accordingly

C0
out;j ¼ C0

in;j �
�

hl
aF

�
� 1

u0p
�
xjþ 1

��I
S

�
(17)

in which,

C0
in;j ¼ C0

in

Salt concentration at x ¼ pl distance from the inlets of desalting cells C0
pis

computed by summing up C0
p;j between j ¼ 0 and j ¼ n and calculating the

average of the summation for N cells.
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C0
p ¼ 1

N

Xn

j¼0

YjC0
p;j (18)

in which

C0
p;j ¼ C0

in;j �
�

hl
aF

�
� 1

u0p=2

�
xjþ 1

� 	a1p þ ða2=2Þp2 þ ða3=3Þp3
 (19)

3.6 Salt Concentration and Linear Velocity
in Concentrating Cells

For preventing scale formation in concentrating cells, salt solutions supplied
to the desalting cells are also fed to the inlets of concentrating cells at the
average linear velocity of u00in. and they pass through the concentrating cells
by single-pass flow. Linear velocities are also not uniform between concen-
trating cells as in the desalting cells. However, the solution velocity distribu-
tion in concentrating cells never influences to the limiting current density, so
we assume the uniform velocity distribution between concentrating cells.
The equations are introduced as follows.

The material balance of solutions and ions transferring from desalting
cells to concentrating cells at x ¼ pl is given by the following equations
(cf. Eqns (1) and (2)).

Solutions

abN
�
u00out � u00in

� ¼ SNJV ¼ lbN

�
f

�
I
S

�
þ r
�

C00
p � C0

p

��
(20)

Ions

abN
�
C00

outu
00
out � C00

inu00in
� ¼ SNJS ¼ lbN

�
l

�
I
S

�
� m

�
C00

p � C0
p

��
(21)

Assuming linear salt concentration and solution velocity changes in
concentrating cells, C00

out; C00
p ; u00p and u00p are introduced from Eqns (20)

and (21) as follows.

C00
out ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2 þ 4LN

p � M
2L

(22)

C00
p ¼ C00

in þ p
�
C00

out� C00
in

�
C00

in ¼ C0
in (23)
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u00out ¼
1
2

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2 þ 4LN

p
þ M

�
(24)

u00p ¼ u00in þ p
�
u00in þ u00in

�
(25)

in which

L ¼ l
a

r p (26)

M ¼ l
a

�
f

�
I
S

�
� r
n

C0
p � ð1 � pÞC00

in

o�
þ u00in (27)

N ¼ C00
inu00in þ

l
a

�
l

�
I
S

�
� m

�
C00

p � C0
p

��
C00

in ¼ C0
in (28)

Salt concentration of a solution passing through the membrane pair at
x ¼ pl; C00b

p is introduced from Eqns (1) and (2) as follows.

C00b
p ¼ 1

2r

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 þ 4rB

p
� A

�
(29)

A ¼ fðI=SÞ þ m � rC0
p (30)

B ¼ lðI=SÞ þ mC0
p (31)

3.7 Physical Properties of Solutions in Desalting
and Concentrating Cells

The unit of salt concentration C (eq/cm3) described in Sections 3.5 and 3.6
is changed to C1 (eq/dm3), C2 (salt g/solution dm3), and C3 (salt g/solution
kg) using the following equations.

C1
�
eq=cm3� ¼ C

�
eq=cm3�� 103 (32)

C2
�
g salt=dm3 solution

� ¼ 57:87C1 (33)

C3ðg salt=kg solutionÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q2 þ 4PC2

p
� Q

2P
(34)

P ¼ ð7:881 � 1:368 � 10�2T þ 8:978 � 10�5T 2Þ � 10�4 (35)

Q ¼ 1:001 � 1:101 � 10�4T � 3:356 � 10�6T 2 (36)
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Density d (kg/dm3) (Sato and Matsuo, 1974), specific electric conduc-
tance k (S/cm) (Akiyama, 1992) and electrolyte (NaCl) activation coeffi-
cient g of an electrolyte solution (Harned and Owen, 1998) are given by
the following functions of temperature T (�C) and salt concentration C3

(g salt/kg solution).

d ¼ 1:001 � 1:101 � 10�4T � 3:356 � 10�6T 2

þ �7:881� 1:368 � 10�2T þ 8:978 � 10�5T 2�� 10�4C3
(37)

k ¼ �0:9383þ 3:463 � 10�2T
�� 10�3C3 �

�
1:655þ 3:863 � 10�2T

�
� 10�6C2

3 � �1:344þ 3:160 � 10�2T
�� 10�9C3

3

(38)

g ¼ 0:5927 þ 0:4355C�0:5
3 � 7:201 � 10�5C3 þ 3:503 � 10�6C2

3

(39)

3.8 Electric Resistance of an Ion-Exchange Membrane Pair
and Solutions in Desalting and Concentrating Cells

The alternating current electric resistance of an ion-exchange membrane ral-
ter is measured conventionally at 25 �C by passing a 1000 Hz alternating
current.

For measuring the direct current electric resistance of an ion-exchange
membrane, the membrane is set in a two-cell apparatus and a low-
concentration NaCl solution (specific conductivity, k0 (S/cm)) is supplied
into both cells. Direct current electric resistance of the membrane r�dire
(Ucm2) is measured at 25 �C by passing a direct current. The relationship be-
tween k0 and r�dire=ralter is expressed by the following empirical equation
(Tanaka et al., 2003).

log

�
r�dire

ralter

�
¼ 0:3380 þ 0:6386logk0 þ 0:2961ðlogk0Þ2 (40)

A low-concentration NaCl solution (specific conductivity, k0) is supplied
to the desalting side and a high-concentration NaCl solution (specific con-
ductivity, k00) is supplied to the concentrating side of the above apparatus.
The direct current electric resistance of the membrane rdire is measured at
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25 �C by passing a direct current and subtracting the effect of membrane po-
tential. The empirical relationship between k00=k0 and rdire=r�dire:

rdire

r�dire
¼ 1:000 � 0:1359log

�
k00

k0

�
(41)

Direct electric current of a membrane pair rmemb is estimated by multi-
plying Eqn (40) by Eqn (41):

rmemb ¼ rK þ rA ¼
�

r�dire

ralter

�
�
�

rdire

r�dire

�
� ralter ¼ rdire (42)

Electric resistance of a desalting cell r0 and of a concentrating cell r 00 in an
electrodialyzer are given:

r 0 ¼ a
ð1� εÞk0 (43)

r 0 ¼ a
ð1� εÞk00 (44)

ε defines an electric current screening effect of a diagonal spacer and it is
determined by the volume ratio of spacer rods in a desalting and concen-
trating cell as follows.

ε ¼ p a
8c sinq

(45)

in which c is the distance between spacer rods and q is the crossing angle of
the rods. Structure of the diagonal spacer is given in Figure 10.

3.9 Pressure Drop in Desalting and Concentrating Cells
Hydrodynamic diameter of a desalting or a concentrating cell; dH,cell and
that of a desalting or a concentrating slot; dH,slot incorporated with a diagonal

Figure 10 Structure of a diagonal net spacer. (Tanaka, 2011b).
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net spacer are expressed by the following equation (Zimmerer and Kotte,
1996) (Tsiakis and Papageorgiou, 2005).

dH;cell ¼
8 � p a

c

4
�

1
b þ 1

a

�
þ 2p

�
1 � a

4b

�
1
c

(46)

dH;slot ¼
8 � p a

c

4
�

1
w þ 1

a

�
þ 2p

�
1 � a

4w

�
1
c

(47)

in which w is the flow-pass width in the slot (Figure 1).
Pressure difference between the inlet and the outlet of the cell in a desalt-

ing or a concentrating cell; pressure drop in the cell DPcell and that in a
desalting or a concentrating slot; pressure drop in the slot DPslot are

DPcellðPaÞ ¼ 3:2m lucell�
dH;cell

�2 (48)

DPslotðPaÞ ¼ 3:2m huslot�
dH;slot

�2 (49)

where h is the flow-pass length in the slot (Figure 8), ucell is linear velocity
in the desalting or concentrating cell, and uslot is linear velocity in the slot. m

(g/cm/s) is the viscosity coefficient of a solution and it is expressed by the
following function of temperature T (�C) and electrolyte concentration C
(g salt/kg solution) of a solution (Akiyama, 1992).

m ¼ 1:200 � 10�2 � 1:224 � 10�4T þ �2:107� 10�5 � 1:529

� 10�7T
�
C þ �� 1:392 � 10�8 þ 1:123 � 10�10T

�
C2 þ �5:819

� 10�10 � 6:769 � 10�12T
�
C3

(50)

ucell and uslot are linear velocity in the cell and slot. DP (m) is calculated using
DP (m) ¼ 1.01972 � 10�4 DP(Pa).

3.10 Current Density Distribution
3.10.1 Quadratic Current Density Distribution Equation
In an electrodialysis system, current density is decreased due to the salt con-
centration decrease in desalting cells along a flow-pass. This phenomenon
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influences to the limiting current density of an electrodialyzer (I/S)lim
(cf. Section 3.12). The current density distribution is assumed to be approx-
imated by the following quadratic equation expressed at x/l distance from
the inlet of a desalting cell.

i ¼ a1 þ a2

�x
l

�
þ a3

�x
l

�2
(51)

To determine a1, a2 and a3 in Eqn (51), three-dimensional simultaneous
equations are set up (Tanaka, 2000, 2002) as described in the succeeding
sections.

3.10.2 The First Three-Dimensional Simultaneous Equation
(Vin ¼ Vp) for Computing zinout

When a large number of membrane pairs are integrated in an electrodia-
lyzer, ohmic loss of electrodes incorporated in the electrodialyzer is negli-
gible compared to the values between the electrodes. This event is
expressed by Eqn (52) which means that the voltage difference between
the electrodes at the entrance of desalting cells Vin is equal to the value
at the exits Vout.

Vin ¼ Vout The first equation (52)

Vin ¼ A1iin þ A2 (53)

Vout ¼ B1iout þ B2 (54)

A1, A2, B1, and B2 are calculated for N membrane pairs and for solution
velocity ratio xj between j ¼ 0 and j ¼ n in a stack.

Electric resistance at x ¼ 0 (inlets)

A1 ¼ �r 0in þ r 00in þ rmemb;in
�
N (55)

Membrane potential at x ¼ 0 (inlets)

A2 ¼ 2ðtK þ tA � 1Þ
�

RT
F

�
N ln

�
g00

inC00
in

g0
inC0

in

�
(56)

Electric resistance at x ¼ l (outlets)

B1 ¼
Xn

j¼0

Yjr 0out;j þ r 00N þ
Xn

j¼0

Yjrmemb;out;j (57)
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Membrane potential at x ¼ l (outlets)

B2 ¼ 2ðtK þ tA � 1Þ
�

RT
F

�Xn

j¼0

Yj

�
g00

outC
00
out

g0
outC

0
out

�
(58)

Z1 ¼ B1

A1
(59)

Z2 ¼ �A2 � B2

A1
(60)

a1 ¼
�

I
S

�
� Z2 (61)

a2 ¼ �2

�
3

�
I
S

�
� 2Z2

�
(62)

a3 ¼ 3

�
2

�
I
S

�
� Z2

�
(63)

b1 ¼ Z1

�
I
S

�
(64)

b2 ¼ �2ð2Z1þ 1Þ
�

I
S

�
(65)

b3 ¼ 3ðZ1þ 1Þ
�

I
S

�
(66)

zinout ¼
a1 þ a2p þ a3p2

b1 þ b2p þ b3p2 (67)

p predetermined is substituted to Eqn (67) to calculate temporaryzinout.

3.10.3 The Second Three-Dimensional Simultaneous Equation
(Vin ¼ Vp) for Computing zinp

Equations (68) is naturally introduced from Eqn (52).

Vin ¼ Vp The second equation (68)
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Vin ¼ A1iin þ A2 ¼ Eqn ð53Þ (69)

Vp ¼ C1

�
I
S

�
þ C2 (70)

A1 ¼ Eqn ð55Þ (71)

A2 ¼ Eqn ð56Þ (72)

Electric resistance at x ¼ pl

C1 ¼
Xn

j¼0

Yjr
0
p;j þ r 00N þ

Xn

j¼0

Yjrmemb;p;j (73)

Membrane potential at x¼ pl

C2 ¼ 2ðtK þ tA � 1Þ
�

RT
F

�Xn

j¼0

Yj

 
g00

pC00
p

g0
pC0

p

!
(74)

Z3 ¼ C1

A1
(75)

Z4 ¼ �A2 � C2

A1
(76)

g1 ¼ ðZ3� 1Þ
�

I
S

�
þ Z4 (77)

g2 ¼ 2

�
ð3 � 2Z3Þ

�
I
S

�
� 2Z4

�
(78)

g3 ¼ 3

�
ðZ3 � 2Þ

�
I
S

�
þ Z4

�
(79)

zinp ¼ g1 þ g2p þ g3p2�
ð2p � 3p2Þ

�
I
S

�� (80)

zinp is calculated by substituting predetermined p which was substituted to
Eqn (67)
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3.10.4 The Third Three-Dimensional Simultaneous Equation
(zinout ¼ zinp) for Computing p

p is computed by adjusting p with trial-and-error calculation to realize
Eqn (81).

zinout ¼ zinp The third equation (81)

3.10.5 Coefficients in the Current Density Distribution Equation
and Current Density Nonuniformity Coefficient

Using Eqn (52), the coefficients in the quadratic current density distribution
equation (Eqn (51)) are introduced as follows.

a1 ¼ Z1zout

�
I
S

�
þ Z2 (82)

a2 ¼ 2

�
f3 � ð2Z1 þ 1Þzoutg

�
I
S

�
� 2Z2

�
(83)

a3 ¼ �3

�
f2 � ðZ1 þ 1Þzoutg

�
I
S

�
� Z2

�
(84)

zin and zout included in Eqns (82)–(84) are respectively inlet and outlet
current density non-uniformity coefficient defined by:

zin ¼ iin
I=S

¼ a1

I=S
(85)

zout ¼
iout

I=S
¼ a1 þ a2 þ a3

I=S
(86)

3.11 Cell Voltage, Energy Consumption, Water Recovery,
Desalting Ratio

From Eqns (85) and (86), current density at the inlet; iin and outlet; iout of the
desalting cell are:

iin ¼ ðI=SÞzin (87)

iout ¼ ðI=SÞzout (88)

Ohmic voltage and membrane voltage at the inlet of the desalting cell
(VU,in and Vmemb,in) and those at the outlet of the desalting cell (VU,out

and Vmemb,out) are:

VU;in ¼ �r 0in þ rmemb;in þ r 00
�
iin (89)
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Vmemb;in ¼ 2ðtK þ tA � 1Þ �
�

RT
F

�
ln

g00
inC00

in

g0
inC0

in
(90)

VU;out ¼
 Xn

j¼0

Yjr
0
out;j þ

Xn

j¼0

Yjrmemb;out;j þ r 00outN

!
� iout �

�
1
N

�

(91)

Vmemb;out ¼ 2ðtK þ tA � 1Þ
�

RT
F

�Xn

j¼0

ln
g00

outC
00
out

g0
out;jC

0
out;j

�
�

1
N

�
(92)

Cell voltage Vcell is introduced from Eqn (52) as shown in Eqn (93).

Vcell
�
V
�

pair
� ¼ VU;in þ Vmemb;in ¼ VU;out þ Vmemb;out (93)

Energy consumption E is expressed by the following equation.

E
�
kWh=m3� ¼ VcellI

q0out
� 3600 � 103 (94)

q0out is the solution volume; output of the desalted solution (cm3/s cell)
(Eqn (9)).

Water recovery Re is:

Re ¼ q0out

q0in þ q00in
(95)

Desalting ratio a is:

a ¼
�

1 � C0
out

C0
in

�
(96)

3.12 Limiting Current Density
Limiting current density of a cation-exchange membrane is less than that of an
anion-exchange membrane, because the mobility of counter-ions in a solution
for a cation-exchange membrane is less than that for an anion-exchange mem-
brane. So the limiting current density of an ion-exchange membrane inte-
grated in an electrodialyzer ilim is given by the following empirical equation
established for a cation-exchange membrane (Tanaka, 2005, 2013).

ilim
�
A=cm2� ¼

(
l1 þ l2

�
T
25

�
þ l3

�
T
25

�2
)�

m1 þ m2u0out

�
C0n1þn2u0out

out

(97)
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The coefficients in Eqn (97) were measured experimentally as follows:

l1 ¼ 0:5950; l2 ¼ 0:2731; l3 ¼ 0:1310; m1 ¼ 83:50; m2 ¼ 24:00;

n1 ¼ 0:7846; n2 ¼ 8:612 � 10�3 (98)

When current density reaches the limit of a cation-exchange membrane
ilim at the outlet of a desalting cell in which linear velocity becomes the least
among u0out : u0#out, the average current density applied to an electrodialyzer is
defined as its limiting current density (I/S)lim which is expressed by Eqn (99)
introduced from Eqns (88) and (97).

�
I
S

�
lim

¼ ilim
zout

¼
(

l1 þ l2

�
T
25

�
þ l3

�
T
25

�2
) �

m1 þ m2u0#out
�

zout

�
C0#

out

�n1þn2u
0#
out

(99)

in which C0#
out is C0

out at u0 ¼ u0#:
out

In Eqn (99), u0#out is nearly equal to u0#in . Substituting u0#in ¼ u0#out in
Eqn (99) leads to:

�
I
S

�
lim

¼
(

l1 þ l2

�
T
25

�
þ l3

�
T
25

�2
)

m1 þ m2u0#in
zout

�
C0#

out

�n1þn2u
0#
in

(100)

in which, C0#
in is C0

in at u0 ¼ u0#in which is given by;

u0#in ¼ u0in
�
1� 3s

�
(101)

s is the standard deviation of the normal distribution of solution velocity
ratio defined by Eqn (14). The influence of s to general performance of the
electrodialyzer is relatively few (Tanaka, 2009), but it influences to the
limiting current density of the electrodialyzer.

The relationship between (I/S)lim and C0#
out is also introduced as follows

�
I
S

�
lim

¼
� a

ll

�
u0#in
�
C0

in � C0#
out

�
(102)
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Putting Eqn (100) ¼ Eqn (102):

Z1 ¼
(

l1 þ l2

�
T
25

�
þ l3

�
T
25

�2
) �

C0#
out
�n1þn2u

0#
in

C0
in � C0#

out

(103)

Z2 ¼
�

azout

ll

��
u0#in

m1 þ m2u0#in

�
(104)

Z1 ¼ Z2 (105)

Limiting current density of an electrodialyzer (I/S)lim is computed with
trial and error calculation by substituting control key C0#�

out for C0#
out in Eqn

(103) to realize Z1 ¼ Z2 (Eqn (105)) for determining C0#
out. (I/S)lim is calcu-

lated by substituting C0#
outinto Eqn (100).

3.13 Electrodialysis Program
3.13.1 Constant Electric Current Continuous Program
The program is shown in Figure 11 and operated in the Companion site
(Tanaka, 2015).

3.13.2 Constant Voltage Continuous Program
The program is shown in Figure 12 and operated in the Companion site
(Tanaka, 2015).

3.13.3 Constant Salt Concentration Continuous Program
The program is shown in the chart Figure 13 and operated in the Compan-
ion site (Tanaka, 2015).

3.13.4 Limiting Current Density Program
The program is shown in Figure 14. It is included in the Companion site
(Tanaka, 2015).

The above programs are integrated into the companion sites (web sites),
which include all equations described in Sections 3.4–3.12 (Tanaka, 2015).

3.14 Saline Water Desalination
Specification and operating conditions of the electrodialyzer inputting into
the program are presented in Table 1.

Ion flux JS and solution flux JV are plotted against current density I/S
(Figure 15, constant current operation), cell voltage Vcell (Figure 16, con-
stant voltage operation), and salt concentration at the outlets of desalting
cells C0

out (Figure 17, constant salt concentration operation).
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a 1 , a 2 , a 3

V Ω ,in ,  V memb,in , V Ω,out , V memb,out

σ ,  N, ε
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Figure 11 Constant electric current continuous electrodialysis program chart.
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Figure 12 Constant voltage continuous electrodialysis program chart.
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Figure 13 Constant salt concentration continuous electrodialysis program chart.
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Figure 18 shows I/S versus energy consumption E and desalting ratio a

in the constant current operation. Figure 19 shows Vcell versus E and a in the
constant voltage operation. Figure 20 shows salt concentration at the outlets
of desalting cells C0

out versus E and a in the constant salt concentration
operation.

Figure 21 shows relationship (for constant voltage operation) between
Vcell and pressure drop in the total desalting cell DP0

total, desalting cell
DP0

cell, total concentrating cell DP00
total and concentrating cell DP00

cell . The
pressure drop in the desalting slot DP0

slot and in the concentrating slot
DP00

slot are calculated as; DP0
slot ¼ DP0

total � DP0
cell; and DP00

slot ¼ DP00
total�

DP00
cell.

C' #
out

*

u' in
#

yes

C' out
#

Z1 = Z2
no

ζζ out

λ , a, l, C' in m1, m2, n1, n2

End

Figure 14 Limiting current density program chart. Superscript # means the least value
in an electrodialyzer.
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Figure 22 gives limiting current density (I/S)lim versus Vcell (for con-
stant voltage operation) and C0

out (for constant salt concentration opera-
tion). (I/S)lim is computed assuming that the standard deviation of the
normal distribution of the solution velocity ratio s ¼ 0.1 (cf. Eqns (14)
and (15) and Table 1) which functions as a safety factor for operating the

Table 1 Electrodialysis specifications and operating conditions
Folw-pass thickness of desalting and concentrating cells a 0.05 cm
Flow-pass width desalting and concentrating cells b 100 cm
Flow-pass length of desalting and concentrating cells l 100 cm
Number of cell pairs N 300
Salt concentration at the inlets of desalting cells C 0

in 2000 mg/dm3

Salt concentration at the inlets of concentrating cells cells C00
in 2000 mg/dm3

Linear velocity at the inlets of desalting cells u0in 10 cm/s
Linear velocity at the inlets of concentrating cells u0in 1 cm/s
Temperature T 25 �C
Standard deviation of solution velocity ratio in desalting cells s 0.1
Distance between spacer rod c 0.3 cm
Crossing angle of the rod q p/3 rad
Number of slots in desalting cells n0 5
Number of slots in concentrating cells n00 2
Width of slots in desalting cells w 0 4 cm
Width of slots in concentrating cells w 00 2 cm
Length of slots in desalting cells h0 4 cm
Length of slots in concentrating cells h00 4 cm
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Figure 15 Current density vs. ion flux and solution flux. Constant electric current
operation.
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electrodialyzer stably (Tanaka, 2012b). (I/S)lim is plotted against I/S for
constant electric current operation in Figure 23 (mark B). Figure 23 in-
cludes also I/S versus (I/S)lim (for constant voltage operation; mark
6) and I/S versus (I/S)lim (for constant salt concentration; mark
,). Data for three type operations are plotted on the same line.
The real limiting current density (I/S)lim,real ¼ 1.144 A/dm2 is
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Figure 16 Cell voltage vs. Ion flux and solution flux. Constant voltage operation.
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Figure 17 Salt concentration vs. ion flux and solution flux. Constant salt concentration
operation.

242 Yoshinobu Tanaka



determined from the intersection between the I/S versus (I/S)lim
plots and the I/S ¼ (I/S)lim line in Figure 23. Incorporating the (I/
S)lim,real into Figure 22, limiting cell voltage Vcell,lim and limiting
salt concentration C0

out;lim at (I/S)lim,real are computed as;
Vcell,lim ¼ 0.688 V/pair and C0

out;lim ¼ 750 mg=dm3.
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Figure 18 Current density vs. energy consumption and desalting ratio. Constant
electric current operation.
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Figure 19 Cell voltage vs. energy consumption and desalting ratio. Constant voltage
operation.
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3.15 Drinking Water Production in the Two-Stage Operation
The threshold of acceptable aesthetic criteria of human drinking water is
500 mg/dm3. So, the salt concentration of the drinking water is assumed
to be 400 mg/dm3 in this section. In order to produce drinking water
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Figure 20 Salt concentration vs energy consumption and desalting ratio. Constant salt
concentration operation.
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Figure 21 Cell voltage vs pressure drop in a desalting cell and in a concentrating cell.
Constant voltage operation.
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with the continuous process, a single stage process (Figure 7) is generally ar-
ranged to form a multistage process. Figure 24 shows salt concentration and
linear velocity changes in desalting cells in the two-stage continuous electro-
dialysis process. In the first stage, salt concentration and linear velocity are
C0

in;I and u0in;I at the inlets and C0
out;I and u0out;I at the outlets. In the second

stage, these parameters become C0
in;II ¼ C0

out;I and u0in;II ¼ u0out;I at the inlets
and C0

out;II and u0out;II at the outlets. The computation program for the
multistage operation is established by arranging the programs (Figures 11–13)
and companion sites (Tanaka, 2015) to form the multiple-process.

Figure 24 Two-stage electrodialysis process De: Desalting cells. (Tanaka, 2012a).
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In this section, a salt solution is assumed to be supplied to a two-stage
electrodialysis process. The specifications and operating conditions of each
stage are equivalent to the list in Table 1. Salt concentration at the inlets
of the first stage C0

in;I and the outlets of the second stage C0
out;II are; C0

in;I ¼
2000 mg=dm3 and C0

out;II ¼ 400 mg=dm3. Salt concentration of a solution
at the junction between the stage I and sage II is defined as C0

junc ¼ C0
out;I ¼

C0
in;II and the computer simulation is performed with constant salt concen-

tration mode (Figure 13) by changing C0
junc.

Figure 25 gives C0
junc versus current density I/S, cell voltage Vcell and en-

ergy consumption E in both stages. I/S, Vcell and E are decreased in the first
stage and increased in the second stage with the increase of C0

junc. Total en-
ergy consumption in the two stage operation Etotal ¼ EI þ EII takes mini-
mum value 0.452 kWh/m3 at C0

junc ¼ 1044 mg=dm3.
Figure 26 shows the current density I/S versus limiting current density

(I/S)lim. Real limiting current density is determined from the intersection
between the I/S versus (I/S)lim plots and the I/S ¼ (I/S)lim line drawn in
the figure. In stage I, I/S becomes larger than (I/S)lim when
C0

junc ¼ 700 mg=dm3 is inputted. In this situation, current density i surpasses
the limiting value of a cation-exchange membrane ilim at the outlet of a
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Figure 25 Current density, cell voltage and energy consumption in the two-stage oper-
ation for drinking water production.C0

in;I ¼ 2000 mg=dm3; C0
out;II ¼ 400 mg=dm3.
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desalting cell in which linear velocity becomes the least among u0out (cf.
Section 3.12). An electric current can be passed in the computation, because
very small amount of ions is remaining still in bulk at the outlet of the desalt-
ing cell in spite of at over limiting current density. The computation can not
be carried out when C0

junc ¼ 600 mg=dm3 is inputted in the program,
because the salt concentration in the bulk C0#

out in Eqn (99) becomes zero.
In stage II, I/S surpasses (I/S)lim at C0

junc ¼ 1200 and 1300 mg=dm3. The
computation can not be performed at C0

junc¼ 1400 mg=dm3 because C0#
out

becomes zero.
From Figure 26, C0

junc should be kept to 800 < C0
junc < 1000 mg=dm3

for operating the above two-stage electrodialysis process stably.
C0

junc ¼ 1044 mg=dm3 computed in Figure 25 is economically feasible
but it is not recommended in order to operate the process stably.

4. BATCH ELECTRODIALYSIS PROGRAM

4.1 Overview
The batch process is applicable to the operation of every kind of

small- or middle-scale electrodialysis operations; Kusakari et al. (1977)
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Figure 26 Limiting current density in the two-stage process. C0
in;I ¼ 2000 mg=dm3;

C0
out;II ¼ 400 mg=dm3.
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installed a commercial multistage batch system electrodialysis plant for
desalination of brackish groundwater at Hatsushima, Atami, Shizuoka
Pref. Japan. Tani et al. (1978) developed a seawater desalination batch
mode unit operated in a vessel. Rapp and Pfromm (1998a) removed chlo-
ride from the chemical recovery cycle of a kraft pulp mill. Elidaoui et al.
(2006) demineralized sugar liquor in a beet sugar manufacturing pilot plant.
Banasiak et al. (2007) investigated the removal of fluoride and nitrate from
brackish groundwater. Walha et el. (2007) demineralized brackish ground
water by nanofiltration, reverse osmosis, and electrodialysis in Tunisia and
compared their energy consumption. Kabay et al. removed nitrate (2007),
fluoride (2008a), and boron (2008b) in a salt solution with a batch
electrodialyzer.

The performance of a batch process has been discussed from various view
points; Parulekar (1998) investigated energy consumption of batch opera-
tion such as (1) constant current, (2) constant voltage, (3) constant current
followed by constant voltage, (4) constant voltage followed by constant cur-
rent, and (5) operation with time-variant current and voltage. Demircioglu
et al. (2001) introduced equations expressing the ionic mass balance around a
dilute circulation tank and discussed energy consumption in a batch process.
Ahmed et al. (2002) developed a mathematical model to predict changes in
contaminants with time, and to estimate contaminant fluxes of migration,
diffusion, and convection in a laboratory-scale batch electrodialysis cell for
the regeneration of contaminated hard-chrome plating baths. Moon et al.
(2004) predicted the performance of a one- and two-dimensional batch
electrodialysis process based on the fundamental principles of electrochem-
istry, transport phenomena, and thermodynamics. Ortiz et al. (2005) devel-
oped a mathematical model for a batch process and discussed mass balance,
ohmic drop, and membrane potential.

4.2 Batch Electrodialysis Process
Figure 27, illustrates the batch electrodialysis process, in which the valve V1

is opened at first and a definite volume (Q0) of a raw salt solution (salt con-
centration C0) is supplied to the circulation tank. Next, V1 is closed, V2 is
opened and the solution is supplied to the inlets of desalting cells (De)
integrated into the stack (marked gray) in the electrodialyzer. The solution
flowing out from the outlets of desalting cells is returned to the circulation
tank. The raw feeding solution is also supplied to the inlets of concen-
trating cells (Con) for preventing scale formation in the concentrating cells.
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A part of the solution flowing out from the outlets of concentrating cells is
further supplied to electrode cells and partition cells (Part), which are inte-
grated for preventing the influence of electrode reactions to the perfor-
mance of the electrodialyzer. Then, the solution is discharged to the
outside of the process with the residual solution flowing out from the out-
lets of concentrating cells. Next, the electrodialysis is proceeded applying
constant voltage between electrodes and circulating the salt solution be-
tween the circulation tank and desalting cells. After the salt concentration
in desalting cells decreased to a targeted value, V2 is closed, V3 is opened
and the desalted solution (the output of the process) is extracted to the
outside of the process.

4.3 Performance of an Electrodialyzer
In order to discuss the performance of the batch process, we have to define
the performance of an electrodialyzer by determining the relationship be-
tween salt concentration at the inlets of desalting cells C0

in; cell voltage Vcell

and the five parameters (salt concentration at the outlets of desalting cells
C0

out; salt concentration at the outlets of concentrating cells C00
out; linear ve-

locity at the outlets of desalting cells u00out; current density I/S; ion flux across
a membrane pair JS). The above relationship is calculated from the constant

Feeding 
solution

K ; Cation-exchange membrane De ; Desalting cell
A ; Anion-exchange membrane Con ; Concentrating cell
+ ; Anode Part ; Partition cell
- ; Cathode

Con Con

Figure 27 Batch electrodialysis process. (Tanaka, 2013).
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voltage continuous electrodialysis program (Tanaka, 2013) according to
Figure 12 (Section 3.13.2) and Companion site (Tanaka, 2015).

Five parameters ðC0
out; C00

out; u00out; I=S; JS; Þ are calculated for an electro-
dialyzer specifications and operating conditions presented in Table 1
(Excepting C0

in and C00
in). They are plotted against C0

in taking Vcell as a
parameter and shown respectively in Figures 28, 29, 30, 31 and 32. The
five parameters are expressed by the following five functions of C0

in and Vcell.

C0
out ¼

�
1� aV0:9

cell

�
C0

in (106)

C00
out ¼ C0 � b1V 0:9

cell þ b2V 0:9
cellC

00:8
in (107)

u0out ¼ g1 þ g2V 1:1
cell � g3V 0:9

cellC
00:8
in (108)

I
�

S ¼ �d1Vcell þ d2V 0:9
cell þ C00:8

in (109)

Js ¼ �ε1Vcell þ ε2V 0:9
cellC

00:8
in (110)
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Figure 28 C0
in vs salt concentration at the outlets of desalting cells. C0 ¼ 1000 (B),

2000 (6), 3000 (,) mg/dm3.
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Ten coefficients (a, b1, b2, g1, g2, g3, d1, d2, ε1, ε2) appearing in Eqns
(106)–(110) are shown in Figures 28–32. It should be noted that these co-
efficients are calculated on the basis of Table 1. Number of cell pairs
N ¼ 300 pairs is inputted but it does not influence the computed results.
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4.4 Performance of the Batch Process
The equations are developed by incorporating the imaginary feeding cell; Fe
and shutter; Sh at the outlet of the circulation tank as illustrated in Figure 33
in which definite volume (Q0 dm3) of a solution (salt concentration:
C0 ¼ C0

in;0 mg=dm3) is prepared at first (Tanaka, 2013, 2015).
We assume here that the operation time t is divided at an interval of Dt

minutes. The shutter repeats an instantaneous imaginary open/shut opera-
tion and supplies a definite flow rate (Q0

in) of a solution from the circulation
tank to the desalting cells through the feeding cell at an interval of Dt
minutes.

Q0
in

�
dm3�Dtmin

� ¼ abNu0in �
�
60Dts

�� 10�3 (111)

Q0
out

�
dm3�Dtmin

� ¼ abNu0out �
�
60Dts

�� 10�3 (112)

Before the step calculation;
C0

out;0 is computed from Eqn (106).

C' out,n Q' out,n

De Con

Q' in

Q n

C' in,n

P
Circulation Fe

tank

Shut.; Shutter    Fe; Feeding cell    P; Pump    
ED; Electrodialyzer
De; Desalting cell    Con; Concentrating cell

C' in,n

Shut.

ED

Figure 33 Instanteneous open/shut solution feed batch operation. (Tanaka, 2013).
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u0out;0 is calculated from Eqn (108).
Q0

out;0 is computed from Eqns (108) and (112).
C00

out;0 is calculated from Eqn (107).
Steps during operation time are numbered as n ¼ 1 (t ¼ Dt min), n ¼ 2

(t ¼ 2Dt min), n ¼ 3 (t ¼ 3Dt min), n ¼ n (t ¼ nDt min). The solution in
the circulation tank is mixed vigorously and its concentration is the same
to the concentration in the feeding cell and at the inlets of the electrodialyzer
(desalting cells) C0

in. Table 2 gives salt concentration changes in the circula-
tion tank (in the feeding cell) (C0

in;n) and at the outlets of the electrodialyzer
(C0

out;n) and solution volume in the circulation tank (Qn) in each step n. The
mass balance and volume balance in the circulation tank in each step is intro-
duced as follows.

n ¼ 1
Mass balance:

C0
in;1 ¼ C0

in;0Q0 � C0
in;0Q0

in þ C0
out;0Q0

out;0

Q1
(113)

Volume balance:

Q1 ¼ Q0 � Q0
in þ Q0

out;0 (114)

n ¼ 2
Mass balance:

C0
in;2 ¼ C0

in;1Q1 � C0
in;1Q0

in þ C0
out;1Q0

out;1

Q2
(115)

Table 2 Changes of salt concentration and solution volume with time in the batch
operation

n

Time Circulation tank

Feeding cell

ED outlet(ED inlet)

min mg/dm3 dm3 mg/dm3 mg/dm3 dm3/Dt min

0 0 C0
in;0 Q0 C0

in;0 C0
out;0 C0

out;0
1 Dt C0

in;1 Q1 C0
in;1 C0

out;1 C0
out;1

2 2Dt C0
in;2 Q2 C0

in;2 C0
out;2 C0

out;2
n nDt C0

in;n Qn C0
in;n C0

out;n C0
out;n

n þ 1 (n þ 1)Dt C0
in;nþ1 Qnþ1 C0

in;nþ1 C0
out;nþ1 C0

out;nþ1
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Volume balance:

Q2 ¼ Q1 � Q0
in þ Q0

out;1 (116)

C0
in;1 and Q1 are calculated using Eqns (113) and (114). C0

out;1 and
Q0

out;1 are calculated using Eqns (106), (108), and (112).
n ¼ n.
Mass balance

C0
in;n ¼ C0

in;n�1Qn�1 � C0
in;n�1Q0

in þ C0
out;n�1Q0

out;n�1

Qn
(117)

Volume balance

Qn ¼ Qn�1 � Q0
in þ Q0

out;n�1 (118)

C00
out;n and I/Sn are computed substituting C0

in;n and Vcell into Eqns (107)
and (109). I/Sn and JS,n are computed using Eqns (109) and (110). (I/S)average

is computed using the following equation.�
I
S

�
average

¼
Pn

n¼1 I=Sn

n
(119)

Current efficiency hn, desalting ratio an, water recovery Ren, and energy
consumption En are computed as follows.

hn ¼ F
Pn

n¼1 JS;nPn
n¼1 I=Sn

(120)

an ¼ 1 � C0
in;n

C0
in;0

(121)

Ren ¼ Qn

Q0 þ Q00
inðdm3=minÞ � tðminÞ (122)

Q00
in

�
dm3�min

� ¼ abðNþ 1Þu00in � ð60 s=minÞ � 10�3 (123)

En
�
kWh

�
m3� ¼ S

�
cm2

�
NVcellðI=SÞaverageðA=cm2�� 10�3

Qnðdm3Þ
tðminÞ � 60ðmin=hÞ � 10�3

(124)

The computation is carried out by inputting the data in Table 1 into the
spreadsheet software (Microsoft Excel) and the performance changes with
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time in the batch process are calculated. In order to improve the precision of
computation, Dt should be as small as possible taking into account the values
of N and Q0. The following computation is carried out by inputting
Dt ¼ 4 min.

4.5 Saline Water Desalination
The fundamental parameters described in the site are fixed based on
Table 1 (Excepting C0

in and C00
in) in all computation in this program.

Computation is carried out by inputting and changing C0 (¼ Cin,0), Q0,
Vcell, N and Dt optionally. The performance of the batch process is plotted
against operation time t. The followings are the performance of the oper-
ation plotted against t calculated by changing C0ð¼ C0

in;0Þ and Vcell as
parameters and putting N ¼ 300 pairs and Q0 ¼ 30,000 dm3. The compu-
tation can be carried out in the spread sheet integrated into the companion
site (Tanaka, 2015).

Figure 34 shows changes of C0
in with time. C0

in is equivalent to the salt
concentration in the circulation tank. So it corresponds to the salt concen-
tration of product water. It equals to Cin,0 at t ¼ 0 and decreases toward
lower concentration. The decreasing rate is increased with Vcell. I/S
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Figure 34 Changes of salt concentration with time at the inlets of desalting cells.
C0 ¼ 1000 (B), 2000 (6), 3000 (,) mg/dm3. Q0 ¼ 30 m3, N ¼ 300 pairs.
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increases with C0 at t ¼ 0 and decreases with t, and decreasing rate is
increased with Vcell (Figure 35). Figures 34 and 35 show that the desalination
is progressed in the first half time and the purification is proceeded in the
latter time to produce the product water. C00

out is increased with C0 and
decreased with t (Figure 36) due to current density decrease (Figure 35). So-
lution volume in the circulation tank Q corresponds to the output of the
batch process. Q is slightly decreased with the increase of t and Vcell

(Figure 37). Energy consumption E is increased with t, Vcell and C0

(Figure 38). Current efficiency h is decreased slightly with the increase of
t and Vcell and decrease of C0 (Figure 39). Desalting ratio a increases from
0 to 1 with the increase of t, increases with Vcell and independent of C0

(Figure 40). Water recovery Re is decreased with the increase of t and inde-
pendent of C0 and Vcell (Figure 41).

4.6 Drinking Water Production
4.6.1 One-Stage Operation
Drinking water is assumed to be produced according the process described
in Section 4.4. Companion site presents the spreadsheet which can be
operated by changing (C0ð¼ C00

in;0Þ; Q0; Vcell), and Dt optionally (Tanaka,
2015).
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Figure 35 Changes of current density with time. C0 ¼ 1000 (B), 2000 (6), 3000 (,)
mg/dm3. Q0 ¼ 30 m3, N ¼ 300 pairs.
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Computation is carried out by changing as C0 (¼ Cin,0) ¼ 1000, 2000,
and 3000 mg/dm3, Vcell ¼ 0.3, 0.4, 0.5, and 0.6 V/pair and setting
Q0 ¼ 30,000 dm3 and Dt ¼ 4 min. Number of cell pairs N is calculated by
adjusting it to realize C0

in ¼ 400 mg=dm3 at t ¼ 60 min (1 h, n ¼ 15).
Figure 42 shows the relationship between N and Vcell. Figure 43 shows
the relationship between energy consumption and cell voltage.

4.6.2 Two-Stage Operation
A salt solution is supplied to the first-stage in the two-stage batch electro-
dialysis process in Figure 44. Number of desalting cells is NI in the first-
stage and NII in the second stage. The solution is electrodialyzed applying
constant cell voltage Vcell (V/pair) to produce drinking water in the
second-stage. In Fig. 44, the salt concentration of the solution supplied
from stage I to stage II is C0

in;I which is referred as junction salt concentra-
tion C0

junc. Figure 45 exemplifies the relationship between C0
junc and N, I/

S, and E in each stage calculated putting C0 ¼ 2000 mg/dm3,
Vcell ¼ 0.4 V/pair, Q0 ¼ 30 m3 and Dt ¼ 4 min. The plots at
C0

junc ¼ 400 and 2000 mg=dm3 correspond to N, I/Saverage and E in the
one-stage operation integrated with NI and NII alone. NI þ NII and
EI þ EII in the two-stage operation are larger than the values in the
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Figure 42 Cell voltage vs cell pair number integrated in an electrodialyzer.
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inðt ¼ 60minÞ ¼ 400 mg=dm3, Q0 ¼ 30 m3.
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one-stage operation. Thus the multistage operation is assumed to be
disadvantageous comparing to the single-stage operation. Current density
in the first stage is larger than the value in the second stage; I/Saverage I > I/
Saverage II which means that the desalination is progressed in the first half
stage and the purification is proceeded in the latter stage to produce accept-
able drinking water. Total average current density (I/S)total, average plotted
in Figure 45 is calculated by the following equation.�

I
S

�
total;average

¼ NIðI=SÞaverage;I þ NIIðI=SÞaverage;II

NI þ NII
(125)

I in,  I II in, II

I II
Figure 44 Two-stage process.
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4.7 Limiting Current Density
Limiting current density (I/S)lim is expressed by Eqn (100). The program for
calculating (I/S)lim is presented in Figure 14 and included in Companion sites
(Tanaka, 2015). Current density I/S and (I/S)lim are plotted against C0

in at
C0 ¼ 3000 mg/dm3 taking Vcell as a parameter in Figure 46. Almost the
same plots are obtained at C0 ¼ 2000 and 1000 mg/dm3. I/S is recognized
to be less than (I/S)lim; I/S < (I/S)lim, so the electrodialysis is assumed to be
operated stably. Linear velocities in desalting cells are not uniform between
the cells and are expressed by the normal distribution. The above (I/S)lim is
computed assuming that the standard deviation of the normal distribution
of the solution velocity ratio s¼ 0.1 (safety factor) for operating the electro-
dialyzer stably. However, if Vcell exceeds 0.6 V/pair, I/S is estimated to
exceed (I/S)lim. In order to evaluate the real limiting current density of the
electrodialyzer (I/S)lim,real, (I/S)lim is plotted against I/S taking Vcell, C0 and
salt concentration at the inlets of desalting cells C0

in as parameters (Figure 47).
(I/S)lim,real is determined from the intersections between the (I/S)lim plots and
the I/S¼ (I/S)lim line in Figure 47. From the intersection, the relationship
between C0

in and (I/S)lim,real is introduced as shown in Figure 48. (I/S)lim,real

is computed on the basis of the electrodialyzer specifications defined in Table
1 and expressed by the function of C0

in. Figure 48 suggests that the limiting
current density is the performance of the electrodialyzer.
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5. FEED-AND-BLEED ELECTRODIALYSIS PROGRAM

5.1 Overview
The feed-and-bleed operation is widely performed so far. It is appli-

cable to middle-scale electrodialysis. For instance, Asahi Chemical Co.
developed a feed-and-bleed electrodialysis plant (2500 m3/day) for produc-
ing potable water in Ohoshima island, Tokyo (Koga and Mitsugami, 1978).
Tokuyama Inc. developed the technology to establish a closed system by
means of electrodialytic reuse of waste water in a plating process (Matsunaga,
1986). Asahi Glass Co. constructed large-scale blackish water desalination
plants in Kashima Power Station (2000 m3/day) and Kashima South Joint
Power Station (12,000 m3/day), Ibaraki Pref. Japan (Kawahara, 1994).
Thompson et al. (1997) separated sulfide from hydroxide in kraft white
liquor with an electrodialysis system operated in both the batch and feed-
and-bleed modes, producing sulfide-rich white liquor. Rapp and Pfromm
(1998b) removed chloride in a kraft pulping process with a feed-and-
bleed operation incorporated with monovalent-selective anion exchange
membranes. Ryabtsev et al. (2001) developed a two-stage feed-and-bleed
set-up for desalination of underground saline water. The first stage involves
galvanostatic regime at increased current density, and the second stage
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profound in a potentiostatic regime resulting in desalted water. Schoeman
et al. (2005) electrodialyzed a hazardous leachate from an industrial landfill
site to decrease TDS concentration and effluent volume. Electrodialysis pilot
tests were conducted in the batch and feed-and-bleed modes to develop
process design criteria for full-scale application. Zhang et al. (2011) electro-
dialyzed the reverse osmosis concentrate to reduce the volume of salty water
discharge and improve the overall water recovery. Ion transport mechanisms
in the batch and feed-and-bleed mode were studied to monitor the effluent
water compositions. Tran et al. (2012) treated reverse osmosis concentrate
with the batch and feed-and-bleed mode electrodialysis to realize high re-
covery of the reverse osmosis system. A pellet reactor was used before elec-
trodialysis treatment to prevent scale precipitation. Tanaka developed the
feed-and-bleed program for saline water desalination (2014, 2015). This sec-
tion explains the program taking account of the continuous program
described in Section 3.

5.2 Feed-and-Bleed Process
A raw salt solution (salt concentration; C0

0) is assumed to be desalinated by
the feed-and-bleed electrodialysis process illustrated in Figure 49. The elec-
trodialyzer is incorporated with desalting cells and concentrating cells in the
stack marked with gray. Number of cells is N for desalting cells, N þ 1 for

Feeding 
solution

K ; Cation-exchange membrane De ; Desalting cell
A ; Anion-exchange membrane Con ; Concentrating cell
+ ; Anode Part ; Partition cell
- ; Cathode

ConCon

II I

Figure 49 Feed-and-bleed electrodialysis process. (Tanaka, 2014).
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concentrating cells and N for cell pairs. The anode and cathode cells are
placed at both outsides of the stack and an electric current is supplied be-
tween the electrodes. The circulation tank is separated to the compartment
I and compartment II and the salt solution is supplied to the electrodialyzer
through the circulation tank.

The raw salt solution (salt concentration; C0, volume flow rate; Q0) is
supplied to the compartment I in the circulation tank. It is further supplied
to desalting cells in the electrodialyzer ðC0

in; Q0
inÞ. Linear velocity in the

desalting cells is u0in at the inlets and u0out at the outlets. The solution flowing
out from the desalting cells is returned to the compartment II ðC0

out; Q0
outÞ.

A part of the desalted solution ðC0
out; Q

000 Þ is extracted from the compart-
ment II to the outside of the process. Another part of the desalted solution
ðC0

out; Qmove ¼ Q0
in � Q0Þ moves from the compartment II to the

compartment I. The process is operated keeping Qmove > 0.
The raw salt solution is also supplied to concentrating cells in the electro-

dialyzer ðC0 ¼ C00
in; Q00

inÞ for preventing scale formation in the cells. Linear
velocity in the concentrating cells is u00in at the inlets and u00out at the outlets.
A part of the solution extracted from the outlets of concentrating cells is
further supplied to the electrode cells and the partition cells (Part), which
are equipped for preventing the influence of electrode reactions to the per-
formance of the electrodialyzer. Then, the solution is discharged to the
outside of the process with the residual solution flowing out from the outlets
of concentrating cells.

5.3 Mass Balance and Energy Consumption in the Feed-
and-Bleed Operation

The performance of the feed-and-bleed operation is understandable by discus-
sing the following phenomena generating in the circulation tank in Figure 49.

In the circulation tank, the volume rate of a solution flowing into desalt-
ing cells Q0

in and concentrating cells Q00
in are defined as;

Q0
in ¼ abNu0in (126)

Q00
in ¼ ab

�
N þ 1

�
u00in (127)

The volume rate of a solution flowing out from desalting cells Q0
out and

that of a solution flowing out from the compartment II in the circulation
tank Q

000
are

Q0
out ¼ Q0

in � SNJV (128)
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Q
000 ¼ Q0 � SNJV (129)

The material balance in the compartment I is

C0
inQ0

in ¼ C0
0Q0 þ C0

out

�
Q0

in� Q0� (130)

Feeding solution volume flow rate Q0 is introduced from Eqn (130) as
follows

Q0 ¼ C0
in � C0

out

C0
0 � C0

out
Q0

in (131)

In the circulation tank, the volume rate Qmove ¼ Q0
in � Q0 of a solution

moves from the compartment II to the compartment I. In order to operate
the batch electrodialysis process, Q0 must be less than Q0

in;

Qmove ¼ Q0
in � Q0 > 0 (132)

Energy consumption E, water recovery Re, and desalting ratio a are
given as follows.

E ¼ IVcellN
Q000 ¼

�
1

Q000

��
I
S

�
SVcellN (133)

Re ¼ Q
000

Q0 þ Q00
in

(134)

a ¼ 1 � C0
out

C0 (135)

5.4 Electrodialysis Program of the Feed-and-Bleed
Operation

Figure 50 gives the electrodialysis program chart of the single-stage feed-
and-bleed process operated under a constant voltage. In this program, the
steps from “Start” to “decision point 4” are defined as the constant salt con-
centration and constant voltage continuous steps, which are computed with
the continuous program (Section 3, Tanaka, 2012a). The decision point 1
functions as the constant salt concentration continuous operation (Section
3.13.3, Figure 13). However, the decision point 4 functions as the constant
voltage continuous operation (Section 3.13.2, Figure 12), so that the overall
process comes to be operated under constant voltage. Limiting current den-
sity (I/S)lim is the performance of the electrodialyzer and it is computed after
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Figure 50 Feed-and-bleed electrodialysis program chart. (Tanaka, 2014).
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the continuous steps by inputting the information in mass transport in the
electrodialyzer into the limiting current program (Section 3.13.4, Figure 14).
In Figure 50, the feed-and-bleed steps including the “decision point 5” are
added after the above continuous steps. Computation in the feed-and-bleed
steps is carried out based on the mass balance and energy consumption (Sec-
tion 5.3) after the above computation in the continuous steps is finished.
Cell pair number N, energy consumption E, water recovery Re, desalting
ratio a, and Qmove are computed in the feed-and-bleed steps.

The computation can be carried out in the spreadsheets (Microsoft
Excel) presented in the Companion site (Tanaka, 2015).

In the feed-and-bleed process in Figure 49, the concentrating cells are sup-
plied with a raw salt concentration (concentration C0). Thus at the inlets of
concentrating cells, C0 ¼ C00

in holds. In the single-stage feed-and-bleed
process, the circulation tank is supplied with a raw salt solution (concen-
tration C0). However, if C0 is high, it is advantageous to establish the multi-
stage feed-and-bleed process and the desalted solution extracted from the
previous stage (concentration C0

out) should be supplied to the circulation
tank in the next stage.

5.5 Specifications and Operating Conditions of the
Electrodialyzer

The fundamental specifications and operating conditions of the electrodia-
lyzer is defined in Table 1 (Excepting C0

in and C00
in). We produce the drink-

ing water (salt concentration 400 mg/dm3) in the single-stage constant
voltage feed-and-bleed operation under the following conditions.

Cell voltage Vcell ¼ 0.2, 0.3, 0.4, 0.5, 0.6 V/pair.
Salt concentration of a feeding solution C0 ¼ 1000, 2000, 3000 mg/dm3

(ionic constituent ratio is the same to that of seawater)
Salt concentration of a desalted solution C0

out ¼ 400 mg=dm3 (drinking
water)

Output of a desalted solution Q
000 ¼ 10; 20; 30; 40; 50 m3=h.

5.6 Drinking Water Production
5.6.1 One-Stage Operation
Figure 51 shows the relationship between cell voltage Vcell and current
density I/S taking salt concentration of a feeding solution C0 as a parameter.
I/S increases with Vcell and this phenomenon is understandable. However, it
is noticed that I/S is slightly decreased with the increase of C0.
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This phenomenon seems to be unconventional because electric resistance
is decreased with the increase of C0, so I/S is estimated to be increased
with C0. This phenomenon is commented in the following:

In this electrodialysis system, (a) C0
out is predetermined as 400 mg/dm3

and (b) A raw solution (salt concentration C0) is supplied also to concen-
trating cells ðC00

in ¼ C0Þ. At under an applied cell voltage Vcell, if I/S is
increased with C0 due to the decrease of electric resistance of desalting cells,
concentrating cells and membranes, C0

out is possibly decreased to less than
400 mg/dm3. In order to maintain C0

out ¼ 400 mg=dm3 in this circum-
stance, C0

in must be decreased with the increase of C0 in order to reduce
I/S (Figure 51). The decrease of C0

in is the only one phenomenological mea-
sure to solve the problem. For understanding this phenomenon, C0

in is
plotted against Vcell and shown in Figure 52. In this figure, C0

in is slightly
decreased with the increase of C0.

Membrane pair number N is plotted against water production rate Q
000

keeping C0 ¼ 2000 mg/dm3 and exemplified in Figure 53. N is increased
with the increase of Q

000
and decrease of Vcell. Keeping Q

000 ¼ 30 m3/h, N
versus Vcell is exemplified in Figure 54. N is increased with the increase of
C0 and decrease of Vcell. Figure 55 exemplifies energy consumption E versus
Vcell setting Q

000 ¼ 30 m3=h . E is increased with Vcell and C0. Figure 56 ex-
emplifies water recovery Re at Q

000 ¼ 30 m3=h. Re increases with the
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decrease of C0 and the increase of Vcell (Figure 57). Re is independent of wa-
ter production rate Q

000
. Desalination ratio a is 0.6 (C0 ¼ 1000 mg/dm3), 0.8

(2000 mg/dm3) and 0.8667 (3000 mg/dm3) because the salt concentration
of the desalted solution C0

out is adjusted to 400 mg/dm3.
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Figure 52 Salt concentration at the inlets of desalting cells. C0 ¼ 1000 (B), 2000 (6),
3000 (,) mg/dm3.
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In the circulation tank, the solution must move from the compartment II
to the compartment I. Thus the process must be operated in the condition
defined by Eqn (132). Figure 58 gives the relationship between Vcell and
Qmove at Q

000 ¼ 30 m3=h. When C0 ¼ 1000 mg/dm3, Qmove becomes
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Figure 54 Cell voltage vs cell pair number. Q
000 ¼ 30 m3=h.
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zero at Vcell ¼ 0.674 V/pair. So, in order to operate the process according to
Eqn (132), cell voltage must be kept as Vcell < 0.674 V/pair. When the salt
concentration of the feeding solution C0 ¼ 2000 and 3000 mg/dm3, Qmove

does not reach zero in the range of Vcell applied in Figure 58; so the system is
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Figure 56 Cell voltage vs water recovery. Q
000 ¼ 30 m3=h.
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estimated to be operated stably. However, limiting cell voltage Vcell,lim

appears at 0.7 V/pair (Figure 59). Thus the electrodialysis should be oper-
ated at Vcell < 0.7 V/pair.

Limiting current density (I/S)lim is plotted against I/S and shown in
Fig. 59. The real limiting current density (I/S)lim,real is determined from
the intersection between the plots and the I/S ¼ (I/S)lim line indicated in
the figure and it is estimated as (I/S)lim,real ¼ 0.637 A/dm2

(C0 ¼ 1000 mg/dm3), 0.635 A/dm2 (2000 mg/dm3), and 0.634 A/dm2

(3000 mg/dm3). Limiting cell voltage Vcell,lim applied under the (I/S)lim,real

is estimated to be 0.7 V/pair for C0 ¼ 1000, 2000, and 3000 mg/dm3.

5.6.2 Two-Stage Operation
The performance of the two-stage process is computed by arranging the
program for the single-stage process (Figure 49) in series. A salt solution
ðC0

I ¼ 2000 and 3000 mg=dm3Þ is assumed to be supplied to the two-
stage feed-and-bleed process. Integrated cell pair number is NI in the stage
I and NII in the stage II. Applying constant cell voltage (0.3, 0.4, 0.5 V/pair)
to each stage, the salt solution is electrodialyzed to produce drinking water at
the exit of the stage II ðC0

out;II ¼ 400 mg=dm3Þ. Salt concentration of a
desalted solution at the exit of the stage I; C0

out;I is equivalent to the salt con-
centration at the inlet of the stage II; C0

0;II, i.e., C0
out;I ¼ C0

0;II which is
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defined as the junction salt concentration C0
junc at the junction of the stage

I and the stage II. The performance of the feed-and-bleed process is evalu-
ated by plotting the performance against C0

junc keeping Q
000 ¼ 30 m3=h. The

following figures show the performance at C0
I ¼ 2000 mg=dm3

Figure 60 shows C0
junc versus Qmove in both stages. When the salt solu-

tion ðC0
I ¼ 2000 mg=dm3Þ is supplied to the first stage of the process, the

following ranges of C0
junc are determined from Fig. 60 to satisfy Eqn

(132); C0
junc ¼ 581 � 1371 mg=dm3 (Vcell ¼ 0.3 V/pair), 680–1179 mg/

dm3 (0.4 V/pair), and 796–1008 mg/dm3 (0.5 V/pair).
For C0

I ¼ 3000 mg=dm3, the following C0
junc range satisfies Eqn (132);

C0
junc ¼ 575 � 2068 mg=dm3 (Vcell ¼ 0.3 V/pair), 675–1807 mg/dm3

(0.4 V/pair), 792–1551 mg/dm3 (0.5 V/pair).
Figure 61 shows number of cell pairs integrated into stage I; NI, and

stage II; NII. NI decreases and NII increases with the increase of C0
junc. Total

cell number NI þ NII becomes minimum at NI ¼ NII. So, it is advan-
tageous to integrate equal number of cell pairs into stage I and stage II. Suit-
able C0

junc realizing NI ¼ NI is; For C0
I ¼ 2000 mg=dm3 (Figure 61), C0

junc ¼
883:6 mg=dm3 (Vcell ¼ 0.3 V/pair), 889.4 mg/dm3 (0.4 V/pair), 893.3 mg/
dm3 (0.5 V/pair). For C0

I ¼ 3000 mg=dm3, C0
junc ¼ 1073:9 mg=dm3

(Vcell ¼ 0.3 V/pair), 1086.6 mg/dm3 (0.4 V/pair), 1094.6 mg/dm3 (0.5 V/
pair).
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Figure 62 shows current density I/S. Average current density (I/S)average is
calculated from the current density in stage I (I/S)I and that in stage II (I/S)II
using the following equation.

�
I
S

�
average

¼

�
I
S

�
I
NI þ

�
I
S

�
II
NII

NI þ NII
(136)

(I/S)I is larger than (I/S)II. (I/S)I increases with C0
junc. (I/S)II is scarcely

influenced by C0
junc. (I/S)average becomes maximum when total cell number

NI þ NII becomes minimum at NI ¼ NII (cf. Figure 61).
Figure 63 shows energy consumption in stage I; EI and in stage II; EII. EI

decreases and EII increases with the increase of C0
junc. Total energy con-

sumption EI þ EII is scarcely influence by C0
junc and almost constant.

Figure 64 shows water recovery ReI and ReII in each stage and total wa-
ter recovery Retotal for both stages. They are computed using the following
equations.

ReI ¼ Q
000

I

Q0
I þ Q00

in;I
ReII ¼ Q

000
I

Q0
II þ Q00

in;II
(137)
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Retotal ¼ Q
000

II

Q0
I þ Q00

in;I þ Q00
in;II

(138)

ReI increases and ReII decreases with the increase of C0
junc. Retotal be-

comes maximum at NI ¼ NII.
Limiting current density (I/S)lim is plotted against current density I/S and

shown in Figure 65. The real limiting current density (I/S)lim,real is obtained
from the intersection between the plots and the I/S ¼ (I/S)lim line in the
figure and it is estimated for the first and the second stages as follows.

C0 ¼ 2000 mg/dm3; 1.325 A/dm2 (1st stage), 0.622 A/dm2 (2nd stage).
C0 ¼ 3000 mg/dm3; 1.615 A/dm2 (1st stage), 0.622 A/dm2 (2nd stage)
Limiting cell voltage Vcell,lim applied at (I/S)lim,real is estimated to be

about 0.7 V/pair for both stages, which is also suggested in the one-stage
operation (cf. Figure 59).

In conclusion, total cell pair number becomes minimum when the cell
pair number in each stage is the same. Saline water is desalinated consider-
ably in the first half stage under an increased current density. The desalinated
solution is purified in the latter stage under a decreased electric current to
produce acceptable drinking water. The above functions in the multistage
operation reduce total cell pair number integrated in the process. The energy
consumption and limiting cell voltage are equivalent in the single-stage
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operation and multistage operation. However in a two-stage system, energy
for pumping and recirculation will be approximately doubled compared to
the value in a one-stage system. The multistage operation is advantageous to
desalinate a higher salt concentration solution.
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1. INTRODUCTION TO MAGNETIC SEPARATION

Magnetic separations in the field of mineral processing are mainly used
for concentration of magnetic components and for removal of magnetic
impurities, under dry or wet conditions. This process is achieved by passing
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a slurry or mixture containing magnetic and nonmagnetic particles through
a nonhomogenous magnetic field, which leads to the selective capture of
magnetic particles from the slurry or mixture.

All materials on earth display certain magnetic properties in the presence
of an external magnetic field; however, only a small number of minerals are
sensitive to magnetic field and separable with magnetic techniques. Mag-
netic minerals, according to the magnitude of their magnetic susceptibilities,
are usually classified into two basic groups, i.e., strongly and weakly mag-
netic minerals. Strongly magnetic minerals such as magnetite and vanadic
titano-magnetite are recoverable in a low-intensity magnetic separator at a
magnetic induction lower than 0.2 T, with a relatively low magnetic field
gradient smaller than 5 T/m. Weakly magnetic minerals such as hematite,
limonite, ilmenite, wolframite, and manganese are recoverable in a high-
intensity or high-gradient magnetic separator at a strong magnetic induction
higher than 0.6 T, with a high magnetic field gradient larger than 50 T/m.
The mass magnetic susceptibilities of these two groups of magnetic
minerals are generally defined in the ranges of greater than 10�4 m3/kg
and 10�7 m3/kg, respectively; however, such definitions will be extended,
with the innovations and developments in magnetic techniques.

The mass magnetic susceptibilities of typical magnetic minerals recover-
able with magnetic techniques are illustrated in Table 1 (Wang, 2008).

Although various classification schemes exist for magnetic separators,
based upon the magnitude of magnetic induction and its magnetic field
gradient, magnetic separators are classified into three types and they are:
• Low-intensity magnetic separators. They are primarily used for concen-

tration of strongly magnetic minerals with high magnetic susceptibility,
under wet conditions for fine particles, or under dry conditions for coarse
particles. Low-intensity magnetic separators include magnetic pulley,
drum magnetic separator, column magnetic separator, screen magnetic
separator, etc.

• High-intensity magnetic separators. They are used for concentration of
weakly magnetic minerals with low magnetic susceptibility, under wet
conditions for relatively fine and coarse particles, or under dry conditions
for sufficiently large particles. High-intensity magnetic separators include
magnetic pulley, disc magnetic separator, roll magnetic separator and
drum magnetic separator, etc.

• High-gradient magnetic separators. They are practically required for the
recovery of fine weakly magnetic minerals, under dry or wet conditions.
There are various high-gradient magnetic separators reported to be
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applicable; however, until today, pulsating high-gradient magnetic
separator has achieved a wide range of applications in the processing of
weakly magnetic minerals. Moreover, vibrating high-gradient magnetic
separation has shown a prospective potential for the purification of
nonmetallic ores such as quartz, feldspar, etc.
It is well known that, in the magnetic separation of magnetic particles,

the dominant force that differentiates magnetic particles from nonmagnetic
particles is the magnetic force F

.
m, which is given by Svoboda and Fujita

(2003):

Fm
. ¼ k

m0
VBV

.
B (1)

where k is the volumetric magnetic susceptibility of magnetic particle, m0

is the magnetic permeability of vacuum, V is the volume of the particle, B

is the external magnetic induction, and V
.

B is the magnetic field gradient of
the magnetic induction.

Table 1 Mass magnetic susceptibilities of typically magnetic minerals

Minerals
Chemical
composition

Mass magnetic
susceptibility
(�10�6, m3/kg)

Content of
magnetic
component (%)

Magnetite Fe3O4 1156 Fe, 72.40
Vanadic

titano-magnetite
(TiO2, V2O5)Fe3O4 917 Fe, 63.70;

TiO2, 6.91;
V2O5, 0.90

Hematite Fe2O3 0.60e2.16 Fe, 69.94
Specularite Fe2O3 3.70 Fe, 69.94
Limonite mFe2O3$nH2O 0.31e1.00 Fe, 48.00e62.90
Siderite FeCO3 0.70e1.50 Fe, 48.28
Chromite FeO$Cr2O3 0.63e0.88 Fe, 25.00;

Cr2O3, 67.91
Pyrrhotite Fe7S8 57.00 Fe, 63.53
Ilmenite FeTiO3 0.34e5.00 Fe, 33.33;

TiO2, 52.66
Wolframite (Fe, Mn)WO4 0.49 Fe, 15.60;

WO3, 76.58
Manganite Mn2O3$H2O 0.35e1.02 Mn, 62.50
Pyrolusite MnO2 0.34 Mn, 63.22
Psilomelane Mn$MnO

$MnO2$nH2O
0.30e0.62 Various
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It is clear that the magnetic force acting upon the particle is determined
by the magnetic induction and the field gradient, and is in the direction of
the gradient. In a homogeneous magnetic field, the magnetic force upon
particle is zero, as V

.
B is zero. Therefore, an optimally designed magnet in

a magnetic separator is crucially important for the generation of field
gradient appropriate for magnetic separations.

In a magnetic separator, the competing forces ðF
.

cÞ as schematically shown
in Figure 1 are also acting on particles. They are, among others, mainly hy-
drodynamic drag and gravity. As the capture of magnetic particles from slurry
or mixture occurs, in most cases, in a laminar flow field, the hydrodynamic
force F

.
d upon the particles may be written as (Xiong et al., 1998):

Fd
. ¼ 6phd y

. (2)

where h is the dynamic viscosity of slurry or mixture flow, d is the radius of
particle, and y

. is the relative velocity of particle with respect to slurry or
mixture flow.

Magnetic particles will be separated from nonmagnetic or less magnetic
particles if only the magnetic force upon the particles is greater than the sum
of competing forces.

Some weakly magnetic minerals such as hematite and limonite can be
transformed into strongly magnetic magnetite, through roasting treatment,
for example (Liu, 1994):

Transformation of iron oxide ores such as hematite, limonite, and specular-
ite into magnetite through reductive roasting, at a temperature of 550–570 �C:

3 Fe2O3 þ C/2 Fe3O4 þ CO[ (3)

Transformation of siderite into magnetite through nonaerated roasting,
at a temperature of 400–570 �C:

3 Fe2CO3/Fe3O4 þ 2 CO2[ þ CO[ (4)

m

c

Figure 1 Schematic diagram of a magnetic separation process.
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And transformation of pyrite into magnetite through oxidative roasting,
at a temperature not higher than 200 �C:

7 FeS2 þ 6 O2/Fe7S8 þ 6 SO2[ (5)

3 Fe7S8 þ 3 8O2/7 Fe3O4 þ 24 SO2 (6)

By roasting treatment, the above weakly magnetic iron ores become
strongly magnetic and they are separable in a low-intensity magnetic sepa-
rator, but, at the expense of environment and cost.

In this chapter of magnetic techniques for mineral processing, theoretical
principle of magnetic separations and three types of magnetic separators, i.e.,
low-intensity, high-intensity and high-gradient magnetic separators, and their
technological innovations and operational practices are reviewed. In particular,
pulsating high-gradient magnetic separation, a landmark progress in the treat-
ment of fine weakly magnetic minerals such as iron oxide ores and ilmenite,
and its continual developments and operational variables are expatiated. Prac-
tical cases in the processing of typically magnetic ores, i.e., magnetite, hematite,
limonite, and ilmenite and nonmetallic ores where magnetic techniques are
well embodied, are introduced. At the end of this chapter, the merits and lim-
itations of the current magnetic techniques and the future trends in the research
and development of potential magnetic techniques are discussed.

2. MAGNETIC SEPARATION TECHNIQUES

2.1 Low-Intensity
There are several types of low-intensity magnetic separators in oper-

ation in the field of mineral processing; but, with the advent and applications
of neodymium iron boron (NbFeB) permanent magnets in magnetic equip-
ments, the permanent magnet-based magnetic separator has mostly replaced
the electromagnet-based one and has become one of the most widely used
type in the concentration of magnetic minerals.

Low-intensity magnetic separators are basically limited to the concentra-
tion of strongly magnetic minerals such as magnetite, titano-magnetite and
vanadic titano-magnetite, and to the removal of iron tramps and ferromag-
netic impurities.

2.1.1 Magnetic Pulley
Magnetic pulley presents an easy and simple way to remove iron tramps and
ferromagnetic impurities from sufficiently coarse dry materials moving on a

Magnetic Techniques for Mineral Processing 291



conveyor belt. In practice, it is used to protect processing machinery in a
mineral processing plant. Magnetic pulley is usually suspended over the
conveyor belt or installed at the end of the belt.

In recent years, there is a tendency to convert magnetic pulley into a
magnetic separator, as show in Figure 2. Material is carried over the belt
and the magnetic pulley holds magnetic particles until they leave the
magnetic region, while nonmagnetic particles are thrown over the pulley.
Magnetic pulleys may be manufactured in permanent or electromagnetic
magnets, and are available for continuous and discontinuous operations.

There are two basic designs for magnets in magnetic pulleys, that is, axial
poles with polarities alternating along the circumference of the pulley, and
radial poles with polarities alternating across the width of the pulley (Svoboda
and Fujita, 2003). The axial polarity design is suited for large particles and is
preferable to achieve a high-quality magnetic product as the tumbling motion
of particles over magnet polarities facilitates the release of entrained nonmag-
netic particles, while the radial one is suited for fine particles as it has a more
uniform magnetic field distribution, in comparison with that of the axial po-
larity, and thus is preferable to achieve a high recovery of magnetic particles.

Magnetic pulleys are manufactured in a wide range of diameters from
500 to 2400 mm, and its selection should be matched with the width of
the belt. They are installed at a certain distance from the materials, at which
magnetic induction varies from 100 to 300 mT, based on the magnetic
property and particle size of materials to be separated.

2.1.2 Drum Magnetic Separator
Drum magnetic separators are one of the most widely applied types of
magnetic separators and they are operated under wet conditions, for

Figure 2 Operation of a magnetic pulley (separator).
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concentration of fine or relatively coarse, strongly magnetic particles from
slurry. The dominant areas, where the drum magnetic separators are used,
are the processing of magnetite, titano-magnetite, and vanadic titano-
magnetite ores. Figure 3 shows the wet drum magnetic separator and its
operation for vanadic titano-magnetite. The technical specifications of
applied wet drum magnetic separators are illustrated in Table 2.

The drum is partially submerged in a round tank and slurry is carried
across the lower surface of the drum. Magnetic particles are attracted onto
the drum surface from slurry and brought out of tank with the rotation of
drum, to where they are flushed down as magnetic concentrate with water.
Nonmagnetic particles are discharged at the bottom of the tank as tailings.

The design of drum magnetic separators is basically the same, with per-
manent magnet blocks arranged in a stationary position inside a nonmag-
netic rotating drum. However, there are three basic designs for the tank
of drum, according to the directions of drum rotation and slurry flow,
that is, concurrent, counterrotation, and countercurrent (Svoboda, 2004).

In the concurrent design, slurry is fed through feed box at one side of
drum and flows in the direction of drum rotation, with nonmagnetic parti-
cles discharged at the bottom of tank through the tailings discharge opening.
In practice, this design is mainly used as rougher and cleaner, as a result of its
high selectivity to magnetic particles.

In the counterrotation design, slurry is fed through a special feed box to
the lower side of drum and flows in the opposite direction of drum rotation.
Since slurry flows along the whole magnetic arc of drum, this design is char-
acteristic of high recovery for magnetic particles and is mainly applied as
rougher and scavenger.

The countercurrent design combines the advantages of concurrent and
counterrotation patterns in the characteristics of separation, and thus is

Figure 3 Wet drum magnetic separator (left) and operation for magnetite (right).
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Table 2 Technical specifications of wet low-intensity drum magnetic separators

Drum (mm)
Drum rotation
speed (r/min)

Magnetic
induction
(mT)

Feed solids
concentration
(%)

Processing capacity Drum
driver
(Kw)

Mass
weight (t)Diameter Length Solids (t/h) Slurry (m3/h)

600 1200 35 20e30 10e20 35e55 1.5 1.25
1800 35 20e30 15e30 40e65 1.5 1.3

750 1200 35 20e30 15e30 40e65 2.2 2.0
1800 35 20e30 20e40 55e110 3 2.45

900 1800 25 25e35 20e45 90e160 3 2.8
2400 25 25e35 30e55 120e190 4 3.2

1050 1800 20 25e35 45e60 130e200 4 3.3
2100 20 80e200 25e35 55e80 150e240 4 3.8
2400 20 25e35 60e100 160e280 4 4.3
3000 20 25e35 80e120 240e400 4 4.8

1200 1800 19 25e35 60e75 160e250 4 4.7
2400 19 25e35 70e110 220e380 4 5.2
3000 19 25e35 80e140 260e460 5.5 5.7
3600 19 25e35 100e160 280e540 7.5 8.0
4500 19 25e35 130e190 360e640 15 11.0
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capable of achieving a high-grade concentrate with high recovery. In this
design, slurry is fed at the near bottom of drum and nonmagnetic particles
flow out of the opposite end of tank through a tailings discharge overflow,
which also acts as a slurry level controller. The countercurrent based drum
magnetic separator is well suited for the treatment of fine materials.

Wet drum magnetic separators of special design may be used as a mag-
netic thickener for thickening purpose of magnetic concentrates, usually
at the end of a magnetic separation process, or as a high-intensity magnetic
separator, for the removal of very fine ferromagnetic particles and iron cor-
rosions produced in the grinding process of a nonmetallic ore processing
flowsheet, at a magnetic induction reaching as high as 0.6 T.

With the increase in diameter and length of the drum, the solids
throughput of the separators increases. But, it is believed that a drum diam-
eter around 1200 mm is optimum, beyond which the throughput does not
necessarily increase in a corresponding manner to the drum diameter, and
even at the expense of separation performance.

2.1.3 Column Magnetic Separator
Column magnetic separator is developed on the principle of magnetic
agglomeration of strongly magnetic minerals such as magnetite in a low-
intensity magnetic field, and is primarily used as cleaner to produce a suf-
ficiently high-grade magnetic concentrate. As shown in Figure 4, slurry is
fed at the top of column and flows downward inside the column, where
magnetic particles agglomerate with the size of agglomerations increasingly
growing. The agglomerations settle down to the bottom of column and are

Figure 4 Operation of column magnetic separators for cleaning of magnetite.
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discharged through an adjustable valve, under the combined actions of
magnetic force and gravity in the downward direction, and hydrodynamic
drag in the upward direction from the fluidizing water near the bottom of col-
umn. Nonmagnetic particles flow out of the column through the overflow
launder installed near the top of column. Figure 4 shows the operation of col-
umn magnetic separators in the cleaning of magnetite. The technical speci-
fications of applied column magnetic separators are illustrated in Table 3.

The solids throughput of column magnetic separators varies from 3 to
150 t/h by mass weight and is primarily used for cleaning purposes of
strongly magnetic minerals such as magnetite, as a result of its high selectivity
to magnetic particles. Table 4 illustrates the cleaning performance of column
magnetic separators for different magnetite ores.

Column magnetic separators of special design may be used as magnetic
thickener, with the solids concentration of magnetic concentrate reaching
60–70% by mass weight.

2.1.4 Screen Magnetic Separator
Screen magnetic separator presents another magnetic technique for the
cleaning of strongly magnetic minerals such as magnetite, based on the prin-
ciple of magnetic agglomeration (Li, 2005).

Table 3 Technical specifications of column magnetic separators

Column (mm) Magnetic
induction
(mT)

Feed
size
(mm)

Solids
throughput
(t/h)

Water
consumption
(m3/h)Diameter Height

260 1600 2e3 5e10
400 2600 5e8 10e20
500 2900 0e500 0e0.2 10e15 20e30
600 3145e3480 15e20 25e35
700 3200 20e30 30e40

Table 4 Performance of column magnetic separators for cleaning of different
magnetite ores

Diameter
of column
(mm)

Feed
grade
(% Fe)

Concentrate
Tailings
grade
(% Fe)

Mass weight
(%)

Grade
(% Fe)

Recovery
(% Fe)

200 61.99 91.79 65.76 97.37 19.86
400 60.18 81.07 66.18 89.15 34.49
600 51.60 74.33 67.00 96.51 7.02
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As shown in Figure 5, slurry is fed from the top of an inclined screen in a
low-intensity magnetic field, with the mesh size of screen sufficiently larger
than those of particles in slurry. As the slurry flows down the above surface of
screen, magnetic particles agglomerate with the size of agglomerations
increasingly growing and roll down as magnetic concentrate at the lower
end of screen. The less- or nonmagnetic particles pass through the screen
as tailings. Figure 5 shows the operation of screen magnetic separators for
cleaning of magnetite.

This magnetic technique may achieve a similar separation selectivity in
the cleaning of magnetite, to the column magnetic separators.

2.2 High-Intensity
High-intensity magnetic separators, including the conventional cross-belt
and rotating disc magnetic separators, etc., are used for beneficiation of
weakly magnetic ores, at a much higher magnetic induction than that in a
low-intensity magnetic separator. High-intensity magnetic separators are
available under dry and wet conditions, and dry high-intensity magnetic
separators have been commercially applied more than a century ago for suf-
ficiently coarse magnetic particles. For the treatment of fine weakly mag-
netic particles, wet high-intensity magnetic separators are practically
required, and are more and more increasingly replaced by high-gradient
magnetic separators, due to the developments and applications of high-
gradient magnetic separators in the past three decades.

Although high-gradient magnetic separators fall in the scope of high-
intensity magnetic separation, it is introduced more detail in a single section
in this chapter.

Figure 5 Operation of screen magnetic separators for cleaning of magnetite.
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2.2.1 Magnetic Pulley
Magnetic pulleys are conventionally manufactured for a specific installation to
remove iron tramps and ferromagnetic impurities of sufficiently large size un-
der dry conditions, as mentioned earlier. With the increasing exploitation of
low-grade magnetic ores, such as magnetite, vanadic titano-magnetite and
hematite ores in the recent decade, magnetic pulleys are more and more con-
verted into a high-intensity magnetic separator, for the preconcentration
treatment of low-grade magnetic ores. The preconcentration of such ores
significantly improves the feed grade and the economy of processing plants.

Figure 6 shows a dry high-intensity magnetic pulley as separator and its
operation for preconcentration of a low-grade magnetic ore. High-intensity
magnetic pulleys are manufactured in a wide range of magnetic inductions
from 0.6 to 1.5 T even higher, in correspondence to the magnetic suscep-
tibility and particle size of materials to be treated.

Table 5 illustrates the technical specifications of applied dry high-
intensity magnetic pulleys.

2.2.2 Disc and Roll Magnetic Separators
In the past, cross-belt and rotating disc high-intensity magnetic separators
were used for concentration of relatively coarse weakly magnetic particles
such as wolframite and ilmenite, etc., under dry conditions. In the operation
of these two magnetic separators, material is distributed onto the moving
conveyor belt in a very thin layer, through a vibrating feeder. Such magnetic
separators are not effective even inapplicable for the treatment of fine
materials.

With the increasing reduction in liberation size of valuable components
in magnetic ores, the conventional cross-belt and rotating disc high-intensity
magnetic separators are almost replaced by gravity and flotation, particularly

Figure 6 High-intensity magnetic pulley (left) and operation for preconcentration of
low-grade magnetic ore (right).
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by high-gradient magnetic separators, as a result of its effectiveness to fine
materials and high solids throughput. In the recent years, however, a wet
permanent disc high-intensity magnetic separator as shown in left Figure 7
seems applicable in recovering fine magnetic particles from tailings. In this
disc separator, slurry is fed across a round tank, in which vertically rotating
discs with permanent magnet blocks pick up fine magnetic particles, and
they are brought up and scraped down by rotating scrapers, near the top
of discs. Nonmagnetic particles are discharged at the bottom of tank.

Table 5 Technical specifications of dry high-intensity magnetic pulleys

Drum (mm) Drum
rotation
(r/min)

Magnetic
induction
(T)

Feed
size
(%)

Solids
throughput
(t/h)

Mass
weight
(t)Diameter Length

500 600 10e40 20e40 0.7
750 10e40 30e50 0.8
950 10e40 35e55 1.0

600 750 10e150 35e55 1.0
950 10e150 50e60 1.4

1200 10e150 80e100 1.8
800 950 0e120

(varies with
diameter)

0.6e1.5 10e200 50e80 2.2
1200 10e200 65e100 2.5
1400 10e200 80e120 2.7
1600 10e200 80e120 4.35

1000 1200 10e300 70e120 4.2
1400 10e300 80e150 4.8
1600 10e300 150e200 5.4

1200 1400 �350 100e200 5.45
1600 �350 150e250 6.8

1400 1600 �350 200e350 10.0

Figure 7 High-intensity disc (left) and roll (right) magnetic separators.
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And, a dry high-intensity roll magnetic separator as shown in right
Figure 7 is replacing the conventional roll magnetic separators and is used
for concentration of relatively coarse magnetic particles. The design of
such a roll magnetic separator is similar to that of the conventional roll mag-
netic separator, but it achieves a higher magnetic induction and its installa-
tion requires a much smaller occupation for space.

2.2.3 Drum Magnetic Separator
The availability and affordability of permanent magnets of high-magnetic
power result in the design and manufacture of high-intensity drum magnetic
separators, and it is used to remove fine ferromagnetic impurities from
nonmetallic ores.

The design of high-intensity drum magnetic separator is somewhat
different from that of low-intensity one. In the high-intensity drum
magnetic separators, a plurality of small magnet blocks with polarities alter-
nating in small intervals are used to achieve a high-magnetic induction of
0.6–0.8 T on the surface of drum. Such a magnet design is believed to
require less magnet material, in comparison to the conventional ones
(Svoboda, 2004). The configuration of wet high-intensity drum magnetic
separator is almost the same as the wet low-intensity one, as shown in
Figure 3.

High-intensity drum magnetic separator may be used for concentration
of magnetic particles from coarse materials, under dry conditions.

2.3 High-Gradient
2.3.1 Brief Review on High-Gradient
High-gradient magnetic separation has achieved remarkable progress and
wide applications since Jones in 1955 achieved a high-gradient magnetic
field in a magnetized matrix (Svoboda, 2004). By using magnetic matrix,
magnetic force upon magnetic particles is remarkably increased, resulting
in the significantly improved recovery for fine weakly magnetic particles.

However, it has undergone a long period in the development of high-
gradient magnetic separators, from cyclic to continuous operation, and
from the horizontal design philosophy of separating ring to the vertical
one. At the same time, magnetic matrix, as carrier for the capture of magnetic
particles in a high-gradient magnetic separator, has evolved from the early
used fibers and balls to meshes, and to the present rod poles. Now, the rod
matrix made of rod poles has proven the most applicable medium in the mag-
netic capture of fine weakly magnetic particles from slurry in a high-gradient
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magnetic separator, due to its high operational reliability, simplified combi-
natorial optimization, and resistance to clogging (Chen et al., 2013a).

2.3.2 Pulsating High-Gradient
In the conventional high-gradient magnetic separations of fine weakly
magnetic ores, the mechanical entraining of non-magnetic particles and
the clogging of magnetic matrix are the biggest problems. The entraining
of nonmagnetic particles deteriorates the selectivity of separation and the
clogging makes the maintenance of separators a hard task. Since 1986, pul-
sating high-gradient magnetic separation was proposed and developed to
solve the above problems, and they are now widely applied for concentra-
tion of fine weakly magnetic minerals such as hematite, limonite, siderite,
etc. (Xiong et al., 1998), and for purification of nonmetallic ores such as
quartz, feldspar, and kaolin.

2.3.2.1 Principle of Pulsating High-Gradient Magnetic Separation
The principle of pulsating high-gradient magnetic separation is explicable
through a cyclic pilot-scale pulsating high-gradient magnetic separator as
schematically shown in Figure 8 (Chen et al., 2009). This pilot-scale sepa-
rator is fed periodically and rod poles made of magnetic stainless steel are
used as separating matrix.

Figure 8 Cyclic pilot-scale pulsating high gradient magnetic separator: 1 ¼ feed box,
2 ¼ magnetic pole, 3 ¼ magnetic yoke, 4 ¼ energizing coils, 5 ¼ magnetic matrix,
6 ¼ pulsating mechanism, 7 ¼ product box, 8 ¼ valve.
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While the pilot-scale separator is operated, a direct current flows through
the energizing coils and a magnetic field is built up in the separating zone.
Firstly, the separating zone is filled with flowing water so that the pulsating
energy can be transmitted to the separating zone, in which the level of water
and its flow rate are adjustable through the valve below the pulsating mech-
anism. Then, slurry is fed into the matrix in the separating zone through feed
box. Magnetic particles are attracted from slurry onto the surface of matrix,
while nonmagnetic particles pass through the matrix and go out through the
product box as tailings, under the combined actions of slurry pulsation, grav-
ity, and hydrodynamic drag. The pulsating mechanism drives the slurry in
the separating zone up and down, keeping particles in the matrix in a loose
state so that magnetic particles can be more easily captured by matrix and
nonmagnetic particles can be more easily dragged out of the matrix. This
magnetic separator achieves a superior performance to traditional separators,
due to the innovative introduction of slurry pulsation in the separating
process and the use of rod matrix (Zeng and Xiong, 2003).

The most essential features in pulsating high-gradient magnetic sepa-
rator, differing from other high-gradient magnetic separators, is a slurry in
the matrix exposed to pulsation to loose particles, which is achieved by
the pulsating mechanism below the lower magnetic yoke, as shown in
Figure 8.

The pulsation of slurry determines the behavior of slurry and particles in
the separating zone. While the separating zone is filled with slurry and the
pulsating mechanism is working, the pulsating energy is transmitted to the
separating zone and drives the slurry up and down. The pulsating velocity
~y, maximum pulsating velocity ~ymax, and average pulsating velocity y of
slurry are respectively written as (Xiong et al., 1998):

~y ¼ 1
2

Su sin
�
ut
�

(7)

~ymax ¼ 1
2

Su (8)

y ¼ 1
2p

Z2p

0

����12 Su sin
�
ut
�����d�ut

� ¼ Su

p
(9)

where S is the pulsating stroke, u is the angle speed of pulsation, and t is the
time variable, respectively.
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As shown in Figure 9, the actual velocity of slurry in the separating zone
is the sum of feed velocity and pulsating velocity:

y ¼ y0 þ ~y ¼ y0 þ 1
2

Su sin
�
ut
� ¼ y0 þ ~ymax sin

�
ut
�

(10)

From Eqn (10), when ~ymax > y0, the velocity of slurry is periodically
reversed and the slurry moves up and down. As shown in Figure 9, the shad-
owed area below the horizontal axis indicates that slurry moves upwards,
while that above the axis indicates that slurry moves downwards; in such
a case, the pulsating slurry produces a relaxing effect on the particles in ma-
trix, and the mechanical entrapments due to bridge effect are reduced or
destroyed. But, if ~ymax � y0, slurry flows downwards and nonmagnetic par-
ticles may be trapped in the matrix and the matrix may be mechanically
clogged, resulting in the deterioration of separation performance. It is clear
that it is crucially important that ~ymax > y0 is met in pulsating high-gradient
magnetic separation.

The pulsation of slurry increases the layers or distance of matrix, in which
particles pass through, thus improves the collision efficiency between matrix
and particles and consequently the recovery of magnetic particles. From
Figure 10, when ~ymax � y0 or the pulsating velocity is very small, slurry flows
downwards with no reversion upward, and the particles pass n layers of
matrix, at a distance equal to the matrix depth L0, that is:

n ¼ n0 ¼ L0

DL
(11)

where n is the layers of particles passing through matrix, n0 is the layers
of matrix, and DL is the spacing between two neighbouring layers in matrix.

Figure 9 Velocity curve of slurry in a cycle of pulsating high gradient magnetic
separation.
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As the pulsating velocity increases and ~ymax > y0 is met, the velocity di-
rection of slurry reverses periodically, and the slurry moves up and down. In
such a case, the actual layers and distance of particles passing through the ma-
trix increases as shown in Figure 10, where, for visibility, the particle is arti-
ficially deflected from the passing route through the matrix.

The actual distance of particles through matrix in a pulsating cycle in the
separating zone as shown in Figure 10 is calculated as:

LT ¼
ZT

0

jy0 þ ~ymaxðutÞjdt (12)

where LT is the actual distance of particles passing through matrix in a
pulsating cycle of T.

When ~ymax � y0, the particles pass through the depth of matrix with no
reversion upward, and the actual distance is L0. However, under ~ymax > y0

condition, the slurry moves up and down and the actual distance is inte-
grated from Eqn (12):

LT ¼ 2
p

y0T$

2
4arcsin

y0

~ymax
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
~ymax

y0

�2

� 1

s 3
5 (13)

From Eqn (13), the actual distance of particles passing through matrix
may be considerably increased to a high level if only ~ymax > y0 is met.

Figure 10 Trajectories of a particle passing through a matrix depth under nonpulsating
(left) and pulsating (right) conditions.
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And when ~ymax � y0, particles pass n0 layers of matrix. However, when
~ymax > y0 is met, the actual layers of particles through matrix is calculated by
dividing LT with DL:

n ¼ 2
p

n0$

2
4arcsin

y0

~ymax
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
~ymax

y0

�2

� 1

s 3
5 (14)

It can be seen that the actual layers increase as the maximum pulsating ve-
locity increases. For instance, when the maximum pulsating velocity ~ymax is
10 times of y0, the actual layers is increased to 7 times of n0, significantly
increasing the chance of matrix capturing magnetic particles from slurry.

The pulsation of slurry produces a considerable improvement on the sep-
aration performance of a pulsating high-gradient magnetic separator, and the
effect of slurry pulsation on the grade of magnetic concentrate is given by
Oberteuffer (1974):

Gm ¼ Gmax

1 þ AnmK Fi
Fc

(15)

The effect of slurry pulsation on the recovery of magnetic particles is
expressed as (Xiong et al., 1998):

R ¼ Rmax$½1 � ð1� pÞn� (16)

where Gm is the grade of magnetic concentrate, Gmax is the maximum grade
of magnetic concentrate, Anm is the mass ratio of nonmagnetic particles to
magnetic particles in feed, K is constant, Fi is the interactive force between
magnetic and nonmagnetic particles, Fc is the competing forces acting upon
particles, R is the recovery of magnetic particles, Rmax is the maximum
recovery of magnetic particles, and p is the capture possibility of a particle
passing through a single layer of matrix.

From Eqn (15), the concentrate grade increases as the competing forces
increase. As the pulsation of slurry produces an additional competing force
on particles in pulsating high-gradient magnetic separation, so that it
improves the concentrate grade; moreover, the improved concentrate grade
is also benefited from the loose state of particles in the separating matrix, as a
result of slurry pulsation wherein. It can be seen from Eqn (16), the recovery
increases with increase in the actual layers of particles passing through matrix.

The pulsation of slurry produces a different capturing model of matrix
for magnetic particles from that with no pulsation (Xiong et al., 1998), as
shown in Figure 11.
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Under nonpulsating condition, slurry flows downward and the matrix
mainly captures magnetic particles on the upper surface of magnetic elements
ofmatrix. But, under pulsating condition, slurry moves up anddown in thema-
trix and the matrix captures magnetic particles on both the upper and lower sur-
faces of magnetic elements in the matrix. From this point of view, the pulsation
of slurry increases the capture area of matrix for magnetic particles, and thus im-
proves the solids throughput of a pulsating high-gradient magnetic separator.

2.3.2.2 SLon Pulsating High-Gradient Magnetic Separator
SLon pulsating high-gradient magnetic separator as shown in Figure 12 has
been innovatively developing since 1986, based on the principle of pulsating

Figure 11 Capture of magnetic particles onto matrix under nonpulsating (left) and
pulsating (right) conditions.

Figure 12 SLon pulsating high gradient magnetic separator: 1 ¼ pulsating mechanism,
2 ¼ energizing coils, 3 ¼ magnetic yoke, 4 ¼ separating ring, 5 ¼ feed box, 6 ¼ wash
water box, 7 ¼ concentrate flush, 8 ¼ concentrate boxes, 9 ¼ middling chute, 10 ¼ tail-
ings boxes, 11 ¼ slurry level box, 12 ¼ ring driver, 13 ¼ support frame, F ¼ feed,
W ¼ water, C ¼ concentrate, M ¼ middling, T ¼ tailings.
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high-gradient magnetic separation, and it is now the mostly applied high-
gradient magnetic separator over the world, widely used for concentration
of fine weakly magnetic ores such as hematite, ilmenite, etc., and for puri-
fication of nonmetallic ores such as quartz, feldspar, etc.

It can be seen from Figure 12, SLon pulsating high-gradient magnetic
separator mainly consists of pulsating mechanism, energizing coils, magnetic
yoke, separating ring, and feed and product boxes. In most cases, rods matrix
made of magnetic stainless steel is used as magnetic matrix.

While working, a direct current flows through the energizing coils and a
magnetic field is built up in the separating zone. The separating ring with
magnetic matrix rotates around its horizontal axis. Slurry is fed from feed
box and enters into the matrix moving through the separating zone. Mag-
netic particles are attracted from slurry onto the surface of matrix and
brought to the top of separating ring, where magnetic field is negligible,
and is flushed into concentrate boxes. Nonmagnetic particles flow through
the matrix and enter into the tailings boxes under the combined actions of
pulsating, gravity, and hydrodynamic drag. As the flushing direction of water
is opposite to that of feed for each matrix pile, coarse particles will be flushed
out without necessity to pass through the matrix depth, so that the clogging
of matrix is avoidable. Moreover, the pulsating mechanism below the mag-
netic yoke drives the slurry in the separating zone up and down, keeping
particles in the zone in a loose state, thus magnetic particles will be more
easily captured by matrix and nonmangetic particles will be more easily
dragged out as tailings.

Obviously, the vertical rotation of ring prevents matrix from being
clogged and the pulsation of slurry improves the selectivity of separation.
Due to these two innovative designs, SLon magnetic separators possess
such merits as high efficiency, high reliability and flexibility, etc., in compar-
ison to conventional high-gradient magnetic separators.

There are more than 3000 of SLon magnetic separators in operation in the
field of mineral processing. It treats materials in a wide range of solids through-
put from 100g per batch in SLon-100 cyclic pilot-scale magnetic separator to
several hundred tons per hour in SLon full-scale magnetic separators. The
technical specifications of SLon magnetic separators are listed in Table 6.

Figure 13 shows the largest SLon-4000 full-scale pulsating high-gradient
magnetic separator and its operation for concentration of fine ilmenite from
tailings at Panshihua Iron and Steel Company in southwest Sichuan prov-
ince of China. It achieved a much superior performance to conventional
separators, at a solids throughput reaching 570 t/h.
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Table 6 Technical specifications of SLon pulsating high gradient magnetic separators.

SLon
separators SLon-100 SLon-500 SLon-750

SLon-
1000

SLon-
1500

SLon-
1750

SLon-
2000

SLon-
2250

SLon-
2500

SLon-
3000

SLon-
3500 SLon-4000

Ring
diameter
(mm)

100
(matrix
height)

500 750 1000 1500 1750 2000 2250 2500 3000 3500 4000

Magnetic
induction
(T)

1.2 (1.75) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Pulsating
stroke
(mm)

0e30 0e50 0e50 0e20 0e30 0e30 0e30 0e30 0e30 0e30 0e30 0e30

Pulsating
frequency
(r/min)

0e600 0e400 0e400 0e300 0e300 0e300 0e300 0e300 0e300 0e300 0e300 0e300

Energizing
current
(A)

1200 1200 1100 650 950 1200 1200 1400 1400 1600 1700

Energizing
voltage
(V)

16.4 8.3 12 26.5 28 31 35 36 45 57 60

Energizing
power
(Kw)

19.7 10 13 17 27 37 42 51 63 91 102

Ring
power
(Kw)

0.18 0.55 1.1 3 4 5.5 7.5 11 18.5 37

Ring
rotation
speed
(r/min)

0.3e3 0.3e3 2e4 2e4 3e4 3e4 3e4 3e4 3e4 3e4 3-4



Pulsating
power
(Kw)

0.55 0.37 0.75 2.2 4 4 7.5 7.5 11 18.5 37

Feed size
(mm)

�1.3 �1.0 �1.0 �1.2 �1.2 �1.2 �1.2 �1.2 �1.2 �1.2 �1.2 �1.2

Feed solids
concentration
(%)

5e40 10e40 10e40 10e40 10e40 10e40 10e40 10e40 10e40 10e40 10e40 10e40

Feed solids
(t/h)

100-600g 0.03e0.125 0.06e0.25 4e7 20e30 30e50 50e80 80e120 100e150 150e250 250e400 350e550

Feed
volume
flow rate
(m3/h)

0.25e0.5 0.5e1.0 12.5e20 50e100 75e150 100e200 160e300 200e400 350e650 750e1400

Water
pressure
(MPa)

0.1e0.2 0.1e0.2 0.1e0.2 0.2e0.3 0.2e0.3 0.2e0.3 0.2e0.3 0.2e0.4 0.2e0.4 0.2e0.4 0.2e0.4 0.2e0.4

Flush
water con-
sumption
(m3/h)

0.75e1.5 1.5e2.5 8e14 40e60 60e100 80e120 120e170 160e220 240e400 560e800

Mass weight
of mathine
(t)

1.15 1.5 3 6 20 35 50 70 105 175 200 380

Dimension
(L�W�H,
mm)

1600
�800
�1600

1800
�1400
�1320

2000
�1360
�1680

2700
�2000
�2400

3700
�2900
�3200

3900
�3300
�3800

4200
�3550
�4200

4580
�4300
�4590

5800
�5000
�5400

6600
�5300
�6400

8700
�7400
�8500

Remarks cyclic
pilot-
scale

Continuous semi-full-scale Continuous full-scale

A higher magnetic induction of 1.75 T is achievable in SLon-100 pilot-scale magnetic separator of special design and 1.3 T is
achievable in SLon full-scale magnetic separators.



2.3.2.3 Operation of SLon Magnetic Separator
The main operative variables of SLon magnetic separators include magnetic
induction, pulsating stroke, pulsating frequency, and selectivity of rod ma-
trix. Moreover, the diameter of ring determines the electric efficiency of
the separators. Under any conditions, the performance of the separatorrs is
closely related to the characteristics of feed.

Magnetic induction: Magnetic induction is the direct and dominant force
which controls the number of magnetic particles going into concentrate,
thereby generating a significant effect on the performance. In conventional
high-gradient magnetic separators, an increase in magnetic induction de-
creases the grade of magnetic concentrate but improves the recovery of mag-
netic particles. However, in SLon pulsating high-gradient magnetic
separator, the increase in magnetic induction improves both the concentrate
grade and the recovery of magnetic particles, due to the fact that the pulsa-
tion of slurry improves the separation selectivity and the capture probability
of magnetic particles.

The finer is the material, a higher magnetic induction is required to over-
come the competing forces upon particles. But, the induction is not the only
variable to recover fine magnetic particles, as the magnetic force acting on a
magnetic particle, to a great extent, depends on the field gradient of matrix.
Therefore, the optimum magnetic induction is connected to the selectivity
of matrix.

Pulsating stroke and frequency: The most essential feature in SLon magnetic
separators is the pulsation of slurry in the separating zone, which produces a
significant effect on the separation performance. Figure 14 shows the sepa-
ration results of SLon-100 cyclic pilot-scale magnetic separator in concen-
trating fine hematite tailings assaying 28.76% Fe, as a function of pulsating

Figure 13 The largest SLon-4000 full-scale pulsating high gradient magnetic separator
(left) and operation for concentration of fine ilmenite from tailings (right).
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stroke and frequency, respectively. It is noted that more than 70% by mass
weight of the material is smaller than 37 mm.

It can be seen that the pulsating stroke and frequency have significant
effects on the separation performance of SLon-100 magnetic separator.
As the stroke and frequency increase, concentrate grade increases and ap-
proaches the maximums after they reach 6 mm and 150 r/min, respec-
tively; and with increase in the stroke and frequency, the recovery
increases and respectively reaches the peak, and then begins to decrease
when the stroke and frequency reach excessively high levels.

It is crucial that the pulsating energy is adequate enough so that slurry in
the separating zone moves up and down and produces a relaxing effect on
the particles in matrix, thereby improving the selectivity of separation and
eliminating the mechanical entraining of nonmagnetic particles (Chen
et al., 2009). The bigger is the stroke and the higher is the frequency, the
more adequate is the pulsating energy in the separating zone.

From Figure 14, when the stroke and frequency are excessively small, the
separation performance is improved slightly, due to the inadequate pulsating
energy to relax particles in the matrix. The pulsating energy becomes more
adequate as the stroke and frequency increase, and slurry in the matrix re-
verses periodically in the separating zone; in such a case, the actual distance
and layers of particles passing through the matrix increase and there are more
chances for the magnetic particles to be captured as concentrate, thereby
improving the performance greatly. But, the performance decreases after
the stroke and frequency reach excessively high levels, and this is due to
the fact that fine magnetic particles are subjected to a too strong hydrody-
namic competing force and are dragged out as tailings.
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Figure 14 Effect of pulsating stroke (left) and frequency (right) on performance of
SLon-100 magnetic separator in concentrating fine hematite tailings.
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The basic principle in choosing the stroke and frequency is based on the
nature of materials, and as well as is related to the magnetic induction
applied. For a given material, a larger stroke or a higher frequency is usually
required if a high enough magnetic induction is applied; and for a set mag-
netic induction, a fine material tolerates a gentle pulsating intensity. In prac-
tice, the stroke is usually fixed while the frequency is adjustable, in response
to the variation in feed properties.

Selectivity of rod matrix: Except for the introduction of slurry pulsation in
the separating zone of SLon magnetic separators, the rod matrix plays a vital
role in the wide applications of the separators. Compared with fine matrix
such as meshes and coarse matrix such as balls, rod matrix as shown in
Figure 15 has such advantages as high operational reliability, simple combi-
natorial optimization, and resistance to clogging.

The selectivity of rod matrix determines the magnetic field gradient on
the surface of matrix and subsequently the magnetic force imposed on a
magnetic particle, which produces a significant effect on the performance
of SLon magnetic separators. The finer is the matrix, the higher is the field
gradient and the stronger is the magnetic force upon a magnetic particle.
The selectivity of rod matrix on the separation performance of SLon-100
cyclic pilot-scale magnetic separator in concentrating fine hematite tailings
is illustrative in Table 7.

Selectivity of ring diameter: SLon magnetic separators are termed with the
diameter of separating ring and it has a decisive control on the efficiency

Figure 15 Rod matrix widely applied in SLon pulsating high gradient magnetic
separators.
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of energy consumptions of the separators. With scale-up of SLon magnetic
separators, the energy consumptions decrease. Figure 16 shows the unit elec-
tric consumption of the separators for per ton of material, i.e., unit electric
consumption, as a function of the diameter of separating ring.

It is clear that the scale-up of SLon magnetic separators reduces energy
consumptions. The unit electric consumption reduces from 0.85 to 0.64
and to 0.39 KWh, as the diameter of separating ring is scaled-up from
2000 to 3000 and to 4000 mm. Thus, the selectivity of large-scale separators
is extremely economic for a high throughput of processing plant.

2.3.3 Vibrating High-Gradient
The interfusion of iron impurities is a major problem in the utilization of
nonmetallic ores, such as kaolin, feldspar, quartz, etc. Such impurities affect
the brightness of clay products and reduce its commercial values (Chen et al.,
2012). In practice, wet high-gradient magnetic separation is used for the pu-
rification of nonmetallic ores, as it is more applicable to have the motion of
fine magnetic particles under control, thus an effective separation is achiev-
able in a wet high-gradient magnetic separator. However, wet high-gradient
magnetic separation has such demerits as necessity of dry treatment after

Table 7 Comparison of separation performance between 1 mm and 2 mm rod matrix

Rod
diameter (mm)

Concentrate
mass (%)

Concentrate
grade (% Fe)

Iron
recovery (%)

1 20.62 52.36 37.54
2 13.16 52.46 24.00
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Figure 16 Effect of ring diameter on unit electric energy consumption of SLon
magnetic separators.
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separation, difficulty of running the process in cold or water-deficient re-
gions, etc.

The most difficulty in applying a dry high-gradient magnetic separation
lies in the fact that the mechanical entrapment of nonmagnetic particles in
the powder coagulations can not be effectively overcome; this, however,
in most cases is the most important aspect of the selectivity problem prevent-
ing dry high-gradient magnetic separation from applications. In a dry high-
gradient magnetic separation, powder coagulations caused by particle
interaction is considerable and tends to cause a blockage in magnetic matrix,
which results in the deterioration in the separation performance of dry high-
gradient magnetic separation.

2.3.3.1 SLon Vibrating High-Gradient Magnetic Separator
A SLon-1000 dry vibrating high-gradient magnetic separator is reported for
purification of nonmetallic ores (Chen et al., 2012). As shown in Figure 17,
the separator mainly consists of magnetic yoke, separating ring, energizing
coils, ring vibrating mechanism, feed vibrating mechanism, and a shaft joint
of rubber. Rod matrix is used as magnetic matrix.

Figure 17 SLon-1000 dry vibrating high gradient magnetic separator. 1 ¼ collecting
box of nonmagnetic product, 2 ¼ launder of magnetic product, 3 ¼ magnetic yoke,
4 ¼ separating ring, 5 ¼ ring vibrating mechanism, 6 ¼ feed distributor, 7 ¼ feed
vibrating mechanism, 8 ¼ feed box, 9 ¼ motor of feed vibrating mechanism, 10 ¼ ener-
gizing coils, 11 ¼ support frame, 12 ¼ magnetic matrix, 13 ¼ vibrating motor of ring
vibrating mechanism, 14 ¼ shaft joint of rubber, 15 ¼ ring driver. F ¼ Feed, MP ¼ Mag-
netic product, NMP ¼ Nonmagnetic product.
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While the separator is operated, a direct current flows through the ener-
gizing coils and a magnetic field is built up in the separating zone. The sepa-
rating ring with magnetic matrix positioned on the ring vibrating mechanism
rotates around its horizontal axis in a vibrating manner. The material is
evenly fed into the matrix in the separating zone, in a very thin layer through
feed distributor, which is installed under the vibrating feed mechanism. Mag-
netic particles are captured from the material onto matrix, brought to the top
of ring where the magnetic field is negligible, and fall into the launder of
magnetic product below as magnetic product. Nonmagnetic particles, how-
ever, pass through the matrix and fall into the collecting box of nonmagnetic
product, under the gravity and ring vibration.

Table 8 lists the main technical parameters of SLon-1000 vibrating mag-
netic separator.

The separator uniquely combines a ring vibrating mechanism that makes
the ring vibrate during its rotation, and a feed vibrating mechanism that
makes the material evenly pass through matrix, in a very thin layer and
without blockage. The rotation torque from the ring driver is stably trans-
mitted to the vibrating ring, through a shaft joint made of rubber in the mid-
dle of the ring axis (Liu, 2007).

2.3.3.2 Application of SLon Dry Vibrating Magnetic Separator
The SLon-1000 dry vibrating high-gradient magnetic separator is used for
purification of kaolin, with results compared to SLon-1500 wet pulsating
high-gradient magnetic separator as illustrated in Table 9. The iron impu-
rities in the kaolin are finely disseminated in the form of hematite and

Table 8 Technical parameters of SLon-1000 dry vibrating high gradient magnetic
separator

Technical parameters Range Technical parameters Range

Diameter of ring (mm) 1000 Ring driver (Kw) 1.1
Rotation speed of ring

(r/min)
0e3 Power of vibrating ring

mechanism (Kw)
1.5

Magnetic induction (T) 1.0 Power of vibrating feed
mechanism (Kw)

0.18

Vibrating amplitude of
ring (mm)

2e4 Material throughput (t/h) 2e3

Vibrating frequency of
ring (1/min)

0e1450 Mass weight (t) 7.6

Energizing power (Kw) 17 Dimension of machine
(L � W � H) (mm)

1910 � 2320 � 2708
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limonite. From Table 9, compared to SLon wet pulsating high-gradient
magnetic separator, the dry magnetic separator achieves a higher iron
removal rate but a lower mass weight of nonmagnetic product. As the dry
vibrating separation has inferiority in magnetic selectivity and an inherent
sensitivity to form powder coagulations to the wet one, the dry vibrating
separator is effective in purifying the kaolin material.

Table 10 shows the separation performance of SLon-1000 dry vibrating
high-gradient magnetic separator in purifying fine quartz with a particle size
below 74 mm by around 90%. It can be seen that it achieves a high mass weight
of nonmagnetic product, with the iron removal rate reaching 51.30%.

3. CASE STUDIES ON MAGNETIC SEPARATIONS

In this section, several cases of magnetic techniques for the treatment
of typically magnetic ores are introduced, and they are magnetite, hematite,
ilmenite, limonite, and nonmetallic ores. In the processing of these magnetic

Table 9 Performance comparison of SLon wet and dry magnetic separators in
purificating kaolin

Magnetic
separators

Feed
grade
(% Fe2O3)

Nonmagnetic
product Magnetic product

Removal
rate of
Fe2O3 (%)

Mass
weight
(%)

Grade
(% Fe2O3)

Mass
weight
(%)

Grade
(% Fe2O3)

SLon-1500
wet pulsating
separator

0.65 92.42 0.44 7.58 3.21 37.44

SLon-1000
dry vibrating
separator

0.73 84.56 0.50 15.44 1.99 42.08

Differences �0.08 þ7.86 �0.06 �7.86 þ1.22 �4.64

Table 10 Performance of SLon-1000 vibrating magnetic separator in purifying fine
quartz

Feed grade
(% Fe2O3)

Nonmagnetic product Magnetic product
Removal
rate of
Fe2O3 (%)

Mass
weight (%)

Grade
(% Fe2O3)

Mass
weight (%)

Grade
(% Fe2O3)

0.08 97.40 0.04 2.60 1.58 51.30
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ores, magnetic techniques are applied and their advantages over gravity and
flotation methods are well reflected.

3.1 Magnetite and Hematite Ores
Anshan type lean hematite ore, located in Anshan area of northeast China, is
one of the mostly typical iron ores of super-large reserve. In the past, this
low-grade iron ore was crushed and classified into coarse and fine fractions,
with the coarse fraction reductively roasted and the fine fraction processed in
a gravity-high-intensity magnetic separation-flotation flowsheet. This flow-
sheet produces a relatively low-grade concentrate assaying around 63% Fe at
a low recovery. In the past decade, with development of SLon pulsating
high-gradient magnetic separator and flotation reagents, a high-gradient
magnetic separation–reverse flotation flowsheet is proposed and applied to
treat the Anshan type lean hematite ore, as shown in Figure 18.

In the new flowsheet, the ore is crushed, ground, and classified into
coarse and fine fractions by hydrocyclones. The coarse fraction is fed into
spirals to produce a qualified high-grade concentrate, and its tailings are suc-
cessively processed by low-intensity magnetic and high-gradient magnetic
separations, with a relatively high-grade concentrate achieved and returned
to the grinding-classification system to achieve full liberation. The fine frac-
tion, as shown in Figure 18, is processed with low-intensity magnetic sepa-
ration to achieve a magnetite concentrate and its tailings is processed with
SLon pulsating high-gradient magnetic separators as shown in Figure 19

Anshan magnetite-hematite ore

Grinding and hydrocyclone classification

HGMS of hematite

LMS of magnetite

Reconcentration by flotation

Processing of coarse fraction Fine fraction

Hematite concentrate

Concentrate 

Magnetite concentrate

HGMS tailings

Total tailings

Figure 18 Processing flowsheet of Anshan type lean hematite ore (fine fraction).
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to achieve a hematite concentrate. These two concentrates are combined
and upgraded in a reverse flotation flowsheet to produce a high-grade
concentrate assaying 67.98%. This concentrate is combined with that
from the coarse fraction and produces a final concentrate assaying 67.50%
at a high recovery approaching 80%.

Table 11 illustrates the processing results of this typically lean hematite
from Qidashan processing plant of Anshan Iron and Steel Company.

Apparently, in the new flowsheet, gangues are effectively discarded as
tailings at an extremely low grade through SLon pulsating high gradient
magnetic separators, which creates a vital role in the whole flowsheet, for
the production of high-grade concentrate at a high recovery.

Due to the successful application of high-gradient magnetic separation–

reverse flotation flowsheet in processing Anshan type lean hematite ore
in Anshan Iron and Steel Company, high-gradient magnetic separation is

Figure 19 Operation of SLon pulsating magnetic separators in Qidashan processing
plant for concentration of Anshan type lean hematite ore.

Table 11 Processing results from Qidashan plant for Anshan type lean hematite ore
(fine fraction)

Products
Mass
weight (%)

Grade
(% Fe)

Iron
recovery (%) Remarks

Feed 100.00 25.61 100.00 Fine fraction
Magnetite

concentrate
28.52 54.26 60.43 Wet drum LMS

Hematite
concentrate

19.53 28.21 21.51 SLON PHGMS

HGMS tailings 51.95 8.90 18.06
Total tailings 74.50 11.11 32.31
Concentrate 25.50 67.98 67.69 Magnetite þ hematite
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now widely applied over the world, for the primary concentration of hema-
tite ore.

3.2 Limonite Ore
There are abundant limonite resources, for instance, in Yunnan province of
southwest China, and the main characteristics of such magnetic ores are low
density, fine dissemination or inclusion with gangues, small magnetic suscep-
tibility, and high sensitivity to argillation during its grinding process. Thus, its
effective utilization, in most cases, becomes difficult even impossible with
gravity and flotation. With the development of magnetic techniques, more
and more limonite resources are deploited, and used as raw material in the
iron and steel industry. Figure 20 shows the processing flowsheet of magnetic
separations for a fine limonite from a leaching residue of gold ore in
Yunnnan province, with results of the flowsheet illustrated in Table 12.

It can be seen that, after removal of strongly magnetic magnetites with wet
low-intensity drum magnetic separation, the limonite is effectively recovered
with SLon pulsating high-gradient magnetic separator from the residue.

Feed: from leaching residue of gold ore

Concentration of magnetite by LMS

Concentration of limonite by HGMS

Tailings

Magnetite concentrate 

Hematite concentrate 

Concentrate

Figure 20 Processing flowsheet of fine limonite from leaching residue of gold ore.

Table 12 Processing results of limonite from leaching residue of gold ore

Products
Mass
weight (%)

Grade
(% Fe)

Iron
recovery (%) Remarks

Feed 100.00 48.52 100.00 From gold leaching
Magnetite

concentrate
30.07 63.57 39.39 Wet drum LMS

Limonite
concentrate

33.81 50.36 35.09 SLon PHGMS

Tailings 36.12 34.28 25.52
Concentrate 63.88 56.58 74.48 Magnetite þ limonite
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3.3 Ilmenite Ore
Panzhihua ilmenite, located in Sichuan province of southwest China, is
the largest ilmenite reserve in the world, with an estimated reserve of
870 million tons. This deposit accounts for more than 90% of the total tita-
nium resource of China and over 35% of the world. In the present process-
ing flowsheet, the ore is first processed with wet low-intensity drum
magnetic separator to concentrate strongly magnetic vanadic titano-
magnetite, with its tailings classified into coarse and fine fractions; and
then the ilmenite is respectively recovered from the two fractions, by
high-gradient magnetic separation-reverse flotation flowsheet. Figure 21
shows the processing flowsheet for the fine fraction in the ilmenite
processing plant of Panshihua Iron and Steel Company, with separation
results listed in Table 13.

It can be seen that high-gradient magnetic separation plays a crucially
important role in the recovery of fine ilmenite from the ore. In the flowsheet
as shown in Figure 21, the feed is firstly processed by wet low-intensity
drum magnetic separation to concentrate vanadic titano-magnetite, and
then is effectively processed through an SLon pulsating high-gradient mag-
netic separation flowsheet, in which 67.87% by mass weight of the feed is
discarded as tailings, at a very low grade of 3.02% TiO2.

It is apparent that high-gradient magnetic separation plays the most sig-
nificant role in the flowsheet for the production of qualified high-grade
ilmenite concentrate, by providing a primary ilmenite concentrate to the
reverse flotation flowsheet, at a low mass flow rate.

Feed: fine fraction of Panzhihua ilmenite ore

Processing by LMS 

Concentration of ilmenite by HGMS

Reconcentration of ilmenite by reverse fotation

Removal of sulfide ore by fotation

Vanadic titano-magnetite concentrate

HGMS tailings

Sulfide concentrate

Ilmenite tailings

Ilmenite concentrate Total tailings 

Figure 21 Processing flowsheet of Panzhihua ilmenite ore (fine fraction).
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3.4 Nonmetallic Ores
Magnetic techniques have become the mostly used method for purification
of nonmetallic ores, mainly due to its effectiveness, simple operation, renew-
ability, and low operating cost. Table 14 shows the performances of SLon
pulsating high-gradient magnetic separators in purifying the typically
nonmetallic ores in China. From Table 14, high-gradient magnetic separa-
tion is well suited for the purification of nonmetallic ores, at a high removal
rate for magnetic impurities.

4. FUTURE TRENDS IN MAGNETIC SEPARATION

Magnetic techniques are now extensively applied in the field of min-
eral processing, for concentration of magnetic components or for removal of
magnetic impurities with tremendous successes. But, the mineral industry is
encountering such difficulties as declines in grade and liberation size of

Table 14 Performances of high gradient magnetic separation in purifying
nonmetallic ores

Non-metallic
ores

Feed grade
(% Fe2O3)

Concentrate grade
(% Fe2O3)

Removal rate
(% Fe2O3)

Processing
method

Quartz 0.22 0.06 91.27 SLon PHGMS
Feldspar 1.48 0.26 84.77 SLon PHGMS
Kaolin 0.72 0.43 87.68 SLon PHGMS
Nepheline 1.69 0.179 91.52 SLon PHGMS
Andalusite 4.32 0.49 93.10 SLon PHGMS

Table 13 Processing results of fine ilmenite of Panshihua ilmenite ore (fine fraction)

Products
Mass
weight (%)

Grade
(% TiO2)

TiO2

recovery (%) Remarks

Feed 100.00 8.53 100.00 Fine fraction
Vanadic

titano-magnetite
concentrate

2.62 12.62 3.88 Wet drum LMS

HGMS tailings 67.87 3.02 24.03 SLon PHGMS
Sulfide concentrate 0.89 9.58 1.00
Ilmentite concentrate 10.11 47.46 56.25
Ilemenite tailings 18.51 6.84 14.84
Total tailings 86.38 3.94 39.87
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valuable components and increase of deleterious components in magnetic
ores, as well as the increasing compulsion to cut costs and avoid environ-
mental pollution during the mining process. Such challenges have to be
considered in the design of new magnetic techniques for environmental
and sustainable requirements.

In the past decade, the increasing exploitation of low-grade and finely
liberated magnetic ores, which are previously discarded as tailings, has
become a prospective proposition (Watson and Beharrell, 2006), with the
increasing demand for raw materials. Magnetite and hematite ores, for
instance, with grades lower than 15% Fe and 25% Fe, respectively, are being
profitably exploited, as a result of the sharp increase for raw materials by iron
and steel industries. In the exploitation of such magnetic ores, in the most
cases, preconcentration treatment is inevitably required to increase the
feed grade and the economic efficiency of processing flowsheets; this, how-
ever, results in considerable loss of magnetic values into tailings, due to insuf-
ficient magnetic techniques available to preconcentrate such ores. From this
point of view, the design and development of new magnetic techniques
suited for the preconcentration purpose of low-grade and fine-sized mag-
netic ores is an urgent problem calling for solution.

In contrast to flotation methods, magnetic separation is a powerful tech-
nique for the manipulation of magnetic particles, and does not require
chemicals that are responsible for high operating costs and environmental
concerns. However, in the processing of low-grade magnetic ores, flotation
is practically required in the upgrading of primary concentrates to produce
qualified high-grade concentrates. This outcome is due to the strong
capturing effect of magnetic force upon low-grade intergrowths, which de-
teriorates the quality of magnetic product. In the recent years, attentions
have arisen in the development of new magnetic techniques such as centrif-
ugal high-gradient magnetic separation (Chen et al., 2013b) or other phys-
ical methods, for the production of qualified high-grade concentrates, and
this requires an improved understanding on the theoretical and operational
principles of magnetic separations, and needs the innovative design of mag-
netic equipments with higher selectivity to magnetic particles.

Theoretically, the technological significance of superconducting high-
gradient magnetic separation is considerable, due to its advantages of low
energy consumption and small mass weight of equipments. But, until
today, the technical need for such a magnetic technique is negligible in
the treatment of magnetically metallic ores, as there is no obvious need
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for magnetic inductions higher than 1.3 T in the field of mineral process-
ing. Superconducting high-gradient magnetic separation is still dominantly
restricted in the removal of very fine magnetic iron and titanium oxides
from kaolin and in the treatment of wastewater.

Nevertheless, this current status in superconducting high-gradient mag-
netic separation does not fade its prospective superiority over conventional
magnetic techniques. With the continual depletion of the world’s mineral
resources, the recovery of very fine magnetic values from discarded tailings
and finely disseminated ores necessitate the development of magnetic tech-
niques available with higher magnetic inductions.

5. CONCLUSIONS

Magnetic techniques in various types, as a powerful and inherent
technique for the manipulation of magnetic particles, is now widely
applied in the field of mineral processing with tremendous successes, due
to its effectiveness, simple operation, low operating costs, and environ-
mental sustainability. Numerous efforts have been expanding, in order to
convert this superiority into practice, with a wealth of innovative ideas
and designs.

Although its tremendous successes in the field of mineral processing, the
mineral industry is encountering new difficulties, which have to be consid-
ered in the design of new magnetic techniques, for environmental and sus-
tainable requirements, and this requires an improved understanding on the
theoretical and operational principles of magnetic techniques.
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NOMENCLATURE

A Surface area (m2)
C Particle concentration (mol/m3)
D Liquid dielectric constant (F/m)
VE Electric field strength gradient (V/m)
E Electric field intensity (V/m)
Ecr Critical electric field strength (V/m)
F
!

DEP Dielectrophoresis force (�)
F
!

TW�DEP Travelling-wave dielectrophoretic force (�)
F Faraday number (96,500 C/mol)
f Frequency of the applied A.C. field (Hz)
fCM Clausius-Mossotti factor (�)
i The imaginary vector (�)
I Amperage (A)
J Permeate flux of the liquid (m/s)
mwater Collected water weight (kg)
msludge Sludge weight (kg)
neL Number of electron mole (mol)
DpE Electroosmotic pressure (Pa)
DpH Hydraulic pressure (Pa)
q Superficial liquid velocity (m/s)
qp Pressure induced superficial liquid velocity (m/s)
qE Electroosmotic superficial liquid velocity (m/s)
r Radius of spherical particle (m2)
Rcell Electrical resistance of the material between the electrodes (U)
Rm Filter cloth resistance (1/m)
t Time (s)
ue Electrophoretic mobility of the particle (m2/V s)
uDEP Dielectrophoretic mobility of the particle (m2/V s)
UA/eq Electrochemical potentials at anode (V)
UC/eq Electrochemical potentials at cathode (V)
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VL Filtrate volume (m3)
VP Particle volume (m3)
w Ratio between solid content and filtrate volume (kg DS/m3)

Greek Letters
aav average specific filter cake resistance (m/kg)
ε porosity (�)
ε* complex permittivity (C/V m)
ε0 permittivity of the free space (8.854 � 10�12 C/V m)
εm Relative permittivity of the medium (�)
εp Relative permittivity of the particle (�)
4 Friction factor (�)
hA Anode overpotential (V)
hC Cathode overpotential (V)
l Stoichiometric coefficient of the electrolysis reaction (�)
lTW Wavelength of travelling electric field (m)
m Viscosity of the liquid (Pa/s)
n!eo Electroosmotic flow velocity (�)
n!ef Electrophoretic velocity (�)
s Electrical conductivity (S/m)
u Angular frequency of the A.C. field (rad/s)
z Potential zeta of particles (V)
V del (gradient) vector operator

Abbreviations
A.C. Alternative current
BSA Bovine serum albumin
CFEF Crossflow electrofiltration
C.C. Constant electrical current
cr Critical
C.V. Constant voltage
DEEF Dead end electrofiltration
DEP Dielectrophoresis
D.C. Direct current
EC Energy consumption
ED Electrodewatering
EK Electrokinetic
f Final
HGES High-gradient electric field system
i Initial
m Medium
MD Mechanical dewatering
p Particle
PEOD Pressurized electroosmotic dewatering
pk–pk Peak-to-peak
TMP Transmembrane pressure
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1. INTRODUCTION

The suspensions containing fines (<10 mm) or gelatinous-like parti-
cles usually exhibit slow solid–liquid separation rate during a mechanical
process such as centrifugation, filtration or sedimentation. The electrical
assistance allows improving the separation. It is based on the mobility of
ions, charged or neutral particles in an electric field. When an electric field
is applied to a material (suspension or semi-solid material) placed between
two electrodes, it induces electrokinetic phenomena: electrophoresis,
electroosmosis, ion electromigration, and/or dielectrophoresis. To take
advantage of these phenomena, several processes were designed such as
the electroosmotic dewatering, the electrowashing, the dielectrophoretic
separation and the electrofiltration (or other related processes depending
on which kind of mechanical separator they are applied:
electrosedimentation, electrocentrifugation, etc.). The electrofiltration
allows accelerating the filtration and relies on the electrophoresis and
electroosmosis (moving in the opposite direction of charged particles and
ionized mobile liquid close to the particles surface, respectively, due to
the external electric field). The electroosmotic dewatering allows acceler-
ating the consolidation and increasing the dewatering of semi-solid mate-
rials and relies on the electroosmosis (moving of ionized mobile liquid close
to the particles surface due to the external electric field). The
electrowashing allows accelerating the washing of product using at same
time less washing liquor and relies on the electroosmosis and ion electro-
migration (removing of ion due to external electric field). The dielectro-
phoretic separation allows improving the fine particle removal from
liquid and relies on the dielectrophoresis force (moving of polarized parti-
cle in a nonuniform electric field).

Currently, those electrotechnologies are in a development stage. Indus-
trialization has been limited to niche areas in soil mechanics, civil
engineering, ceramic industry and petroleum refineries. However, there
is a growing interest since they show some capabilities to enhance either
suspension concentration, liquid or solid purification, particle fraction-
ation, suspension dewatering or filter cake consolidation. Some problems
have hampered their diffusion in industry, such as the electrical power
consumption, the safety requirements when using high power generators,
a lack of knowledge on the right suspension properties and some
improperly designed operating systems. This chapter aims at providing a

328 Morgane Citeau et al.



fundamental understanding of these electrotechnologies. It presents
bench and emerging commercial equipment and their potential applica-
tions. It also presents the specifications for the suspension for these
electrotechnologies to be applied efficiently.

2. ELECTROPHORETIC AND ELECTROOSMOTIC
TREATMENTS

2.1 Electric Field-Induced Effects
According to standard model (Gouy, 1910; Stern, 1924; Lyklema,

1995) as the fine suspended particles possess a surface charge in aqueous
medium, they are surrounded by a layer with a high density of opposite
charges, the electric double layer. The existence of the particle’s charge
and the electric double layer give electrokinetic properties to the particle.
When an electric field is applied across two electrodes in the suspension,
it interacts with the surface charge of the solid phase and with the dissolved
ions, inducing electrokinetic phenomena such as electrophoresis,
electroosmosis and ion electromigration. As illustrated in Figure 1, the elec-
tromigration is the motion of ions in a pure fluid in an applied electric field.
The electrophoresis corresponds to the suspended charged-particle migra-
tion relative to the liquid in an applied electric field. The electrophoretic

Figure 1 Illustration of the major electrokinetic phenomena. Jennings and Mansharamani
(1999). With permission.
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movement n!ef is proportional to the electric field strength E and the elec-
trophoretic mobility of the particle ue as:

n!ef ¼ ueVE (1)

The electrophoretic mobility of the particle defined by the Helmholtz-
Smoluchowki theory can be written as: ue ¼ Dz/m, where z is the zeta po-
tential of particles, D is the liquid dielectric constant, and m is the viscosity of
the liquid. The electroosmosis refers to the liquid flow relative to the fixed
charged layer in a porous matrix such as in filter cake and in filter medium.
The electroosmotic velocity profile n!eo is analogous to the electrophoresis
but in the opposite direction.

Thus, the electrokinetic efficiency depends mainly on the surface electri-
cal charge of the particles reflected by the zeta potential z, which is in turn
pH and ionic strength dependent. Electrokinetic efficiency is more impor-
tant for particles which have higher zeta potential. High electrolyte content
in liquid phase compresses the electric double layer that decreases zeta po-
tential (in absolute value). And the isoelectric point corresponds to the pH
value where zeta potential becomes zero. During the electric treatment,
the fluid pH and electrolyte content may change due to the ion migration
and electrochemical reactions at the electrodes.

To maintain charge equilibrium, electrons are released from solution
into the anode by the oxidation reaction and consumed into the cathode
by the reduction reaction. The electrochemical reaction with the most
negative potential (U0) at the anode (or least positive at the cathode) is fav-
oured until the species involved are used up and/or until a high voltage is
applied to stimulate competing reactions (Lockhart, 1983a). Thus, the
main electrochemical reaction is the water electrolysis at the cathode
(C1). The reaction (C2) is favoured over (C1) only for cation (Mnþ) of
Pb, Cu, Ag, Hg, Pt, or Au (Lockhart, 1983a).

2H2OðlÞ þ 2e�/H2ðgÞ þ 2OH�
ðaqÞ U0 ¼ �0:83 V (C1)

Mnþ
ðaqÞ þ ne�/MðsÞ (C2)

Depending on the electrode material, the main electrochemical reactions
at the anode are the metal oxidation (A1) with MA the metal at anode, or the
water electrolysis (A2). The use of an insoluble material (or not consumed
coulometrically) favours the reaction (A2).
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MA/Mnþ
AðaqÞ þ ne� (A1)

6H2OðlÞ/O2ðgÞ þ 4H3Oþ
ðaqÞ þ 4e�

U0 ¼ 0:82 V
�
pH 7

�
to 1:23 V

�
pH 0

� (A2)

The ion concentration produced by electrolysis at electrode C, is related
to time t and amperage I, according to Faraday states:

C ¼ l$I$t
ne�$F

(2)

where l is the stoichiometric coefficient of the electrolysis reaction, ne�

is the number of electron mole, and F is the Faraday number (96,500 C/mol).
If the reactions (C1) and (A2) are favoured, gases and hydronium and
hydroxide electrolytic ions are produced at the electrodes. Studies
show that these hydronium and hydroxide electrolytic ions migrate partly
towards the electrode of opposite charge. In a case of unbuffered suspen-
sion, it may induce a pH variation from 1 at the anode side to 12 at the
cathode side both in the concentrated suspension and in the filtrate (Yuan
and Weng, 2003; Citeau et al., 2012a). The electrical effects include also,
other electrochemical reactions in the treatment cell such as sorption/
desorption, dilution/precipitation, and oxidation/reduction (Kim et al.,
2002; Tuan and Sillanp€a€a, 2010). For example, a white layer formation on
the cathode surface can be sometimes observed during the electrical
treatment. It is mainly composed of calcium hydroxide and other insoluble
salts produced by electrochemical reactions at the electrode (Yamaguch
et al., 1993; Virkutyte et al., 2002). This can be a great issue since this
hydroxide/oxide layer tends to increase the electrical resistance and energy
consumption.

The voltage drop between electrodes UAC is divided into the electro-
chemical potentials at anode and cathode (UA/eq; UC/eq), the anode and
cathode overpotential (hA;hC), the Ohmic potential in the cell (IRcell).
Over time, a supplementary potential drop may result from the increase
of a thick and highly insulating oxide barrier at electrodes and/or a layer
of unsaturated cake mainly at anode side due to the electroosmosis
(Mahmoud et al., 2010).

UAC ¼ UA=eq � UC=eq þ hA � hC þ IRcell (3)
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The electrical resistance of the material between the electrodes (Rcell)
converts a portion of the electric energy into thermal energy, inducing a
temperature increase by Ohmic heating. This affects the suspension
properties, reducing notably the liquid viscosity (Weber and Stahl,
2002). This in turn could be advantageous since it increases the solid–liquid
separation rate.

As the electrotechniques consist of superimposing an electric field to a
standard mechanical process, the filtrate flow is then influenced by the com-
bination of the standard mechanical parameters (pressure drop, filter cake
specific resistance) and the electrical effects (electrokinetic phenomena, elec-
trochemical reactions at electrodes, Ohmic heating). Among different elec-
tric field assisted separation processes, we can define the electrofiltration, the
electroosmotic dewatering, the electrowashing, the electrosedimentation
and the electrocoagulation. The last-named corresponds to the electrolytic
decomposition of corrodible electrode; it is an alternative to chemical con-
ditioning. It would not be investigated in this chapter.

2.2 Dead end Electrofiltration and Electroosmotic Treatment
2.2.1 Mechanisms
2.2.1.1 Dead end Electrofiltration
Figure 2(a)and (b) presents a schematic description of the cake formation
steps in a filter-press chamber during a dead end filtration and electrofiltra-
tion, respectively. In conventional filtration, the filter cake builds up on the
filtering surface (Figure 2(a-I)). As a result, the filtrate flux declines with the
cake growth at each filter chamber sides (Figure 2(a-II)). In dead end elec-
trofiltration, the electric field strength is applied in parallel to the filtrate flow
direction. It induces an electrophoretic flux of suspended charged particles
towards the oppositely charged electrode. In the case of negatively charged
particles, the filter cake gradually grows at the anode side. In principle, only a
thin film of particles deposits on the cathode side, allowing nearly the
whole filtrate to flow through this filter cloth (Figure 2(b-I)–(b-III)).
Electroosmotic flow is created in the building filter cake and in the filter
cloth, removing a supplementary water amount in comparison to mechan-
ical pressure. As a result, the filtrate flow rate is accelerated at cathode side
and the filter cake is compressed further by the electroosmotic pumping
force (Moulik, 1971). Over time, the suspension is concentrating in the
filter chamber, and the electrophoretic mobility of suspended charged par-
ticles becomes negligible compared to the electroosmosis motion
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(Figure 2(b-IV)). When the filter cake fills up the chamber, the solid–liquid
separation mechanism corresponds to the electroosmotic dewatering.

The flow rate in electrofiltration can be written as:

q ¼ qP þ qE (4)

where q is the superficial liquid velocity, qp displays the Darcy law, and qE is
the electroosmotic contribution described by Helmholtz-Smoluchowski
equation (Eqn (1)). Yukawa et al. (1976) modified Darcy’s law to
describe the filter cake formation during the electrofiltration taking
into account the electrokinetic effects. The electrophoretic effect takes
part by introducing the electrophoretic coefficient given as (Ecr � E)/Ecr,
where Ecr is the critical electric field strength, describing the equilibrium
state between the electrophoretic force and the hydrodynamic
resistance force. The electroosmotic effect is considered as an additional
pressure DpE added to the applied hydraulic pressure. Thus, the total flow
rate is given as:

dVL

dt
¼ ðDpH þ DpEÞ$A

m$
�

aav$w$
�

Ecr�E
Ecr

�
$VL

A þ Rm

� (5)

Figure 2 Schematic representation of cake formation steps in a filter press chamber
during (a) filtration and (b) electrofiltration where the liquid flow through the perfo-
rated electrodes (Vorobiev and Jany, 1999).
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where t is the filtration time, VL is the filtrate volume, m is the dynamic
viscosity, aav is the average specific filter cake resistance, w is the ratio be-
tween the solid content and the filtrate volume, Rm is the filter cloth
resistance, A is the filtration surface area, and DpH is the hydraulic pressure as
in the Darcy’s law. Integration of this equation with assumption of constant
coefficient, leads to a linear dependence of the inverse volume flow t/VL on
the filtrate volume VL:

t
VL

¼
m$aav$w$

�
Ecr�E

Ecr

�

2$ðDpH þ DpEÞ$A2$VL þ m$Rm

ðDpH þ DpEÞ$A
(6)

2.2.1.2 Electroosmotic Dewatering
The electroosmotic flow is principally based on the interplay between the
applied electric field and the electric charge density of ions existing in the
liquid close to the particle surface, Figure 1. Thus, under the effect of the
external electric field, the water displacement is ensured by the propagation
of ionized mobile liquid in the central channel through viscous momentum
transfer as shown in Figure 3 (Yang et al., 2009). It allows removing some
adsorbed water on the solid surface that cannot be released by mechanical
methods (Zhou et al., 2001; Smollen and Kafaar, 1994). As particles are
mainly negatively charged, the electroosmotic flow goes from the anode
to the cathode. And a moisture gradient increases inside the filter cake,
the cake at anode side becoming drier than at the cathode side (Chu
et al., 2004; Saveyn et al., 2006a). The resulted flow rate is controlled by

Figure 3 Formation steps of electroosmosis flow in a pore.
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the balance between the electric forces and the frictional forces retarding
water movement. The process of pressurized electroosmotic dewatering
(PEOD) combines a conventional pressure consolidation with an electric
field applied through a concentrated suspension between two electrodes.

Some electroosmotic technologies have been also developed for depol-
lution of soils. The process named electrokinetic soil remediation is mainly
based on the electromigration, the electroosmosis and the electrochemical
reactions similarly to the electroosmotic dewatering. However, the method
carried at a lower electric field, does not aim to solid–liquid separation but to
remove contaminants such as heavy metals, radionuclides, and hydrophobic
organic contaminants (Acar et al., 1995; Virkutyte et al., 2002).

2.2.1.3 Electrowashing
Displacement washing process is used to remove the retained mother liquor
in a porous matrix when this liquor is regarded as contaminant or must be
recovered as a valuable component. Thus, soluble impurities are flushed
out of the voids by the application of fresh wash liquor or solvent that is
miscible with the retained mother liquor. An electric field applied simulta-
neously to the fresh wash liquor flux accelerates the removal of solute and
ions previously adhered to particle surfaces, otherwise inaccessible ions
towards the bulk flow. These ionic species migrate towards the electrode
of opposite charge by electroosmosis, electromigration and by diffusion.
As a result, the time of washing could be shortened and much smaller quan-
tities of water could be required to carry out the desired washing by the
electrowashing method.

2.2.2 Equipments
Electrical equipments are often adapted of existing industrial technology,
such as plate or diaphragm filter-press, pressure-drum device, belt filter-
press, rotating screw-press, and vertical drain. The dead end electrofiltration
and the electroosmotic dewatering are carried out in similar devices. How-
ever, the term of “electroosmotic dewatering” refers generally to the appli-
cation of the electric field during the solid–liquid expression phase.

2.2.2.1 Filter-Press for Electrofiltration or Electroosmotic Dewatering
Pilot-scale filter-presses are adaptable to both dead end electrofiltration and
electroosmotic dewatering by placing two electrodes at both sides of the fil-
ter chamber (Bouzrara and Vorobiev, 2000; Saveyn et al., 2006b; Lee et al.,
2007; Yang et al., 2011). Figure 4 presents the construction of the filter

Electric (Electro/Dielectro-Phoretic)dForce Field Assisted Separators 335



chamber, including grid-like electrodes installed on filter plates and covered
by a filter cloth. It is more indicated to have a two-sided drainage filter
chamber compared to one-sided drainage filter chamber. The former pre-
sents a larger filtering surface that allows removing more filtrate by mechan-
ical pressure. It allows also evacuating the electrolytic gas generated at the
anode and the cathode, avoiding the formation of an insulating layer be-
tween the cake and the impermeable electrode (Weber and Stahl, 2002).
Furthermore, if the surface charge of the particle is reversed, the electrofil-
tration may be carried out in spite of the electrophoretic and electroosmotic
flow directions reversals.

The cathode material is preferentially in stainless steel or graphite. As the
anode is subjected to an oxidation reaction, it is advised to use nonconsum-
able metal to prevent the electrode corrosion and the metal oxides produc-
tion that may contaminate the filter cake and clogging the filter cloth. The
most suitable electrodes include platinum, graphite or titanium support
coated with mixed metal oxide layer, such as iridium oxide, ruthenium
oxide or platinum oxide. These latter, named Dimensionally Stable Anode
(DSA�), are cheaper than noble metal such as platinum and they combine
excellent material properties such as strength and flexibility with a high
degree of dimensional stability. They are not yet entirely resistant to
chemical attacks. Indeed, when salts are present, then anions such as chloride
or sulphate, will enhance the dissolution of the metal anodes, reducing their
life time. Nevertheless, they have proven durability in the chore-alkali
industry (Trasatti, 2000).

Figure 4 (a) Schematic sectional view of two electrofilter-press chambers (Bouzrara
and Vorobiev, 2000). (b) Electrofilter plate.
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Filter cloth is primarily selected for filtration, strength, and cake
discharge properties. The material must stand temperature increasing and
pH variation from 1 at the anode side to 12 at cathode side due to water
electrolysis. Furthermore, it is advisable to select low thickness filter cloth
or manufactured with electrically conductive material to reduce its electrical
resistance and then the energy consumption (Saveyn et al., 2006b; Yu et al.,
2010; Citeau et al., 2012b). Figure 4 represents a conventional dead end
electrofilter suitable to treat filter cakes made of “wastes” but for valuable
products, it is necessary to remove the electrolytic products generated at
the electrodes otherwise contaminating the filter cake (Larue and Vorobiev,
2004; Citeau et al., 2012a). This can be done in an electrofiltration system
with flushing of electrodes.

The first pressurized electroosmotic dehydrator of filter press type
(SUPER FILTRON�) has been developed by Shinko-Pantec Co., Ltd
and has been adopting in several sewage treatment plants since 1989
(Kondoh and Hiraoka, 1990, 1993; Kondo et al., 1991). Results showed
that D.C. voltage of about 40 V applied to the electrodes increase the final
dry solid content of more than 40% w/w DS for an energy consumption of
about 0.33–0.52 kWh/kg DS.

2.2.2.2 Electrofilter with Flushing of Electrodes
Figure 5 presents an improved dead end electrofilter using an electrode
flushing solution (Hofmann et al., 2006). Compared to the standard electro-
filter plate, the compartment between the filter cloth and the electrode is

Figure 5 (a) Electrofiltration system with washing of electrodes. (K€appler and Posten
(2007). With permission.) (b) Photo of the pilot-scale electrofilter plate after electrofiltra-
tion of xanthan. (Hofmann et al. (2006). With permission.)
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flushed by a salt or a buffer solution. Thus, the flushing solution stream rinses
out the electrolysis products, preventing their accumulation within the filter
chamber. Moreover, it dissipates the Ohmic heat generated by the electrical
current out of the filter chamber. The filtrate and the flushing solution from
both sides are collected together keeping pH value constant.

Flushing solutions are selected with the same electrolytes present in the
filter cake to avoid its contamination. For instance, Hofmann and Posten
(2003) and Hofmann et al. (2006) used sodium sulphate solution or phos-
phate buffer for xanthan polysaccharide suspension and binary biopolymer
mixture (xanthan polysaccharide and bovine serum albumin protein). Larue
et al. (2006) used as flushing solution, a mix of sodium sulphate salt, sodium
hydroxide, and active carbon for bentonite suspension. The active carbon
was there to remove the sulphates which could lead to contamination of
the filter cake by ion electromigration. G€ozke and Posten (2010) used a
Tris–HCl buffer for polyester (poly(3-hydroxybutyrate)) and polysaccharide
(chitosan and hyaluronic acid) suspensions.

Studies have shown the efficiency of this system for the purification and
the isolation of biological particles. G€ozke and Posten (2010) suggest that the
dead end electrofiltration with flushing of electrodes if it could be used in
biotechnology could replace the combination of several steps. Thus, they
have compared technological steps carried out for the biopolymer purifica-
tion in conventional schemes and in the novel approach by electrofiltration.
For example in the chitosan production, electrofiltration could be applied
instead of precipitation, washing and drying steps, resulting in the processing
time reduction and the energy consumption reduction of 64–91% in com-
parison with precipitation method (G€ozke, 2012). For the hyaluronic acid
purification, electrofiltration could be applied instead of acid extraction,
avoiding furthermore a structural modification of the molecule by organic
solvents. And for poly(3-hydroxybutyrate) purification, electrofiltration
could be applied instead of centrifugation, freeze drying, extraction and
recrystallization steps. This technology has been patented (Patent WO/
2002/051874).

2.2.2.3 Dorr-Oliver� Electrofilter
Industrial dead end electrofilter equipment is the Dorr-Oliver Electrofilter�

(Freeman, 1979; Klinkowski, 1986). Figure 6(a)and (b) presents the structure
of the filter chamber and the anode and cathode assemblies, respectively.
The anode side comprises an electrode assembly formed of an ion-
exchange membrane shell coated inside with a metal composite layer and
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structurally supported by a conductive core material (or grid-like conductive
material). The ion-exchange membrane is substantially impermeable to the
liquid flow, it serves to selectively transport cations from the hydrolysis re-
action and prevents the entry of small solid particles into the inner compart-
ment of the electrode assembly. It is preferentially made of sulphuric acid or
carboxylic cation exchange resin. It is structured into “U” shape on the
conductive core. This core serves first to conduct and distribute electrical
current to the metal composite layer coated the ion-exchange membrane.
As it is principally composed of graphite, the metal composite layer coating
is a nonconsumable metal, chosen to catalyze the water hydrolysis and to
protect graphite from anodic oxidation reaction. The membrane delimits
an electrolyte compartment, where an anolyte solution may be fed-in, flow-
ing through the core. It avoids then concentration polarization, also the
build-up of stagnant gas, liquid pockets and solid deposits (such as sodium
hydroxide).

This electrode assembly is used for collecting the solid particles. It may be
used either as an anode or a cathode, depending on the surface charge of par-
ticles. For particles which have a negative charge, the cathode assembly is
basically composed of a grid-like electrode covered by a filter cloth which
delimits the filtrate chamber.

The electrode assemblies are vertical and extend laterally across the elec-
trofilter cell to define the treatment zone. The entire electrofilter consists of
a series of electrofilter cells. The suspension is fed parallel to the filter cloth.
The liquid is transported from the filtration chamber through the cathode by
the combined forces of vacuum filtration and electric field. Periodically, the

Figure 6 (a) Principle of the Dorr-Oliver Electrofilter (Klinkowski, 1986) and (b) structure
of anode and cathode assemblies (Bollinger and Adams, 1984).
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anode assemblies are removed from the electrofilter cell. A cake removal de-
vice strips the solid from the outside surfaces of the membrane and carries it
away from the apparatus. This system was used in particular to concentrate
clay suspension such as kaolin and latex polyvinyl chloride. For those prod-
ucts sold as a dry powder or as concentrated slurry, traditional industry leans
on the thermal drying or on mechanical dewatering of a flocculated suspen-
sion then redispersion which can impair product quality. The electrofiltra-
tion provides a better suspension dewatering for energy consumption of
75% and 94% lower than the thermal dewatering for kaolin and latex poly-
vinyl chloride, respectively (Bollinger and Adams, 1984). Although electro-
filtration cannot product a dry powder, it allows reducing the portion of the
thermal drying in the process.

2.2.2.4 Belt Filter-Press for Electrofiltration or Electroosmotic Dewatering
Various industrial belt filter-press configurations adapted for electrokinetic
dewatering have been proposed (Porta and Kulhanek, 1983; Diaz, 1989;
Tije, 1999; Miller et al., 2005; Jones and Lamont-Black, 2012; Smollen
and Kafaar, 1994; Raats et al., 2002; Glendening et al., 2007). Figure 7
shows an example of belt electrofilter-press device made up of a gravity-
driven thickening belt and a conventional belt filter-press (Raats et al.,
2002). This technology allows combining a mechanical compression, an
electric field force and a shear stress caused by the drums in the expression
zone. Basically, the endless filter belt includes metallic elements to be elec-
trically conductive and acting as a cathode. In the expression zone, Figure 7,

Figure 7 Belt filter-press equipped by electrodes in the thickening zone, before the
expression zone and in the expression zone. Raats et al. (2002). With permission.
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the cathodic belt is in direct contact with the cathodic drums (2, 4, and 6).
The other drums (1, 3, 5, and 7) are used as anodes. A second filter belt sep-
arates the cathodic belt and the anodic drums. In operation, the suspension is
pre-dewatered by gravity through an underlying conveyor. Then, it is com-
pressed between the two moving belts; the water is squeezed from the sus-
pension through the porous belt (cathodic belt) to a drain. Thanks to the
solid migration towards the anode side (electrophoresis), the filter fouling
is markedly reduced at cathode. In this equipment example, the gravity-
driven thickening belt and the belt were also equipped with added electro-
kinetic facilities thanks to electrodes placed as a static electrokinetic zone
before the rollers M1 and M2.

The development of new conductive filter belts (Tije, 1999; Miller et al.,
2005; Jones and Lamont-Black, 2012) allows presently using both belts as
electrodes without risk of electrical short circuiting when there is no sludge
between the belts. The direct contact between the electrodes belt and the
dewatering suspension reduces considerably the energy consumption. This
equipment composed of 12 drums, is commercialized by the Electrokinetic
Limited Company, UK.

An alternative technology, CINETIK� Linear Electro-Dewatering
(OVIVO Company, USA), was commercialized and tested in a municipal
wastewater treatment plant in 2009 (OVIVO). It consists of a linear filter
belt. Perforated cathode is below the filter belt and multiple plates posi-
tioned at the topside are used as anodes. The suspension comes from a con-
ventional mechanical dewatering system, then the linear filter belt moves it
along the plates that apply pressure and D.C. current. As the cake moves
through the belt filter, the gap between anode and cathode narrows, allow-
ing to limit voids in the cake due to the water release. Tests carried out in
wastewater treatment plants have demonstrated that the CINETIK� unit
reduces the moisture content from 50% to 70% for biologic municipal
sludge. The payback period was then estimated at 3–4 years.

2.2.2.5 Pressure-Drum Filter for Electroosmotic Dewatering
The Figure 8 presents a pressure-drum type electroosmotic dewaterer
(Yamaguch et al., 1993). It consists of a rotating drum carrying an anode
electrode and a metal caterpillar like press conveyor used as cathode elec-
trode which is superposed on an endless filter belt. Pre-dewatered suspen-
sion is feed-in between the filter belt and the rotary drum. It is then
subjected to an electric field and mechanical compression as the gap between
the electrodes gradually decreases. Thus, liquid is removed from the cake
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and discharged towards the cathode through the filter cloth belt. The final
dewatered filter cake is removed from the belt by scraper blade. On this
concept, a system named ELODE� (ACE Korea Incorporation Company,
Korea) was commercialized in 2005. It is adapted in three models: a model
(SELO) installed at the end of an existing dewatering system, such as a press,
decanter or gravity dehydrator, or two other models integrating a pre-
dewatering system by gravity (GELO) and by filtration in a belt-press
built-in machine (BELO). Tests carried out in wastewater treatment plants
have demonstrated that the ELODE� unit reduces the moisture content
from 80% to 60% for biologic municipal sludge and from 85% to 47% for
chemistry paper mill sludge, achieving 48–47% annual cost-saving in com-
parison to dewatering process by belt-press.

2.2.2.6 Depth Bed Filter for Electrofiltration
A depth bed filtration system assisted by electric field was tested at pilot-scale
in a drinking water plant (Li et al., 2009). The device consists of a filtration
column filled with sand and gravel layers with an average grain size from
0.51 to 10 mm. This media is similar to that currently utilized in the local

Figure 8 Pressure-drum type electroosmotic dewaterer (Yamaguchi et al., 1993) and
photo of the ELODE� system (ACE Korea Incorporation Company, Korea).
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drinking water treatment plant. Vertical mesh electrodes are embedded in
the column with 2.5 cm spacing and alternatively connected to the positive
and negative output of a power supply. The particle removal coefficient was
increased from 1.48 without electric field to 1.86 at 480 V/m and 34 A/m2,
with a significantly enhancement of the capture of small particles (<4 mm).

2.2.2.7 Rotating Screw-Press for Electroosmotic Dewatering
The electrically assisted rotating screw-press, presented in Figure 9, consists
of a casing and conveyor screw used as anode and cathode, respectively.
Only the middle part of the casing is subjected to electrification. It is insu-
lated from the casing ends by means of spacer of an insulating material. The
screw blades are made of an insulating material. It drives the solids particles
deposited in the casing through the press. The dewatered suspension is
collected into a container at the end of the conical portion of the casing.
The container is composed of two walls. The inner wall is a flexible corru-
gated material, resulting in a compaction effect on the continuously trans-
ferred dewatered suspension. It is furthermore negatively charged by a
connection to the D.C. power supply, repelling negatively charged particles
from the wall. The supplementary separated filtrate passes into the annular

Figure 9 Concept of an electrically assisted rotating screw-press (Alekhin et al., 1982).
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space between the inner and outer container wall and through the openings
(Alekhin et al., 1982). This device was designed for mineral suspensions such
as drilling or mining mud or slurries from the manufacture of construction
material.

2.2.2.8 Electroosmotic Drain
Some electroosmotic technologies have been also developed for soil consol-
idation. Figure 10(a) presents a schematic illustration of electroosmotic ver-
tical drains (or electrokinetic geosynthetic) in the soil. And Figure 10(b)
illustrates the reducing of the suspension volume in a container thanks to
the electroosmosis. The electrokinetic geosynthetic� (Electrokinetic
Limited Company, UK) comprises conducting element coated in a
corrosion-resistant material, incorporated into a geosynthetic material
(Jones, 2003). The electrodes are connected in parallel to a D.C. supply.

Figure 10 (a) Electroosmotic consolidation (Jones et al. (2011). With permission.);
(b) photos of lagooned sewage sludge before and after electroosmotic consolidation
using EKG. (Glendinning et al. (2007). With permission.)
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A pump removes water from the drains. It is estimated that such a system
used for fine grained soils (tailings or sludges) allows reducing treatment
time by 50–80% thanks to the electroosmosis in comparison to a draining
without any electric field. This technology is commercialized under various
forms such as EKG filtration bags and electrokinetic soil nails.

2.2.2.9 Electrowashing Device
The device, as shown in Figure 11, comprises two electrodes positioned on
each side of the porous matrix separated by a filter cloth. A wash liquor feed
reservoir completes the device. The fresh liquor flows either towards the
matrix from anode to cathode as the particles initially carry a negative surface
charge, Figure 11(a) or tangentially to the matrix surface, Figure 11(b). Few
studies have been carried out on the electrowashing method. It was tested on
titania filter cake (Tarleton et al., 2003; Kilchherr et al., 2004), on vulcanized
fibre, pulp for power cable paper and condenser paper, photographic plate
and film (Komagata, 1938). It was found generally that the time of washing
is shortened and required quantities of water are reduced.

2.2.3 Typical Ancillaries and Fitment within a Flowsheet
The entire setup consists of a D.C. power supply, the filter module, a sus-
pension tank (and washing liquor tank in case of electrowashing), a filtrate
collecting tank and a container for the dewatered suspension. The flowsheet

Figure 11 Schematic illustration of electrowashing cells where the fresh liquor flows (a)
towards the matrix, or (b) tangentially to the matrix surface.
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may previously incorporate a conditioning and thickening equipment to
concentrate suspension.

To trigger off significant electrokinetic effects during electrical treat-
ment, it is actually necessary to implement electric field intensity typically
below 10 kV/m (Tarleton, 1992). If we consider here the fluid in the sus-
pension is water, a hood and venting system are required to remove O2

and H2 generated by water electrolysis at the anode and the cathode, respec-
tively. For security, these gases (combustive and combustible gas, respec-
tively) must be separately evacuated. The temperature evolution at
electrodes must be controlled.

In the case of electrically assisted filter, the suspension is fed by a pump.
The filtrate from both sides may be collected together to neutralize the
pH. This device works in batch fashion. When the filter cake is dewatered,
the filter is opened, the cake is discharged and the filter clothes are washed
before a new treatment cycle. For the continuous-feed system such as belt
filter-press and pressure-drum, the conditioned suspension is first thick-
ened by gravity or by vacuum. Then, it is dewatered in the electrokinetic
module, and discharged. After the cake has left the belt, the conveyor may
be brushed and cleaned with a high pressure water spray. Precipitates such
as calcium hydroxide and other insoluble salts, can be removed by treating
the electrodes with an acid such as 10% w/w sulphuric acid (Jones and
Lamont-Black, 2012). Then, the washing liquid is sent to a suitable recov-
ery process.

2.2.4 Factors Affecting the Treatment
Table 1 indicates the influence of the suspension properties and process
parameters on the electrodewatering, electroosmotic dewatering or draining
and electrowashing.

2.2.5 Typical Uses and Applications
Table 2 describes the potential applications of dead end electrofiltration
and electroosmotic dewatering or draining for several industrial sectors. In-
vestigations carried out on both dead end electrofiltration and pressurized
electroosmotic dewatering show the potential of those techniques (1) to
dewater (or concentrate) mineral slurry and biological suspension by accel-
erating the solid–liquid separation rate in comparison to conventional me-
chanical method. The dead end electrofiltration seems also suitable (2) to
fractionate particles having same size but different surface charge. And
the electroosmotic treatment may potentially be used (3) for soil
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Table 1 Suspension properties and parameters affecting the electrofiltration,
electroosmotic dewatering or draining and electrowashing
Factor Comment

Suspension
type

Aqueous suspension containing fine particles with high surface
charge

Feed
concentration

All concentrations
In case of a low feed concentration, as long as electrophoresis
dominates the electrokinetic phenomena, the process is
frequently named electrofiltration. When the concentration
increases and the particles are embedded in a porous matrix,
the electroosmosis becomes the dominate electrokinetic
phenomena, the process is more frequently named
electroosmotic dewatering or consolidation.

Particles size
distribution

Between 3 nm and 50 mm (with at least 30% of the particles
below 2 mm for electrofiltration (Shang and Lo, 1997)).

pH The pH must be away from the isoelectric point: For a zeta
potential of particles close to zero, there is no electrokinetic
effect.

Zeta potential
of particles

The higher the zeta potential in absolute value the better.
Typically jzj > 15e20 mV.

Salinity High electrolytes content compresses the electric double layer
of particles leading to the zeta potential decrease in absolute
value. As a result, the electrophoretic mobility of charged
particle and hence the electric field effect are reduced.
Furthermore, higher electrolyte concentration promotes
higher electrical current, increasing the energy consumption.
Initial liquid conductivity in the suspension should not be
higher than 6e10 mS/cm.
Low electrolyte content can also be prejudicial since it
increases the electrical resistance and generated Ohmic heat.
Initial liquid conductivity in the suspension should not be
lower than 0.5e1 mS/cm.

Polyelectrolytes Basically, a biological suspension can be previously flocculated
using polyelectrolytes to enhance the filtration stage without
damaging the electrokinetic performances (Saveyn et al.,
2005). On the contrary, the polyelectrolytes use may affect
the electrokinetic properties of mineral suspension, by
compression of the electric double layer or neutralization of
the surface charge (Lockhart, 1983b; Dussour et al., 2000).

Mechanical
pressure

Mechanical pressure provides a continuous electrical contact
between the electrode and filter cake. The majority of studies
has demonstrated that it has a significant contribution to
accelerate the flow rate and to reduce the water content in a
filter cake.

(Continued)
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Table 1 Suspension properties and parameters affecting the electrofiltration,
electroosmotic dewatering or draining and electrowashingdcont'd
Factor Comment

Electric
field mode

Best current modes are constant voltage (C.V.) or constant
electric current (C.C.). Alternative current has not displayed
any benefit. Electrical current interruptions and electrode
polarity reversals have been reported to be efficient for
decreasing the total energy input and for avoiding the
increase of a moisture and pH gradient inside the filter cake
due to the continuously applied electric field.

Electric field
intensity

Electric field intensity (in V/m) governs The electrokinetics
and drives the flow rate.
Electric field strength: <10 kV/m

Current density Current density is related to the electric field intensity.
Electrochemical

products
generated at
the electrodes

Due to water electrolysis, over the time, an acid front
propagates towards the cathode for negatively charged
particles (Yuan and Weng, 2003). The hydronium ions tend
to be adsorbed by the particles reducing therefore their zeta
potential in absolute value. When the pH narrows the
isoelectric point, there is no longer any electrodewatering.
But it was observed that the particles coagulate inducing a
more opened cake structure which can be favourable for the
mechanical dewatering (Larue and Vorobiev, 2004; Saveyn
et al., 2005). The impact of the hydronium ions migration
is reduced in a buffered suspension (Saveyn et al., 2005).
To avoid depression of electrodewatering by the hydronium
ions, a flushing solution stream can be used to rinse the
electrodes from the electrochemical products.
The gas formation, such as oxygen gas can be useful
oxidizing impurities from suspension.

Temperature The temperature rises by Ohmic heating in the filter chamber.
It decreases the liquid viscosity which allows an acceleration
of the filtrate flow. But, to prevent overheating and damage
of the filter and filter cloth, the temperature control is
advised. Overheating may be prevented by the additional
flushing solution stream at the electrode.

Time of current
application

It is not necessarily more effective to apply the current right at
the beginning. Indeed, in the earlier stage the mechanical
dewatering could predominate on the electrokinetic effects.
Then, if the power is applied right from the start of a
filtration for instance, a large energy amount is expended
needlessly to remove water that can easily be removed by
pressure alone (Miller et al., 1998; Lee et al., 2007). This was
put in evidence in the electrodewatering of sewage sludge.

Effect of time The electrical efficiency decreases with the moisture reduction
over the time.
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Table 2 Examples of mineral and biological suspensions treated by electrofiltration and/or electroosmotic dewatering
Industrial sector Application field Suspensions References

Mining, drilling, and
civil engineering

• Dewatering Swelling clay (bentonite, silica, quartz
sand, phosphate, diamond, iron ore,
silicate, china clay, coal and coal
waste, tailings lagoon)

Moulik (1971), Shang and Lo (1997),
Larue et al. (2001), Weber and Stahl
(2002), Larue et al. (2006), Saveyn
et al. (2006b), Xian-shu et al. (2009),
Fourie et al. (2007), Lamont-Black
et al. (2005)

• Refinement of
concentrate

Calcium carbonate suspension and
white clay slurry

Yukawa et al. (1976)

• Consolidation Soil Jeon et al. (2010)
• Soil remediation Soil comprises petroleum hydrocarbons,

heavy metals, radioactive species,
and/or organic compounds
(halogenated hydrocarbons,
polynuclear aromatic hydrocarbons)

Acar et al. (1995), Virkutyte et al.
(2002), Jeon et al. (2010)

Paper, rubber,
ceramic, paint, or
plastic industry

• Refinement of
concentrate

Kaolin suspension, calcium carbonate
suspension, titanium dioxide
suspension (anatase, brookite, and
rutile particles)

Lockhart (1983a), Krishnaswamy and
Bahnii (1986), Vorobiev and Jany
(1999), Dussour et al. (2000), Genç
and Tosun (2002), Larue and
Vorobiev (2004)

Food, pharmaceutical
and cosmetic industry

• Concentration Protein suspension (bovine serum
albumin, lysozyme); Polysaccharide
suspension (xanthan, chitosan,
Hyaluranic acid, and polyester
solution)

Iritani et al. (2000), Hofmann and
Posten (2003), Hofmann et al.
(2006), G€ozke and Posten (2010)

(Continued)
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Table 2 Examples of mineral and biological suspensions treated by electrofiltration and/or electroosmotic dewateringdcont'd
Industrial sector Application field Suspensions References

• Fractionation Protein suspension (BSA, lysozyme,
xanthan)

Iritani et al. (1992), Hofmann et al.
(2006), K€apler and Posten (2007)

• Dewatering Tofu residue, tomato pomace, oily
sludge, biscuit sewage sludge

Lite and Xiuqu (1999), Xia et al. (2003),
Al-Asheh et al. (2004), Jumah et al.
(2005), Yang et al. (2005), Li et al.
(2007), Mujumdar and Yoshida
(2008), Citeau et al. (2011)

Water industry • Sewage sludge
dewatering

Activated sludge, digested sludge,
drinking wastewater, lagooned
sewage sludge

Kondoh and Hiraoka (1990), Kondoh
and Hiraoka (1993), Miller et al.
(1998), Raats et al. (2002), Yuan and
Weng (2003), Lamont-Black et al.
(2005), Saveyn et al. (2006a,b), Lee
et al. (2007), Glendinning et al.
(2007), Mahmoud et al. (2011),
Citeau et al. (2012b)

• Liquid
purification

Waterborne yeast cells suspended
in water

Li et al. (2009)
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consolidation or (4) for decontamination purposes, similarly to well-
known “electroremediation” used for the depollution of soils. Recently,
the cake decontamination was studied on sewage sludges that brought to
light notably the removal of large quantity of dissolved organic matter con-
tent in liquid part of the sludge (Smollen and Kafaar, 1994; Kim et al.,
2002; Tuan and Sillanp€a€a, 2010; Navab Daneshmand et al., 2012). The
combination of electricity, heat, and pressure disinfects the biomass, elim-
inating Escherichia coli, salmonella, enteric viruses, and parasites (Navab
Daneshmand et al., 2012).

Tables 3 and 4 present an efficiency overview in terms of increase of the
filtrate flow rate and of the final dry matter content, respectively. Depend-
ing on the experimental device, the process parameters and the treated sus-
pension, the filtrate flow rate may increase from 1 to 37 times with the
electric field strength application in comparison to the pressure alone.
The energy consumption ranged from 8 to 51 kWh/m3 of water removed
(Hofmann et al., 2006; Larue and Vorobiev, 2004). Investigations reveal
that for large and compressible biological particles (e.g., particles that
compose industrial and domestic sludges), the electrical efficiency is
more pronounced in the consolidation stage than in the filtration stage.
Indeed, in the earlier stage the mechanical pressure effect may predominate
on the electrophoresis. And if power is applied right from the start of the
filtration, a large energy amount is expended needlessly to remove water
that can easily be removed by pressure alone (Miller et al., 1998; Lee
et al., 2007). A final dry solid content of 30–50% w/w may be obtained
by superimposing an electric field on a standard consolidation process. It
corresponds to a water content reduction of 10–57% in comparison to
conventional mechanical process. The energy consumption ranged from
10 to 700 kWh/m3 of water removed (Zhou et al., 2001; Larue et al.,
2001; Yuan and Weng, 2003; Glendinning et al., 2010; Citeau et al.,
2012a). As a comparison, thermal drying processes require 1000–

1200 kWh/m3 of water removed (Mahmoud et al., 2010). For sewage
sludge, process economic assessments have shown the benefit of this tech-
nique in comparison to traditional treatment ways. Taking account of
transport, disposal, and supplementary electrical costs, the total cost savings
are estimated to 47–64% at industrial scale depending on the sludge type:
agro-industrial, chemistry paper mill, biochemical semiconductor, or
municipal sludge (ACE Korea Incorporation).
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Table 3 Overview of dead end electrofiltration efficiency (electric field applied before the consolidation of the material to increase the
filtration rate)
Suspension Process parameters Dewatering efficiency References

Kaolin clay Lab. scale in Dorr-Oliver
Electrofilter� type;
DPH ¼ 6.9 � 103 Pa; 25e100 A/m2

Filtrate flow rate increased by
7e36.5-fold for kaolin clay and by
1.2e1.9-fold for rutile suspension in
comparison to the pressure alone.

Krishnaswamy and
Bahnii (1986)Rutile suspension

Anatase suspension (TiO2)
(1% w/w DS; 0.3 mm)

Lab. scale; DPH ¼ 1.7 � 105 Pa;
200 V (2.5 kV/m); w6 A/m2;
w16 min

Increase of the filtrate volume for
1000 s: 53%; EC: 1.87 kWh/m3

removed water

Genç and Tosun
(2002)

Kaolin clay (13.7 mm;
pH 9; z: 8 mV)

Lab. scale in vertical filter cell type;
DPH ¼ 1.2 � 105 Pa; 50 A/m2

(w0.58 kV/m) to 100 A/m2

(w0.85 kV/m)

Filtrate flow rate increased by
1.2e2.2-fold in comparison to the
pressure alone; EC: 32 to
51 kWh/m3 removed water

Larue and Vorobiev
(2004)

Pre-sedimentation basin
water (Ci ¼ 42e55
� 103 particles/mL)

Pilot-sand filter; 0.84 mm/s;
E ¼ 0.32e0.48 kV m (8e12 V)

Total collected cell factor: 1.79 to
1.86 at 8e12 V compared to 1.48
without electric field; EC: 100 to
273 Wh/m3 removed water at 8
and 12 V, respectively

Li et al. (2009)

Raw bentonitic drilling
sludge (23.4% w/w DS;
3 mm; pH 9.3)

Lab. scale in vertical filter cell type;
DPH ¼ 5 � 105 Pa; 80 A/m2

Filtrate flow rate increase by 5-fold
in comparison to the pressure
alone; EC: 340 kJ/kg3 removed
water at 64% w/w DS (95 kWh/
m3 removed water)

Loginov et al.
(2013)
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Xanthan (Ci ¼ 5 kg/m3;
1.2 kDa; pH 5.9;
z: 104 mV)

Lab. scale in filter-press cell type with
flushing electrodes;
DPH ¼ 4 � 105 Pa; E ¼ 4 kV/m

Filtrate flow rate increased by
23-fold in comparison to stirred
filter cell; CED-f ¼ 175 kg/m3;
EC: 44.4 kWh/m3 removed
water

Hofmann and Posten
(2003)

Poly(3-Hydroxybutyrate)
(Ci ¼ 2 kg/m3; pH 9;
z: 84 mV)

Lab. scale in filter-press cell type with
flushing electrodes;
DPH ¼ 4 � 105 Pa;
E ¼ 2e4 kV/m; 1.5 h

Filtrate flow rate increased by
2.1e3.8-fold in comparison to the
pressure alone; CMD-f ¼ 9 kg/m3;
CED-f ¼ 30e41 kg/m3

G€ozke and Posten
(2010)

Chitosan (Ci ¼ 2 kg/m3;
pH 3; z: þ65 mV)

Lab. scale in filter-press cell type with
flushing electrodes;
DPH ¼ 4 � 105 Pa; E ¼ 2e4 kV/m;
3 h

Filtrate flow rate increased by 1.6
to 1.9e to3.1-fold in comparison
to the pressure alone;
CMD-f ¼ 32e56 kg/m3;
CED-f ¼ 60e100 to 78e
168 kg/m3

Hyaluronic acid
(Ci ¼ 2 kg/m3; pH 6;
z: 22 mV)

Filtrate flow rate increased by
2.7e3.6-fold in comparison to
the pressure alone;
CMD-f ¼ 10 kg/m3;
CED-f ¼ 30e36 kg/m3

CMD-f: final concentration after mechanical dewatering; CED-f: final concentration after electrodewatering; EC: energy consumption; cells removal factor ¼ cells
removal with electric field/cells removal without electric field; flow rate increase factor ¼ filtrate flow rate with EK/filtrate flow rate without EK.
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Table 4 Overview of dead end electroosmotic dewatering efficiency (electric field applied during the consolidation of the material to
increase the consolidation rate and dewatering)
Suspension Process parameters Dewatering efficiency References

Mineral sand tailings Electroosmotic drain pilot; gravity
pressure; E ¼ 11 V/m; 63 days

Water content reduction of
0.38e0.47 times compared with
initial suspension amount; EC:
1.25 kWh/m3 removed water or
0.9 kWh/t DS

Fourie et al. (2007)

Thickened kimberlite
slimes

Vertical lab. piston cell;
DPH ¼ 70 � 103 Pa; 35 min

Water content reduction of 57%
compared with initial condition

Lamont-Black et al.
(2005)

Silica suspension
(2e2.2 mS/cm)

Horizontal lab. piston cell;
DPH ¼ 5 � 105 Pa; 400 A/m2;
<100 V; 140 s

Water content reduction of 20% in
comparison to pressure alone; EC:
270 kWh/m3 removed water
(33.4% w/w DS)

Larue et al. (2001)

Bentonite suspension
(8.5% w/w DS,
6 mS/cm)

Horizontal lab. piston cell with
continuous removal of electrolysis
products; DPH ¼ 15 � 105 Pa;
47 A/m2; 5000 s

Water content reduction of 33% in
comparison to pressure alone; EC:
700 kWh/m3 removed water
(40% w/w DS)

Larue et al. (2006)

Activated sludges
(3% w/w DS;
1.0e1.7 mS/cm;
pH 6e7)

Vertical lab. Piston cell;
DPH ¼ 3 � 105 Pa; 100 A/m2;
<100 V; 1 h

Water content reduction of 74e80%
in comparison to pressure alone;
EC: 2142e2978 kWh/t DS (40%
w/w DS)

Miller et al. (1998)
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Anaerobically digested
sludges (3% w/w DS;
3.6e8.0 mS/cm;
pH 7e8)

Water content reduction of 53e70%
in comparison to pressure alone;
EC: 1900e2538 kWh/t DS (40%
w/w DS)

Sewage sludge
(3% w/w DS)

Filter-press pilot; DPH ¼ 3 � 105 Pa;
100 A/m2; <100 V

Water content reduction of 82% in
comparison to pressure alone; EC:
880 kWh/t DS (40% w/w DS)

Belt filter-press pilot;
DPH ¼ 3 � 105 Pa; 100 A/m2;
<100 V

Water content reduction of 75% in
comparison to pressure alone; EC:
1615 kWh/t DS (40% w/w DS)

Drinking
wastewater

Belt filter-press pilot; 30 V,
35e25 A/m2; 4 m3/h

Water content reduction of 8% in
comparison to pressure alone; EC:
1 kWh/t sludge or 60 KWh/t DS
(24% w/w DS)

Raats et al. (2002)

Flocculated activated
sludge

Diaphragm filer-press pilot;
DPH ¼ 16 � 105 Pa; 30 min

Water content reduction of 21e30%
in comparison to pressure alone;
EC: 222e377 kWh/m3 removed
water or 352e569 kWh/t DS
(42.0e45.6% w/w DS)

Saveyn et al.,
2006a, b

Diaphragm filer-press pilot;
DPH ¼ 16 � 105 Pa; 50 min

Water content reduction of 24e33%
in comparison to pressure alone;
EC: 313e364 kWh/m3 removed
water or 528e654 kWh/t DS
(43.0e52.5% w/w DS)

(Continued)
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Table 4 Overview of dead end electroosmotic dewatering efficiency (electric field applied during the consolidation of the material to
increase the consolidation rate and dewatering)dcont'd
Suspension Process parameters Dewatering efficiency References

Sewage sludge Filter-press pilot;
DPH ¼ 5.88 � 105 Pa;
E ¼ 70 � 102 V/m; 150 min

Water content reduction of 31% in
comparison to pressure alone; EC:
370e450 kWh/t DS (45% w/w
DS)

Lee et al. (2007)

Lagooned sewage
sludge (10.6%
w/w DS)

Electroosmotic drain pilot; gravity;
E ¼ 33 V/m; 63 days

A reduction in volume of 23e30%
compared with initial suspension
volume; EC: 128 kWh/m3 wet
sludge

Glendinning et al.
(2007)

Activated sludge and
primary sludge
mixture (2.5%
w/w DS)

Belt filter press pilot; 14 m3/h;
E ¼ 1700 V/m; 9 min

Water content reduction of 10% in
comparison to pressure alone; EC:
19.50 kWh/t DS (30% w/w DS)

Flocculated activated
sludge (0.3% w/w DS;
0.8 mS/cm; pH 7.7)

Horizontal lab. Piston cell;
DPH ¼ 5 � 105 Pa; 40 A/m2; 1 h

Water content reduction of 16% in
comparison to pressure alone; EC:
250 kWh/m3 supplementary
removed water (32% w/w DS)

Citeau et al.
(2012b)

Flocculated digested
sludge (3.0% w/w DS;
8.2 mS/cm; pH 7.6)

Horizontal lab. Piston cell;
DPH ¼ 5 � 105 Pa; 40 A/m2; 2 h

Water content reduction of 18% in
comparison to pressure alone; EC:
720 kWh/m3 supplementary
removed water (47% w/w DS)

Water content reduction ¼ j(final water content without EK – final water content with EK)j/final water content without EK; EC: energy consumption; DS: dry
sludge.
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2.3 Crossflow Electrofiltration
2.3.1 Mechanism
2.3.1.1 Crossflow Electrofiltration
Figure 12(a) and (b) presents the crossflow filtration mechanism without and
with an external electric field, respectively. In conventional crossflow filtra-
tion, the suspension flows parallel to the membrane, and the permeate flows
normally through the membrane ought to the transmembrane pressure. Sol-
utes are also transported by convection towards the membrane surface,
where they form a concentration polarization layer and gel layer as shown
in Figure 12(a). In crossflow electrofiltration (CFEF), the electric field is
superimposed orthogonally to the hydrodynamic flow. Critical electric field
strength (Ecr) is the electric field at which hydrodynamic transport of particle
towards the membrane is counter-balanced by the electrokinetic transport of
foulants away from the membrane (Huotari et al., 1999a). It depends on the
suspension properties (pH, conductivity, particle size, feed concentration).
The Ecr value can be estimated as the ratio of the permeate flux of the sol-
vent (J) and the electrophoretic mobility of the particle (ue):

Ecr ¼ J
ue

(7)

Above Ecr, the particles velocity due to the electrophoresis is greater than
the one due to the bulk flow towards the filtration medium. As a result, the
charged particles move away from the membrane surface and migrate to-
wards the anode. The concentration polarization layer and the membrane
fouling by deposits are reduced in comparison to the crossflow filtration
without electric field, as shown in Figure 12(b). Simultaneously, the

Figure 12 Schematic representation of crossflow filtration mechanism (a) without elec-
tric field and (b) in presence of an external electric field. Sarkar et al. (2008). With
permission.
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electroosmosis movement through the membrane increases the permeation
flux. The shear force limits the filter deposit layer formation on the anode
assembly. The service life of the membrane is thus greatly extended. Never-
theless, periodic backwashings are still required but less frequent than con-
ventional crossflow filtration (Yang et al., 2003; Tsai et al., 2011).

2.3.1.2 Pulsed Electrokinetic Cleaning of Membrane
Electric field can also be used to periodically clean the membrane in conven-
tional crossflow filtration. The electric field is applied for short time intervals
after a period of filtration, releasing the fouling layer from the membrane
surface (Bowen and Sabuni, 1992).

2.3.2 Equipments
2.3.2.1 Crossflow Filtration Equipped by Electrodes Parallel to the Flow
Figure 13(a) and (b) shows rectangular- or tubular-channel processing mod-
ules used for crossflow electrofiltration. Basically, the two electrodes are
positioned parallel to the flow behind the filter membranes. As particles
are generally negatively charged, cathode is placed on the permeate side.
The feed channel height is typically 1–2 mm to limit energy consumption.
To prevent anodic oxidation, Dimensionally Stable Anode (DSA�) is pref-
erentially used as anode. And the cathode material is preferentially in stainless
steel that is cheaper than coated titanium.

The electric field application allows separating particle sizes smaller than
the membrane pore size. Thus, the membrane pore size may be chosen
larger than the particle size to improve the permeate flux. Micro- and ultra-
filtration membranes are typically used. The membrane must stand the tem-
perature increase and pH variation. To avoid the contamination of
suspension or filtrate by the electrolysis products, the anode is generally

Figure 13 Schematic illustration of crossflow electrofiltration module when (a) an elec-
tric field is applied across a flat sheet membrane in a rectangular or tubular- channel
processing module and (b) a tubular membrane is used as an electrode. Huotari
et al. (1999a). With permission.
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shielded by an ion exchange membrane or a dialysis membrane and can be
rinsed with an electrolyte (Weigert et al., 1999). Filtration membranes made
of conductive material, such as carbon fibre-carbon composite membrane
(Huotari et al., 1999b), stainless-steel membrane (Bowen et al., 1989) or
conductive ceramic membrane (Guizard et al., 1989), were investigated as
cathode to replace the conventional nonconductive membranes. It was sug-
gested that the gas bubbles generated at the electrode, when it is used as a
membrane, disperses the deposits formed on membrane reducing the fouling
effect (Bowen et al., 1989). However, in other case, it was demonstrated that
the formation of foam on the membrane surface due to gas bubbles at cath-
ode may cause the filtration flux to decrease (Huotari et al., 1999b). Thus,
some studies have shown that the electrode could not be placed closer
than 3 mm from the membrane surface in order to carry away the gas bub-
bles in the filtrate flow (Lin et al., 2007).

Figure 14 is a schematic representation of the Dorr-Oliver� crossflow
electrofiltration device (Bollinger and Klinkowski, 1986). It is a
rectangular-channel system alternating anode and cathode assemblies spaced
by feed-product channels. The anode assembly consists of an anode
immersed in an electrolyte stream and covered by an ion exchange

Figure 14 Schematic representation of the Dorr-Oliver� crossflow electrofiltration
device (Bollinger and Klinkowski, 1986).
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membrane to prevent back migration or electroosmotic pumping of the
electrolyte through the membrane. The anolyte flux (Na2SO4 solution)
carries away the electrolysis products. The cathode assembly consists of an
electrode separated from the feed channel by a membrane made from poly-
mer or ceramic or stainless steel or anisotropic cellulosic type. Results on a
kaolin suspension show that the application of a current density of about
50 A/ft2 (538 A/m2) in combination with permeate vacuum of 28 inch Hg
(9.3 � 104 Pa) produces a permeate rate around 4 times greater than without
any current.

2.3.2.2 Crossflow Filtration Equipped by Electrodes Perpendicular to the
Flow

Figure 15 shows a schematic diagram of the ceramic ultrafiltration module
assisted by electric field. Contrarily to common crossflow electrofiltration
devices previously presented, the electrodes are positioned perpendicular
to the flow at the inlet and outlet ports of the membrane module. The
flow is directed either from anode to cathode for positively charged particle
(as illustrated in Figure 15) or from cathode to anode for negatively charged
particle The correct combination of applied electric field and pressure allows
overcoming the charge repulsion force experienced by the charged particles
near the electrode prior to entering the membrane module. Once the par-
ticles are in the module, they are attracted by the opposite charged electrode
at the outlet side. Deposition into the electrode can be inhibited thanks to a
relatively larger velocity drag force. The membrane is made of ceramic with
a zirconium dioxide (ZrO2) active layer. This gives a surface charge to the
membrane either positive or negative respectively below or above the iso-
electric point.

Figure 15 Schematic representation of the ceramic ultrafiltration module with an
applied voltage (Agana et al., 2012).
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2.3.3 Typical Ancillaries and Fitment within a Flowsheet
The suspension is pumped into the electrofilter. The differential pressure
across the membrane to remove the filtrate, is achieved by pressurizing
the feed-product channel hydraulically, such as with a feed pump, and/
or applying vacuum to the filtrate chamber. The electric field is provided
by a power supplier providing 1 to max 30 kV/m. The electrode polarity
is selected in order to repel the charged particles away from the membrane
surface. The permeate and the retentate are removed to two outlet con-
duits. The setup includes a tank for the flushing solution storage. This
solution is pumped into the anode assemblies. It circulates in a closed
loop. The pH and conductivity of the permeate, retentate and flushing
solution must be controlled and adjusted at same pH and conductivity
than the feed-suspension. Temperature control may also equip the elec-
trodes. Furthermore a hood and venting system are required to remove
O2 and H2.

Typically washing is made with alkaline solution (e.g., sodium hydroxide
0.1 N), then followed by an acidic solution (citric acid 0.01 N or sulphuric
acid) and finalized by Milli-Q water. The washing liquid is pumped into the
feed-channels.

2.3.4 Factors Affecting the Treatment
Table 5 summarizes the influence of the suspension properties and process
parameters on the crossflow electrofiltration. In addition to Table 5 informa-
tion, it is worthwhile noted that particles larger than 6 mm preferentially
sediment and are not affected by the electric field (Wakeman and William,
2002). The CFEF is particularly advantageous compared to conventional
crossflow filtration for suspensions involving fast concentration polarization
or for highly concentrated suspensions. Table 6 displays examples of suspen-
sions which were dewatered by CFEF.

2.3.5 Typical Uses and Applications
Investigations on CFEF reported the potential of the technique: (1) to in-
crease the concentration of suspension by preventing concentration polari-
zation at membrane surface and membrane pore fouling; (2) to purify the
permeate by removing nano-sized and colloidal particles, and (3) to frac-
tionate particles by using two molecular weight cut-off membranes or to
fractionate particles taking advantage of their different isoelectric points.
Table 6 shows potential applications per industrial sectors. Some success
was reported in ultra- and microfiltration of microbial cells, proteins, in
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Table 5 Suspension properties and parameters affecting the crossflow
electrofiltration
Factor Comments

Suspension
type

Aqueous suspension containing fine particles with high
surface charge.

Feed
concentration

Tested feed concentration range: <50 kg/m3

Increasing the concentration may increase the viscosity,
which in turn would decrease the electrophoretic
mobility. However, the filtrate flux is still very high
compared with flux without an electric field, thanks to
electroosmosis.

Particle size
distribution

Range: <8 mm (Wakeman and Williams, 2002)

pH The pH must be away from the isoelectric point: For a zeta
potential of particles close to zero, there is no
electrokinetic effect.

Zeta potential
of particles

Same as dead end electrofiltration (see Table 1). The sign of
the particle surface charge required to be kept away from
the membrane must be the same as the electrode in the
permeate channel.

Salinity As explained for dead end electrofiltration (see Table 1),
electric field effect is highly influenced by electrolyte
concentration.

Crossflow
velocity

Range: 0.02e3 m/s; typically: 0.1 m/s (Wakeman and
Williams, 2002)
The crossflow velocity acts on the shear force that prevents
the particle deposition on the anode side. However,
because of an increased back diffusion towards the
membrane surface, it reduces the filtrate flow (Huotari
et al., 1999a). It is not necessary to use a high crossflow
velocity in CFEF compared to the conventional crossflow
filtration.

Transmembrane
pressure

A Critical transmembrane pressure (TMP) may be defined
below which the membrane fouling occurs in spite of the
electric field application (Huotari et al., 1999a; Song et al.,
2010).
Typically the critical TMP is below 4 � 105 Pa.

Electric field
mode

The use of pulsed electric field mode can minimize power
consumption and prevent the changes in stream properties
due to electrode reactions or heating. However, contrary
results are reported regarding the flux enhancement by
pulsed electric field in comparison to continuous one.

Electric field
intensity

The electric field strength is preferentially closed to the
critical electric field strength (Yang et al., 2003;
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the concentration of surfactants and in the separation of molecular compo-
nents like surfactant and protein. Table 7 presents an overview of the CFEF
efficiency. The method is shown to increase permeate flux by factor ranging
from 1.5 to 10 during experiments involving different types of solutions.
The energy consumption ranges from 0.2 to 6.9 kWh/m3 with pumping
representing less than 13% of the total energy consumption (Hsieh et al.,
2008; Bowen et al., 1989; Wakeman and Sabri, 1995; Weigert et al.,
1999; Chiu and Garcia Garcia, 2011; Weng et al., 2012).

3. DIELECTROPHORETIC TREATMENT

3.1 Nonuniform Electric Field-Induced Effects
In uniform electric field, Coulomb forces are generated on both sides

of a neutral particle. The dipole moment induced in the particle can be rep-
resented by two equal and opposite charges (dþ and d�) at the particle
boundary, resulting in zero net force on the particle. However, when the
electric field is nonuniform, the unequal fields operating on each side create
a force, called dielectrophoretic force (DEP), directed along the electric field
gradient, which impels the neutral body towards the region of stronger (pos-
itive DEP) or weaker electric field (negative DEP). The dielectrophoretic

Table 5 Suspension properties and parameters affecting the crossflow
electrofiltrationdcont'd
Factor Comments

Tsai et al., 2011). The required electric field strength is
increased by the increase of the transmembrane pressure or
the membrane pore size.
Electric field intensity range: 1e30 kV/m

Current density Current density is related to the electric field intensity.
Electrochemical

products
generated at
the electrodes

To reduce the impact of hydronium ions produced at anode
on the concentrating suspension (for a high value product)
a flushing solution stream can be used to rinse the
electrode.
The gas bubbles generated at the cathode can result either
in the filtration flux decrease or in the fouling effect
reducing.

Temperature The temperature of suspension can be maintained constant
by the use of a heat exchanger external to the filter.
However, if a layer of particles is formed on the
membrane, it is subjected to the local heating effect.
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Table 6 Examples of mineral and biological suspensions dewatered by crossflow electrofiltration
Industrial sector Application field Suspensions References

Chemical industry • Liquid
purification

Wastewater containing nano and
colloidal particles such as metallic
compounds (oxide-CMP, alumina,
arsenic, TiO2), mineral compounds
(silica dioxide, cristobalite, kaolin)
and natural organic matter (humic
substances)

Bollinger and Klinkowski (1986),
Weigert et al. (1999), Yang et al.
(2003), Yang and Li (2007), Lin et al.
(2007), Tsai et al. (2011),
Hakimhashemi et al. (2012)

Food and beverage
industry, Pharmaceutical
and cosmetic industry,
Drinking water
treatment plant

• Liquid
purification

Fruit juice (pectin-sucrose solution),
fermentation broth (microbial cells,
proteins, amino acids), gelatine,
surfactant, Oily waste water (oil
emulsion)

Akay and Wakeman (1997), Park
(2006), Sarkar et al. (2008), Bazinet
and Firbaous (2009), Huotari et al.
(1999b)

• Concentration Protein solution (albumin suspension) Robinson et al. (1993), Zumbusch et al.
(1998), Song et al. (2010), Wakeman
(1998)

• Fractionation
(bio-product
purification)

Protein mixture (enzyme solution,
albumin, suspension, gelatin), peptide
mixture

Bargeman et al. (2002), Lentsch et al.
(1993), Oussedik et al. (2000),
Enevoldsen et al. (2007), Chuang
et al. (2008), Sarkar et al. (2009),
Brisson et al. (2007)
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Table 7 Overview of crossflow electrofiltration efficiency
Suspensions Process parameters Electric field efficiency References

Cristobalite suspension (0.2 vol%;
mean size 3 mm; 2 mS/cm; pH
7e8; z: 52e66 mV)

TMP: 0.1 � 105 Pa; crossflow
velocity: 0.6 m/s;
E ¼ 35 � 103 V/m

Permeate rate increased by
10-fold in comparison to the
single crossflow filtration; EC:
w1.8 kWh/m3

Weigert et al.
(1999)

Groundwater containing solids
(0.427 kg/m3; size range
297e1007 mm; pH 6.6;
z: 42 mV)

TMP: 1e2 psi
(6895e13,790 Pa); Filtration
rate: 5 � 10�6 m3/s;
E ¼ 15.65 � 103 V/m

Removal efficiency of solids
increased to 95% with the
electric field in comparison to
7% without electric field

Lin et al. (2007)

Colloidal alumina suspension
(0.1 kg/m3; mean size 209 nm;
pH 5.6; z: þ70 mV)

TMP: 1e2 psi
(6895e13,790 Pa); Filtration
rate: 5 � 10�6 m3/s;
E ¼ 9.68 � 103 V/m

Removal efficiency of colloids
increased to 80% with the
electric field in comparison to
3% without electric field

Silica dioxide suspension
(0.242 kg/m3; size range
76e126; pH 5; z: 42 mV)

TMP: 1e2 psi
(6895e13,790 Pa); Filtration
rate: 5 � 10�6 m3/s;
E ¼ 18.77 � 103 V/m

Removal efficiency of colloids
increased to 98% with the
electric field in comparison to
3% without electric field

Humic acid and kaolin mixtures TMP: 0.49 � 105 Pa;
E ¼ 6.08 � 103 V/m

Permeate rate increased by 1.7- to
3.2-fold; DOC rejection
increase by 8-fold; DOC
aromatic removal increase by
0.3e to0.5-fold

Tsai et al. (2011)

Aluminium oxide suspension
(0.5 kg/m3) þ2 mM KNO3

(pH 6; z: þ50 mV)

TMP: 0.75 � 105 Pa; Velocity:
0.13 m/s; E ¼ 2 � 103 V/m

Permeate rate increased by 52% Hakimhashemi
et al. (2012)

(Continued)
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Table 7 Overview of crossflow electrofiltration efficiencydcont'd
Suspensions Process parameters Electric field efficiency References

Surfactant (10 kg/m3; mean size
0.46 mm)

TMP: 2.04 � 105 Pa; Velocity:
1.5 m/s; E ¼ 16.7 � 103 V/m

Permeate rate of colloids
increased by 15-fold

Akay and
Wakeman
(1997)

Fermentation broth TMP: 10 kg cm2; Velocity:
0.02 m/s; E ¼ 8e24 V

Permeate rate increased by
60e133%

Park (2006)

Mixture of pectin (1e5 kg/m3)
and sucrose (10e14 brix)
(57e170 mS/cm; pH 3.1e3.5;
z: 19.4e20.5 mV)

TMP: 3.6 � 105 Pa; Velocity:
0.12 m/s; E ¼ 0.6 � 103 V/m

Permeate rate increased by 2.3- to
3.4-fold

Sarkar et al.
(2008)

Treated mosambi fruit juice
(1.5 kg/m3 pectin; 8.60 brix;
3.20 mS/cm; pH 3.84; z:
24.2 mV)

TMP: 3.6 � 105 Pa; Velocity:
0.09 m/s; E ¼ 0.4 � 103 V/m

Permeate rate increased by
1.4-fold

Oily waste water (0.21 kg/m3 oil;
0.1% cleaning agent;
40 mS/cm; pH 8.8; z: 67 mV)

TMP: 4 � 105 Pa;
E ¼ 2.4 � 103 V/m

Permeate rate increased by
4.7-fold

Huotari et al.
(1999b)

Mixture of BSA solution (pH 7.4;
z: 28 mV) and Lysozyme
(pH 7.4; z: þ6.7 mV) (ratio
0.1 kg/m3: 0.1 kg/m3; pH 7.4;
z: 7.1 mV)

TMP: 3.6 � 105 Pa; Velocity:
12 � 10�2 m/s;
E ¼ 1 � 103 V/m

Permeate rate increased by
1.6-fold (57%); Membrane
surface concentration of BSA
and lysozyme varied by 0.2 and
4.2-fold in comparison to the
single crossflow filtration

Sarkar et al.
(2009)

Permeate increase factor ¼ permeate flow rate with EK/permeate flow rate without EK; solids removal increase ¼ (final water content without EK – final water
content with EK)/final water content without EK.
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motion of neutral body suspended in medium is illustrated in Figure 16, in
which an A.C. signal applied between plate and tip electrodes is used to
generate a nonuniform electric field.

In the case of an ideal dielectric sphere suspended in medium (here a
fluid) and exposed to a nonuniform electric field E, the dielectrophoretic
force F

!
DEP can be written as:

F
!

DEP ¼ 2pε0εmr3Re
�
fCM

�
VE2 (8)

where r is the radius of the spherical particle, ε0 is the permittivity of the
vacuum (8.854 � 10�12 C/V m), εm is the relative permittivity of the me-
dium, and fCM is the effective polarizability. The effective polarizability is a
complex variable known as the Clausius-Mossotti factor. It depends on the
electric properties of the particle and the surrounding medium and on the
frequency f of the applied A.C. field. In the case of a spherical particle with
permittivity εp and electrical conductivity sp, suspended in a medium with
permittivity εm and conductivity sm, the effective polarizability is given by:

fCM ¼ ε
�
p � ε

�
m

ε
�
p þ 2ε�m

(9)

where ε
� is the complex permittivity, expressed as: ε� ¼ ε0εþ i s

u
; with i:

the imaginary vector ði ¼ ffiffiffiffiffiffiffi�1
p Þ and u: the angular frequency of the A.C.

field (u ¼ 2pf ). The polarizability factor determines whether the DEP force
on a particle is positive (attracting) or negative (repelling), Figure 16. Its

Figure 16 Direction of a neutral particle in nonuniform electric fields depending on
dielectrophoresis response: (a) positive DEP and (b) negative DEP. Doh and Cho
(2005). With permission.
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value can theoretically range between �0.5 and þ1.0 (Pethig and Markx,
1997; Khoshmanesh et al., 2011). From this equation, it can be seen that for
low frequencies the effective polarizability mostly depends on the electrical
conductivities, whereas at high frequencies, the influence of permittivity
becomes dominating. This means that particles may experience either
positive or negative DEP force in the same system depending on the fre-
quency of the applied A.C. signal.

For high frequencies, or with negligible electrical conductivity of the
fluid, the dielectrophoretic force increases with the difference between
the particle and the fluid permittivity. When the permittivity of the par-
ticle is greater than the medium one (εp > εm), the particle migrates in the
direction of high field region (positive DEP). Indeed, the asymmetric field
forces accelerate the particle motion more than the liquid, concentrating it
in the highest field (Ballantyne and Holtham, 2010). On the contrary, par-
ticles with permittivity lower than the medium one (εm > εp) are pushed
towards the region of weakest field strength. Permittivity (also named
dielectric constant or polarizability) of some liquids, minerals, ceramics
and plastics are presented by Lin and Benguigui (1983) and Ballantyne
and Holtham (2010).

While the real part of Clausius-Mossotti factor Re[fCM] determines the
dielectrophoretic force, the imaginary part Im[fCM] determines travelling-
wave dielectrophoretic force (TW-DEP). This force exists only when the
electric field has phase gradient. The corresponding travelling-wave dielec-
trophoretic force is given by (Khoshmanesh et al., 2011):

F
!

TW�DEP ¼ �4pε0εmr3Im
�
fCM

�
E2

lTW
(10)

where lTW is the wavelength of travelling electric field of value equal to the
repetitive distance between electrodes of same phase.

3.2 Mechanisms
3.2.1 Dielectrophoresis
The dielectrophoretic method consists to achieve nonuniform electric field
with a high electric field gradient. Electrical density and hence electrochem-
ical reactions are preventing by the use of high-frequency fields, noncon-
ductive liquid or insulted electrodes. Nonuniform electric fields may be
generated by variations of the A.C. electric field, as well as various micro-
electrode configurations or insulating structures (designed matrices or
variations in the channel geometry) placed between energized electrodes.
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Figure 17 present the electric field distribution over three cell configura-
tions. Thus, when a potential is applied across alternating electrodes, in
Figure 17(a), this array establishes a nonuniform electric field depending
on dimensional and material properties of the electrodes. Particles move
in the direction along (positive DEP) or against (negative DEP) the electric
field gradient. They are then trapped or levitated, respectively.

A similar arrangement of microelectrodes is now energized by phase-
shifted A.C. signals, Figure 17(b) (e.g., a phase-quadrature signals: 0, 90,
180, and 270�). This generates a travelling-wave dielectrophoretic force,
which moves the levitating particles parallel to the channel formed by the
electrode array.

The dielectrophoretic force decreases approximately exponentially with
distance from the electrodes (Pethig and Markx, 1997). To create high elec-
tric field gradients over a large volume, insulating structures array can also be
employed between electrodes, Figure 17(c). The presence of the insulating
structures (or matrix) modifies the electric field distribution, generating sites
of high electric field gradients. Thus, when the dielectric constant of insu-
lating structures is larger than the surrounding liquid one, the field is stronger
near the structures (especially at their contact points) and weaker in the gaps
between them.

Dielectrophoresis is commonly employed in separation or filtration
systems where particle is exposed to dielectrophoretic, electric, gravitational,
buoyancy and drag forces. The particle velocity induced by dielectrophoresis
n!DEP is proportional to the square of the field gradient E and the dielectro-
phoretic mobility of the particle uDEP as (Aldaeus, 2006):

v!DEP ¼ uDEP$VE2 (11)

Figure 17 Nonuniform electric field distribution induced (a) by planar parallel micro-
electrode array for dielectrophoresis, (b) by planar parallel microelectrode array for
travelling-wave dielectrophoresis (adapted from Khoshmanesh et al. (2011). With permis-
sion.), or (c) by an insulating structure (consisted here of dielectric pillars) placed in an
A.C. or D.C. electric field.
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In the more general form, the dielectrophoretic mobility may be
expressed depending on the particle volume VP and the friction factor 4,
such as:

uDEP ¼ VP

44
Re

�
fCM

�
(12)

The effectiveness of dielectrophoresis decreases as the suspended par-
ticle size decreases. For a spherical particle with radius r in a liquid of vis-
cosity m, the friction factor is given by 4 ¼ 6pmr and the dielectrophoretic
mobility is:

uDEP ¼ r2

18m
Re

�
fCM

�
(13)

3.2.2 High-Gradient Dielectrophoretic Separation
The common dielectrophoretic separation mechanisms are based either
on the sign or on the magnitude of the DEP force in a laminar flow
stream. Figure 18 illustrates the basic principle of three hydrodynamic
dielectrophoresis processes. Two kinds of particles are carried by the
flow through the chamber, confined within a certain range in the channel.
DEP force is generated in the nonuniform electric field provided by
intermittent microelectrodes. Sign-based DEP separation illustrated in
Figure 18(a), is achieved (1) by applying a frequency where one kind of
particle is levitated by negative DEP and flushed out by the flow stream,
while the other kind is immobilized on the electrodes by positive DEP.
The particles levitate above the electrode surface according to their phys-
ical properties and those of the fluid. As the negative DEP force decreases
with distance from electrodes and the sedimentation force acts on each par-
ticle, repelled particles are driven to an equilibrium height where the sedi-
mentation and levitation forces are balanced. Electric field is periodically
switched off (2) to release the trapped particles into a noncontaminated
flow stream. Continuous separation system may be achieved using the
viscous drag of feed flow.

Magnitude-based DEP separation illustrated in Figure 18(b), allows
differentiating particles based on their effective polarizability and density.
The frequency and the medium properties are selected in such a way that
both kinds of particle are repelled under the nonuniform electric field.
Depending on their density and dielectric properties, the particle groups
are levitated to different heights. They move along the fluid flow without
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change of height. Combined with fluid flow with a parabolic velocity pro-
file, those groups may achieve different velocities in the channel, improving
the selective separation along the fluid path.

Figure 18(c) illustrates the trap-and-release procedure. Using first posi-
tive dielectrophoresis, two kinds of particles move towards regions of strong
electric. According to their dielectrophoretic mobility in nonuniform elec-
tric field, they are trapped to different positions. Then, the voltage is
switched off; particles are released and picked up by the flow stream. Release

Figure 18 Separation mechanisms based (a) on the dielectrophoretic sign, (b) on the
dielectrophoretic magnitude, and (c) on the dielectrophoretic trap-and-release
procedure.
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of the particles can also be accomplished by changing the A.C. frequency to
a value which induces negative dielectrophoresis, bringing out further the
separation. The degree of fractionation is gradually enhanced by repetition
of the procedure.

As the dielectrophoresis affects particles at a small distance from the
electrodes, those particle separation methods are typically used in micro-
fluidics. Other strategies exploiting DEP force are carried out to manip-
ulate particles in liquids by levitation, translation or orientation, and/or to
discriminate them (Khoshmanesh et al., 2011; Pethig and Markx, 1997). In
this chapter, the investigation subject is restricted to particle separation
systems.

3.2.3 High-Gradient Dielectrophoretic Filtration
A standard way to make dielectrophoretic filtration, Figure 19, consists to
inject suspension through a porosity dielectric matrix placed between ener-
gized electrodes that allow squeezing the electric field. The matrix has a
dielectric constant larger than the surrounding liquid one. It may either
be finely divided filamentary dielectric material or pieces or foam. It is neces-
sary that the carrier liquid has much lower permittivity than the contaminant
particle. Thus, in the nonuniform electric field, the particles are attracted and
trapped on the matrix using positive dielectrophoresis. Captured particles
form a layer over the matrix surface, creating a new capture site with a

Figure 19 Schematic diagram of a high gradient dielectrophoretic separator.
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different permittivity. Particles flowing through a dielectrophoretic filter are
attracted and captured in it even though their average size is substantially
smaller than the bed pore size. The matrix layers are successively loaded.
In addition to the dielectrophoretic particles trapping, particles are also
collected between the interstices of the matrix in same way as in a depth
bed filtration system. The particle is then subjected to gravitational effects,
dielectrophoresis and fluid drag that may release particles from the matrix.
The filtration occurs when the ratio of the dielectrophoretic force to the
sum of the opposing forces is greater than 1.

Another new way is to combine negative DEP with crossflow filtra-
tion to intensify membrane process. Electrodes are positioned at the
membrane, separated from the feed stream. Large particles are thus,
repelled from the membrane. They are flushed out by the crossflow
stream while the fluid flows through the membrane. It results in the
membrane fouling prevention. However, DEP is not the dominating
force for small particles. Consequently, they can move towards the mem-
brane due to permeate flow and settle on membrane, forming pearl-
chain. The use of pulsed electric field allows repelling these agglomerates
from the membrane (Du et al., 2009).

3.3 Equipments
3.3.1 Dielectrophoretic Separation Platforms in Laboratory-on-Chip

Systems
Commonly, the cell separation chip is composed of the microchannel with
an array of microelectrodes fabricated by photolithography on a flat substrate
(such as glass microscope slide). Sample volumes are then, limited to micro-
litres. Various configurations of microelectrodes and electrodeless have been
investigated to realize dieletrophoresis. Some examples are schematically
shown in Figure 20(a): interdigitated electrodes, sidewall patterned elec-
trodes, insulator-based or electrodeless system, or contactless (Khoshmanesh
et al., 2011). The small dimension of the electrodes (typically 10–40 mm
wide) allows the generation of high electric fields at lower voltages (Morgan
et al., 2001). Usually, the applied electric field is an alternating current signal,
created with a common frequency generator, delivered a frequency gener-
ally greater than 100 kHz with magnitudes below 20 V peak-to-peaks. To
insure visual observation along the channel, transparent conducting materials
such as indium tin oxide (ITO) are employed as electrodes (Willams, 2008).
Example of fluidic system integrating a dielectrophoretic separation platform
is presented in Figure 20(b).
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3.3.2 Wire Cloth Electrodes for Large-Scale Dielectrophoretic
Separation

A cloth, Figure 21(a), weaving together conducting and insulating threads
was developed to improve the large-scale dielectrophoretic separation
(Abidin et al., 2007). The cloth is made from stainless steel wires (100 mm
diameters) oriented at right angles to flexible polyester yarn (75 decitex)
with a permittivity around 3.5. The wires act as electrodes and the polyester
yarn allows distorting the electric field. Figure 21(b) presents a schematic
diagram of dielectrophoretic separation chamber using five wire cloth elec-
trodes. The wire cloth electrodes are sandwiched between sets of Perspex
slabs to form the chamber allowing the fluid to pass through the cloth.
The device was successfully tested to separate viable from nonviable yeast
cells which have significantly different dielectric properties.

Figure 20 (a) Dieletrophoretic Lab-on-a-Chip systems for separation according to the
configuration of microelectrodes (i) parallel or interdigitated electrodes, (ii) sidewall
patterned electrodes, (iii) insulator-based or electrodeless system, and (iv) contactless
(Khoshmanesh et al., 2011); (b) fluidic system integrating a dielectrophoretic separation
platform. Li and Kaler (2004). With permission.
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3.3.3 Industrial Dielectrophoretic Filter for Nonconducting Liquids
Figure 22 shows two patented dielectrophoretic filters. Basically, the dielec-
trophoretic module consists of a filtration column filled with a dielectric
filtering matrix and equipped of a plurality of parallel electrodes embedded
in the column and alternatively connected to the high voltage supply and
the earth source (corresponding to energized and grounded electrodes,

Figure 21 (a) Actual wire cloth electrode, the small insert picture is the wire cloth elec-
trode viewed under microscope at 20� magnification. (b) Schematic diagram of dielec-
trophoretic separation chamber. Abidin et al. (2007). With permission.

Figure 22 Dielectrophoretic module (a) Oberton (1977); (b) Fritsche et al. (1994).
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respectively). Examples of industrial dielectrophoretic filter unit are
described by US Patents (Franse, 1974; Fritsche and Haniak, 1975; Oberton,
1977; Watson et al., 1983; Fritsche et al., 1994; Halm and Hayes, 2000).

The electrical current flow has to be limited between electrodes. That is
why a nonconductive liquid is preferentially used as carrier. Some time,
electrodes are also embedded into filter wall, insulated by a thin layer of glass
or plastic. Thus, the anode is not subjected to corrosion, and the electrodes
may be in stainless steel or carbon steel. They are either rectangular or
concentric cylindrical electrodes, spaced from 25 to 125 mm (Watson
et al., 1983).

The matrix has a dielectric constant larger than that of the carrier liquid.
It may either be finely divided filamentary dielectric material (fibres, nylon),
pieces (glass beads, porcelain beads, ceramic beads, particles of a silicon diox-
ide containing mineral, furnace slag, sand, gravel, limestone) or foam (poly-
urethane foam) containing 50–95% void space (Lin and Benguigui, 1983). It
is chosen depending on the characteristics of the particles to be separated. It
must promote a high field gradient. Thus, smaller beads induce highest elec-
tric field strengths around them, increasing the volume in which the particles
may be captured. The matrix must also easily release particles during the
washing stage. That is why; it is preferentially comprised of smooth-
surface collectors. It is made of a chemically inert and nonconductive mate-
rial. The larger matrix permittivity value helps to enhance the electrical
yield. Thus, barium titanate bed possessing a permittivity of 1600 was suc-
cessfully used by Abidin et al. (2008).

In operation, the suspension passes through the matrix, parallel to the
electrodes. It flows either in a tangential direction through the cylindrical
porous bed Figure 22(a) (Oberton, 1977) or in a radial direction from the
outer periphery to the centre (Watson et al., 1983). A unidirectional electric
field is maintained between adjacent electrodes, allowing the migration and
the adhesion of finely dispersed solids to the surface of the matrix. The liquid
flowing in the column is then cleaned. The dielectrophoretic filtration de-
vices work in a batch mode. As particle accumulation occurs in the matrices,
the retentive force and the number of capture sites decrease. When the bed is
too loaded, the electric field is interrupted and a cleaning fluid passes
through the bed. The porous bed is regenerated by switching off the electric
field. Then, a high velocity fluid is flushed into the matrix to purge it from
the particles still trapped. Solvents such as kerosene or compatible oils, pref-
erably feed stocks, are effective for backflushing. Special techniques of
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backflushing are illustrated in US Patents (Shirley, 1968; Franse, 1974;
Oberton, 1977). To displace the residual volume of the purified product
and of the washing liquid, an inert gas stream such as nitrogen, may be
injected through the matrix (Oberton, 1977; France, 1974).

Figure 22b presents one module of commercial equipment:
GULFTRONIC� Separator system (GENERAL ATOMICS ELEC-
TRONIC SYSTEMS). The module consists of a cylindrical shell containing
three concentric electrodes surrounded by glass beads. The required voltage
is usually 30 kV per module. For standard scale, the entire system comprises
more than 10 modules, and the energy consumption is around 30 kWh.
This technology was used in particular to remove catalyst fines from petro-
leum or crude oil.

3.3.4 Dielectrophoretic Engine Oil Filter
Shen et al. (2011) developed a dielectrophoretic engine oil filter, presented
in Figure 23. It consists of two concentric sheets of woven metal wire-mesh
with several sheets of woven insulating wire-mesh sandwiched in between,
Figure 23(a). Oil is pumped into the core tube, forced to flow outward
through wire-mesh sheets arranged around the core tube, and then is
collected downstream, Figure 23(b). Tests were carried out on oil used
for lubricating shipboard diesel engines. The oil is contaminated by
aluminium oxide, glass beads, or silicon metal particles. The filter demon-
strated a high efficiency to remove particles from the oil by applying several
hundred volts at a standard frequency of 60 Hz. Shen et al. (2011) reported
that the electrofiltration efficiency depends on the combined influence of
the particles polarizability and size, the oil viscosity and flow rate, and the
electric field gradient.

3.3.5 Multistage Dielectrophoretic Filter for Conducting Liquids
When the carrier liquid has much lower permittivity than the particle once
(εm < εp), but an electrical conductivity larger than the particle once
(sm > sp), after a short time, the dielectrophoresis is dominated by the con-
ductivity differential between the particle and the liquid (sp � sm) (Lin and
Benguigui, 1982). As a result, effective polarizability becomes negative with
increasing of the liquid conductivity and the trapping effect in a matrix de-
creases with time. The experimental device, Figure 24, was investigated to
ensure the positive dielectrophoretic effect at D.C. or low A.C. signal for
conducting liquids and to reduce the repulsion probability. It is divided in
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three stages (short length cylinder 1, 2 and 3) filled with a matrix (glass balls)
and equipped with a cylindrical outer electrode and coaxial inner one, be-
tween which a voltage is applied. Those stages alternate with empty zero-
field zones A and B. Thus, the flow stream is subjected to repetitively short
period of electric field.

3.3.6 Continuous Dielectrophoretic Filter
Figure 25 presents a continuous dielectrophoretic filter (continuous
Carousel separator) (Lin and Benguigui, 1983). The matrix which is set in
a revolving annular ring passes consecutively in and out of the electric field
region. The suspension is fed between the electrodes and flows through the

Figure 23 A dielectrophoretic engine oil filter; (a) cross section view of the module;
(b) photo of wire-mesh sheets wound around the core tube; and (c) photo of the filter
mounted inside a housing. The arrows show the direction in which the oil flows
through the filter. The filter mounted inside volume is 8 L. Shen et al. (2011). With
permission.
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matrix where the particles are trapped. Then, thanks to the continuous ma-
trix rotation, the collectors pass through a washing liquid flow out of the
electric field region, where trapped particles are removed. The dead time
is therefore reduced compared to previously mentioned batch systems. Tests
carried out at 5–15 kV allowed a recovery of 80–95% of MgO particles
initially suspended in oil.

Figure 25 Continuous dielectrophoretic filter or separator. Lin and Benguigui (1983).
With permission.

Figure 24 Multistage filtration apparatus for conducting liquids (active field regions) 1,
2, 3 filled with glass balls; zero field regions A and B empty (Lin and Benguigui, 1982).
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3.3.7 Dielectrophoretic Membrane Filtration
Recent studies carried out at lab-scale present the opportunity to combine
dielectrophoresis with crossflow filtration (Molla and Bhattacharjee, 2005;
Du et al., 2009). Figure 26 presents two electrode configurations in exper-
imental setups of a crossflow filtration process assisted by dielectrophoresis.
In the filtration module Figure 26(a), a bare grid electrode and an electrically
insulated plate electrode are positioned on each side of the rectangular flow
channel spaced out of w1 mm. The filter membrane is placed on the grid
electrode allowing the permeate flow. A.C. signal is applied between elec-
trodes to form a nonuniform electric field across the filter membrane. In the
filtration module Figure 26(b), the filter membrane constituting the flow
channel is embedded with an array of thin parallel bar microelectrodes
(30–50 mm wide). Negative DEP is used to repel suspended particles from
the membrane. The transmembrane pressure may be applied to enhance
the permeate flow. In both case, the electrode surfaces are coated with a
layer of low-dielectric material such as plastic film to avoid the occurrence
of electrochemical reaction and short-circuiting of the electrodes. As this

Figure 26 Dielectrophoretically intensified crossflow membrane filtration process con-
sisting (a) with a bare grid electrode and an electrically insulated plate electrode posi-
tioned on each side of the rectangular flow channel (Du et al. (2009). With permission.),
or (b) with an array of thin parallel bar microelectrodes embedded in the filter mem-
brane. (Molla and Bhattacharjee (2005). With permission.).
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coating attenuates the electric field, it must be sufficiently thin to limit high
frequency and voltage requirement.

3.4 Typical Ancillaries and Fitment within a Flowsheet for
Industrial Dielectrophoretic Filter

The entire plant includes a first circuit for the feed stream treatment. It con-
sists of a heat exchanger to adjust the feed stream temperature, and hence to
decrease the fluid viscosity to 10�3 Pa s, and a pump to feed the suspension
into the dielectrophoretic module. A power supplier energizes the elec-
trodes of the dielectrophoretic module. The flow rate and the temperature
are controlled. The clean product is removed to an outlet conduit. Once the
matrix becomes saturated with particles, the electric power that energizes the
electrodes is switched off and the backflush is set. The blackflush circuit con-
sists of a washing liquid storage tank, a pump and a separator for the washing
liquid treatment. The backflushing step may be triggered off either by moni-
toring in time the increase particle content in the purified liquid stream or by
an increase in amperage across the matrix due to the particles accumulation.
The washing liquid is pumped into the dielectrophoretic module. In the case
of matrix composed of beads, mainly developed at industrial scale, the
washing liquid should be introduced at a sufficient rate to fluidize the beads
and provided a scrubbing action.

Finally, the setup may be equipped by a circuit for the gas stream. It is
injected under pressure in the filter module to displace residual liquid vol-
ume. Then, it can be quickly separates from the liquid phase in the separator
and it escapes through the gas vent to any suitable disposal or recovery
system.

3.5 Factors Affecting the Treatment
Table 8 summarizes the influence of the suspension properties and process
parameters on the high-gradient dielectrophoretic separation and filtration.
The dielectrophoretic motion is determined by the magnitude and polarity
of the charges induced in a particle by the applied field.

3.6 Typical Uses and Applications
Investigations carried out on the dielectrophoretic treatment showed the
potential of the technique: (1) to purify the liquid part of a suspension (to
recycle liquid, to improve chemical properties, colour and visual appearance
of liquid), (2) to separate particles of different dielectric constant, (3) to
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Table 8 Suspension properties and parameters affecting the dielectrophoretic
treatment
Factor Comment

Suspension type The difference between the particle and the fluid
permittivity is the dominant factor. The particle
permittivity must either be much lower than the liquid’s
one to ensure repel of particles from high field gradient
(negative DEP) or be much higher than the liquid’s one
to ensure migration and adhesion of particles to the
dielectric surface (or the electrode) (positive DEP).
The water has a very high relative permittivity: 78.5
against 3.1 and 2.0 for corn oil and kerosene,
respectively. In aqueous dispersions, the permittivity of
particles, except for pure metal, are significantly smaller
than the permittivity of water. It means that such
particles suspended in aqueous medium will be repelled
from the higher electric field.

Particle size
distribution

The dielectrophoresis effect rises with the particle size
increase. For small particles, the dielectrophoretic force
may be smaller than the fluid drag forces, resulting in an
inefficient of the dielectrophoretic separation.
Range: 1e1000 mm

Zeta potential
of particles

No matter whether particles are charged or uncharged.

Salinity Dielectrophoretic treatment is preferentially carried out on
nonconductive liquids. The use of a nonconductive
liquid medium (generally an organic liquid) limits the
electrical current. However, the high salinity may be
compensated by the use of high frequency electric fields.
This allows in particular preventing electrode
polarization, electrocheminal reactions and electrical
heating.

Viscosity As the fluid drag forces may release particles from the
dielectric surface (or the electrode), the fluid viscosity is
preferentially low (w10�3 Pa s).

Feed velocity As the fluid drag forces depend on the feed velocity, the
latter is preferentially low.
Range: 13e19 m3/m2 h (Wakeman and Butt, 2003)

Electric
field mode

The fact that the field appears as VE2 in Eqn (8) indicates
that reversing the polarity of the applied voltage does
not reverse the DEP force. Both electric regimes: Direct
(D.C.) or alternating (A.C.) voltage can be applied, since
the direction of the dielectrophoretic motion is
independent of that of the electric field. However, A.C.
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upgrade particle concentration, and (4) for particle analysis. Table 9 indicates
the potential applications of dielectrophoretic filtration and separation and
related industrial sectors. Lin and Benguigui (1983) have described in details
some of them. This technology was successfully transferred to the industrial
scale for the removal of solid particles from hydrocarbon streams (petroleum
or crude oil) or various distillates. Commonly, the solids are catalyst fines or
metallic compounds introduced by storage and transfer through the various
processing equipment. The demulsification was also performed at the labo-
ratory scale. The coalescence of the droplets in emulsion was obtained with
the film disintegration thanks to the strong dielectrophoretic forces. The
dielectrophoretic method is also under development for the particle

Table 8 Suspension properties and parameters affecting the dielectrophoretic
treatmentdcont'd
Factor Comment

voltage may help particularly in preventing electrical
current establishment. It also prevents bridging between
electrodes. Indeed, it allows releasing particles partially
captured on other particles in the matrix (or electrode)
first layers to better trap them in the following layers.
The matrix (or electrode array) is them homogeneously
loaded and short circuits are avoided.
Frequency range: 500 Hze50 MHz (Pethig and Markx,
1997)

Electric field
ntensity

Range: 50e10 � 103 kV/m
The dielectrophoretic treatment requires a high
potential gradient. It must be increased with the increase
of the liquid carrier permittivity.

Electric density The electric density is minimized by the high electric
resistance between electrodes with nonconductive
liquid or insulted electrodes, or by high-frequency field
application. However, as the fluid achieves an electrical
conductivity, the electrical current increases inducing
electrochemical reactions, damage of the electrode
metal which is not isolated from the liquid and electrical
heating.

Temperature The fluid permittivity, the electrical conductivity, the
density and the viscosity depend on the temperature.
Thus, higher temperature increases the permittivity
difference between the particle and the liquid and
reduces the density and the viscosity. It results in a
smaller fluid drag forces and the increase of
dielectrophoretic separation efficiency.
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Table 9 Example of mineral and biological suspensions treated by dielectrophoresis
Industrial sector Application field Suspensions References

Microfluidic, biorefineries,
food, pharmatical and
cosmetic industry

• Particle separation,
sorting and analysis

Biological cell (plant, mammalian,
bacterial, yeast, live and
dead lung cancer cells, live and
dead yeast cells)

Pethig and Markx (1997), Yang et al.
(2000), Morgan and Green (2003),
Chiou et al. (2005), Tai et al.
(2007), Khoshmanesh et al. (2011)

• Cell concentration
to produce biofilm,
Liquid purification

Biological cell (yeast) Abidin et al. (2007), Abidin and
Markx (2005)

Petroleum refineries,
petrochemical industry,
metal and vegetable-oil
industries

• Liquid purification Metals or metal oxides suspended
in oil (activated carbon black,
aluminium oxide powder,
silicon metal powder, nickel,
catalyst particles)

Fritsche and Haniak (1975), Oberton
(1977), Watson et al. (1983),
Fritsche et al. (1994), Wakeman
and Butt (2003), Shen et al. (2011)

• Polymer suspended in oil
(PVC, polyethylene particle)

Benguigui and Lin (1984),
Wakeman and Butt (2003), Du
et al. (2007)

Petrochemical industry,
chemical industry (printing,
rubber, leather industries)
electronics industry,
vegetable oil industry

• Demulsification Water-in-oil emulsions or organic
compound-in-water emulsions
(meta-xylene in wastewater)

Wakeman and Butt (2003), Du et al.
(2007), Hosseini et al. (2012)

Lead mining petrochemical
industry

• Particle separation Clay mixture (illite, kaolinite,
montmorillonite, prochlorite,
halloysite galena, quartz, pyrite,
chalcopyrite, plagioclase,
sphalerite)

McEuen (1964),1 Ballantyne and
Holtham (2010)

1Particle separation using centrifugation assisted by dielectrophoretic force.

384
M

organe
C

iteau
et

al.



Table 10 Overview of dielectrophoretic treatment efficiency
Suspension Particles Process parameters Efficiency References

Contaminated
hydrocarbon
oil

Suspended electrically
conductive
contaminants,
dParticle < 5 mm;
Ci ¼ 23.7 � 10�3 pd/lb
(6.75 � 10�2 kg/m3)

Pilot scale (matrix: glass
beads ¼-inch in diameter
(6.35 mm)),
Q ¼ 1.4 gallon/min
(8.83 � 10�5 m3/s) at
265 �F (129 �C) for
46 h; 27 kV DC
(w425 kV/m)

>80% of total solids
removal in comparison
to the initial content;
CDEP-f ¼ 4.9 � 10�3

pd/lb (1.40 � 10�2

kg/m3)

Fritsche and
Haniak (1975)

Contaminated
hydrocarbon
oils

Catalytic cracking
contaminants,
Ci ¼ 2161e3222 ppm

Pilot scale in
GULFTRONIC�

separator (matrix:
Potassium beads
1/8-inch in diameter
(6.2 mm)); Q ¼ N.D;
Residence time: 140 s,
250e275 �F
(121e135 �C); 30 kV
DC at 9.2 mA max

96.9e99.9% Of total solids
removal in comparison
to the initial content;
CDEP-f < 100 ppm

Fritsche et al.
(1994)

Contaminated
hydraulic oil
(εf: 2.1;

Activated carbon black;
dParticle > 50 mm;
Ci ¼ 180 ppm

Lab. scale (matrix: glass
beads 500 mm);

65% of total solids removal
in comparison to the
initial content.

Wakeman and
Butt (2003)

(Continued)
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Table 10 Overview of dielectrophoretic treatment efficiencydcont'd
Suspension Particles Process parameters Efficiency References

m ¼ 23.5 � 10�3

Pa s at 50 �C)
Q ¼ 8.68 m3/s at 50 �C;
E ¼ 11.2 � 102 kV/m3

PVC; dParticle > 50 mm;
Ci ¼ 180 ppm

w20% of total solids
removal in comparison
to the initial content.

Yeast
suspension

Yeast cells in
deionized water

Lab. scale (matrix: glass
beads 150e250 mm);
AC voltage of 40 Vpk-pk

(w30 kV/m) and
1 MHz

Cells removal factor: 1.4
times higher than in a
depth bed filtration;
CDEP-f ¼ 3.25 � 106

cells/mL

Abidin and
Markx (2005)

Yeast
suspension

Yeast cells in
deionized water;
Ci ¼ 7 � 106 cells/mL

Lab. scale (matrix: cloth
made from 100-mm
diameter stainless steel
wires and 75 decitex
polyester yarn);
Q ¼ 5 � 10�9 m3/s;
AC voltage of 40 Vpk-pk

(235e267 kV/m) and
1 MHz

Cells removal factor: 6.1
times higher than in a
depth bed filtration. 92%
of cells removal
compared to 15%
without electric field.
Separation of dead and
live cells

Abidin et al.
(2007)

Percentage of solids removal from the suspension¼ (initial solids content � final solids content after DEP)/initial solids content in the suspension; cells removal
factor ¼ cells removal with DEP/Cells removal without DEP; Ci: initial concentration of the suspension; CDEP-f: final concentration of the treated suspension after
dielectrophoretic treatment.
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separation, sorting and analysis in microfluidic. Table 10 presents an over-
view of the dielectrophoretic treatment efficiency. Although dielectropho-
retic separators are suitable for oils or solvents, recent studies have been
carried out with deionized water as media, allowing to collect yeast cells,
to separate dead and live cells thanks to the significant difference of their
dielectric properties or to purify wastewaters. Usually the dielectrophoretic
method requires a low energy input to effect the separation since the appli-
cation of relatively high voltages is associated with negligible current. How-
ever, the use of water as carrier liquid or the presence of water may be
problematic as the ions dissolved in the water increase the electrical conduc-
tivity and hence the electrical current.

4. COMPARISON OF ELECTRICALLY ASSISTED
SEPARATION PROCESSES

Table 11 shows the advantages and disadvantages of the reviewed
electrically assisted separations.

Table 11 Advantage/drawbacks of the electrically assisted filters and separators
Assisted separation
process Advantages Drawbacks

Dead end
electrofiltration
(electrofiltration
and electroosmotic
dewatering)

• Good alternative to
accelerate the dewatering
when it is observed that
dead end filtration and
consolidation rates are too
slow and when particles
present high surface charge
(jzj > 15e20 mV).

• Efficient for compressible
or gelatinous material.

• Efficient for all feed
concentrations.

• Efficiency depends mainly
on the surface electrical
charge of the particles.

• Typical increase of
filtration rate by 1e37 fold;
typical increase of final dry
content by 10e57% during
a consolidation in
comparison to mechanical
pressure alone.

• Efficiency depends mainly
on the surface electrical
charge of particles.

• Energy consumption by
electrofiltration and
electroosmotic dewatering
lower than 51 and
700 kWh/m3 of water
removed, respectively.

• Safety requirements: a
Faraday cage around filter
for industrial operations,
(or limit the access around
filter), a purge and venting
system to remove
electrolysis gases.

• The hydronium and
hydroxide electrolytic ions
generation may affect the
filtrate flow and induce also
a risk of acidification of the
filter cake. For these

(Continued)
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Table 11 Advantage/drawbacks of the electrically assisted filters and
separatorsdcont'd
Assisted separation
process Advantages Drawbacks

• Energy requirement can be
significantly lower than
thermal drying (1.4e23.5
times less) for an
electroosmotic dewatering.

• Side-effect of
decontamination of the
dewatered solid material:
Removal of heavy metals,
specific ions, soluble COD
(especially beneficial for
biological sludge and soil
decontamination).

• Electrically assisted
separation can be adapted
to existing equipment
limiting the investment.

reasons special design of
filter cell can be necessary
to flush out the electrolysis
products: it represents an
extra-cost compared to
standard electrofilter and a
risk to increase significantly
the energy consumption.

• Electric field induces an
Ohmic heating over time;
temperature must be
controlled at electrodes to
avoid damage of filter
cloth.

Crossflow
electrofiltration

• Good alternative to
accelerate the dewatering
when crossflow filtration is
too slow due to the fouling
effect.

• Efficiency depends mainly
on the surface electrical
charge of the particles.

• Low feed pressure
required. This reduces the
shear rate at the membrane
surface in comparison to
crossflow filtration,
improving the possibilities
of processing shear sensitive
stream.

• Typical increase of
filtration rate by 1.4e10
folds in comparison to
standard crossflow
filtration.

• Efficiency depends mainly
on the surface electrical
charge of particles.

• Energy consumption lower
than 7 kWh/m3.

• Safety requirements: a
Faraday cage around filter
for industrial operations,
(or limit the access around
filter), a purge and venting
system to remove
electrolysis gases.

• Electrochemical reactions
induced.

• As the filtrate is drained at
one side, the electrode
polarity has to be
adequately fixed and the
sign of the particle surface
charge must be constant.
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Table 11 Advantage/drawbacks of the electrically assisted filters and
separatorsdcont'd
Assisted separation
process Advantages Drawbacks

Dielectrophoretic
treatment

• Suitable for manipulating
particle that do not have a
net intrinsic charge.

• The use of a
nonconductive liquid
medium (generally an
organic liquid) limits the
electrical current. Then,
contrarily to the previous
electric treatments
(electrofiltration and
pressurized electroosmotic
dewatering), the
electrochemical reactions
are not considered ought to
the limited electrical
current.

• Especially advisable when
the liquid medium is an
organic solvent.

• Typical particle removal
from 20% to 99.9% of
particles in comparison to
the initial content,
reducing the suspension
concentration to less than
100 ppm.

• Low feed pressure
required.

• Low electrical energy input
required.

• Electrochemical reactions
at the electrodes can be
avoided.

• Easily cleaning and
discharge of solids after
operation.

• Efficiency depends mainly
on the effective
permittivity of particles
that fixed in particular the
magnitude and the sign of
the DEP force.

• Energy consumption of
3 KWh per module
(GULFTRONIC�).

• High potential gradient
required. It is generated by
a high power supply
(typically generator of
10e35 kV) and by the use
of small dimension
electrodes or insulating
porosity dielectric
structures placed between
electrodes that both
increase locally the
potential gradient by
distorting the electric field.

• Low feed concentration
required.

• Low fluid viscosity
required that may involve
the feed stream heating
(between about 100 and
200 �C for organic liquid).

• Presence of water or
conductive media is
problematic (maximum
moisture content of
1000 ppm)
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5. CONCLUSIONS

Principle of electrically assisted separators or filters is to superimpose
an electric field to a conventional separation process. Electric field then
induces electrokinetic phenomena or dielectrophoresis which can have
beneficial effects. For instance, it can improve the suspension concentra-
tion, the liquid or solid purification, the particle fractionation, the dew-
atering or the consolidation. But, as presented in this chapter, it is
necessary to check the properties of the suspension to make sure that
the electric field will be efficient. Thus, the electrophoretic and
electroosmotic treatments are suitable to remove colloids or fine particles
possessing a high surface charge and more usually dispersed in water. The
surface properties of particles are a dominant factor, affected by the pH
and the electrolyte content. Examples found in literature show that in
comparison to conventional mechanical process, the crossflow electrofil-
tration increases the filtration rate by 1.4–10 folds with an energy
consumption lower than 7 kWh/m3. The dead end electrofiltration in-
creases the filtration rate by 1.1–37 folds with an energy consumption
lower than 51 kWh/m3. The electroosmotic dewatering carried out on
pre-dewatered suspension, allows rising the final dry content by removing
8–50% of supplementary water in comparison to mechanical pressure
alone and with an energy consumption lower than 700 kWh/m3.
By exploiting the difference of surface charge between particles, both
dead end and crossflow electrofiltration lead to a fractionation step. The
electroosmosis treatment may potentially be used for decontamination
purposes by drainage of heavy metal ions, desalinization, and organic mat-
ter oxidation or by electrowashing.

On the contrary, the dielectrophoretic treatment is more effective to
separate neutral finely divided solids from a nonaqueous media. Its efficiency
depends mainly of the permittivity difference between the particle and the
media. Thus, the purification by dielectrophoresis allows removing 20–

99.9% of particles from an organic liquid, reducing the suspension concen-
tration to less than 100 ppm. It proved also efficiency to collect or separate
solids from deionized water, or to purify wastewaters. Although the dielec-
trophoretic treatment requires high electric field gradients, the energy con-
sumption is reduced by the negligible electrical current flow induced in low
or nonconductive liquid medium.
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Efficiency of those technologies has been mainly demonstrated at lab and
bench scale, showing potential benefits for a wide range of sectors. In the
future, more industrial implementation could be realized.
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1. INTRODUCTION

The use of ultrasonic force field to aid separation processes has gained
an increasing interest in recent years. The basic phenomena affecting the
ultrasonically assisted separation processes are studied intensively during
the recent decades.

Properties and small-scale uses of ultrasound have been studied exten-
sively by physicists, chemists, and others. The resulting applications can be
found in several areas of industrial process engineering, e.g., in extraction
processes, cleaning, atomization, emulsification and cell disruption, disper-
sion of solids, nucleation and growth of crystals, and degassing (Tarleton
and Wakeman, 1990; Povey and Mason 1998).

The present text deals with ultrasonically assisted liquid and air separation
processes. The advantages expected from using US for separation processes
include higher liquid removal rate, higher dry matter (DS) content in prod-
uct, lower processing temperature, maintenance of product integrity, more
selective product, and higher product recovery.
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The majority of studies has been performed in lab or pilot scale, but only
very few applications have been proceeded to large commercial use. The
efforts have been focused on changing suspensions properties to be more
favourable for separation and or preventing fouling substance from sticking
to the filter surface or cleaning the filter element itself. Combinations of
ultrasound and electric field have also been used (Pirkonen, 2001; Pirkonen
et al., 2010). Only some US separation applications which are worth
mentioning are powder screens, cell separators, electro-acoustic dewatering
press (EAD), CERTUS-, Sofi-, Fractor-, Fuji- and Scamsonic-screening
filter and Outotec Larox CC capillary action filter (Wakeman and Tarleton,
1991; Mason and Cordemans, 1996; Tarleton and Wakeman, 1998;
Pirkonen, 2001; Pirkonen et al., 2010; Tanaka et al., 2012). US assisted
screens, Scamsonic filter, cell separators, and ceramic capillary filters have
found industrial use. Sofi-polishing filter is in demonstration stage looking
for valid commercial applications.

The main reasons hindering breakthrough of US separation techniques
are nondevelopment of transducer technology, high energy consumption,
problems to scale up the technology, and control of erosion caused by cavi-
tation at high ultrasonic intensities (Pirkonen, 2001; Pirkonen et al., 2010).

2. ORIGIN OF ULTRASONICALLY INDUCED EFFECTS

In general, power US is characterized by an ability to transmit substan-
tial amounts of mechanical power through small mechanical movements.
The passing of ultrasonic waves of a suitable high intensity through liquid
and gaseous media is accomplished by primary phenomena such as cavita-
tion, radiation pressure, and secondary phenomena of a physicochemical
nature such as dispersion, coagulation, and change in liquid properties. In
many cases the effect of ultrasound is due to a combination of many effects
acting synergistically (Lamminen et al., 2004; Ensminger, 1988; Muralidhara
et al., 1986, 1987; Tuori, 1998).

Like with any sound wave, US is propagated via a series of compression
and rarefaction waves induced in the molecules of the medium through
which it passes (Figure 1). At sufficiently high power, the rarefaction cycle
may exceed the attractive forces of the liquid molecules and cavitation bub-
bles will form. Cavitation occurs at frequencies of roughly 20–1000 kHz. In
aqueous systems, each cavitation bubble acts as a localized “hot spot” gener-
ating temperatures of about 4000–6000 K and pressures of 100–200 MPa.
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The implosion occurs with lifetimes of <10 ms and speed of liquid jet can be
of the order of 110 m/s (Mason and Cordemans, 1996; Price, 1992). Bubble
size can be as much as 100–200 mm before implosion (Price, 1992), but the
most effective bubble collapse occurs at a bubble size of several micrometres
(Ensminger, 1988). In a heterogeneous solid–liquid situation, liquid jet will
have significant mechanical and chemical effects, e.g., on cell destruction
and formation of free radicals. Liquid jet is for example used widely used
in commercial cleaning processes, where ultrasonic power varies between
0.5 and 6 W/cm2 and ultrasound frequency in the range of 16–70 kHz
(Tarleton and Wakeman, 1998; Ensminger, 1988). Frequency has strong ef-
fect on particle scouring from surfaces (Figure 2). The lower the frequency
the stronger will be the cavitation-implosion (www.bransoncleaning.com,
2013). General observations on the effects of liquid properties on the tran-
sient cavitation threshold are summarized in Table 1.

Ultrasonic radiation without cavitation can cause particle agglomeration
due to particle collision; orthokinetic, radiation, Oseen and Stokes forces,
and due to attraction of particles; and Bernoulli’s effort (Muralidhara
et al., 1987). An ultrasonic standing wave is the sum of two oppositely
directed travelling waves, which can be originated from two independent
transducers or from a transducer and a reflector. In a standing wave, the pres-
sure amplitude has maximum and zero values twice over a distance of one
wavelength. Therefore, suspended particles tend to move toward and
concentrate at the positions of minimum acoustic potential energy. These
localized regions are generally close to pressure nodes, which are separated
from each other by distances of half a wavelength (Coakley, 1997).

Rarefaction Rarefaction Rarefaction Rarefaction Rarefaction

Oscillating sound wave

Bubble forms Bubble
grows over
many cycles

Bubble
reaches
unstable

size

Bubble
collapses

Compression Compression Compression Compression Compression

Figure 1 Phenomena in ultrasonic cavitation (Leong et al., 2011).
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Ultrasonic and electric field has some synergetic effects in filtration based
on following mechanisms (Ensminger, 1988; Chauhan et al., 1987; Yukawa
et al., 1976):
• Greater compaction of the cake through the influence of ultrasonic

stresses across the cake. This maintains electrical continuity longer and
thus, increases the amount of water removal due to electro osmosis.

Figure 2 The impact of ultrasonic frequency on particle removal (www.
bransoncleaning.com, 2013).

Table 1 Parameters affecting the cavitation threshold (Atchley and
Crum, 1986; Wakeman and Tarleton 1991; Tarleton and Wakeman
1998; Tuori 1998)

Parameter
Influence of increasing
parameters on threshold

Dissolved gas saturation Decrease
Hydrostatic pressure Increase
Surface tension Decrease
Temperature Decrease
Solids concentration Decrease
Particle size Decrease
Frequency Increase
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• Ultrasound cleans the electrode surface promoting better electrical
contact.

• Combined assistance accelerates liquid transfer through the filter for
example by lowering liquid viscosity and surface tension.

3. STANDING WAVE SEPARATION

The effect of particle agglomeration in a standing wave is known for a
long time. A concept utilizing a standing field is shown schematically in
Figure 3 (Petersson et al., 2004).

Due to the primary acoustic radiation force the suspended particles are
collected in planes perpendicular to the direction of sound propagation.
Subsequently, agglomeration of collected particles occurs, aided by the
acoustic interaction force. After switching off the sound field, the larger
agglomerates sediment due to the gravity. Method can be applied only to
particles forming stable agglomerates like municipal sludge (Muralidhara
et al., 1987)and fibre particles (Moreno de Barrera et al., 1995)or in general,
for very low solid contents and small particle sizes (Ensminger, 1986). In
principle, acoustic separation system can be designed to operate in batch
mode or in continuous-flow mode. In the latter case nodal planes move
slowly in pseudo-standing wave (Gr€oschl, 1988). Typical frequency area
used for agglomeration/filtering is 2–3.3 MHz (Spengler and Jekel, 1999)
but successful application of 10 and 40 kHz is also reported (Gallego-Ju�arez
et al., 1999; Moreno de Barrera et al., 1995; Muralidhara et al., 1987).

All tough, extensive research has been dedicated to acoustic particle
agglomeration/separation, most of the works have been restricted to the
demonstration of fundamentals and or the development of laboratory scale
devices. Particular high potential of applications exist in the field of

FLOW
FLOW

(a) (b)

Figure 3 Principle of particle separation in a standing acoustic field. (a) Particles are
positioned in the pressure nodal plane of a standing wave. (Cross-section of the chan-
nel in (b), dashed line.) (b) Top view of a continuous separation of particles, positioned
in the pressure node, from a fraction of their medium (Petersson et al., 2004).
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biotechnology. This is due to low flow through volumes and high product
values (Gr€oschl, 1988). Commercial standing wave applications are
published under the product marks SonoSep� and BioSep. SonoSep�
flowrates may range from ml/h of separation for analytical and research ap-
plications, up to hl/h of separation of suspensions and emulsions, such as for
recycling of fluid streams in closed loop industrial processes. Based on the
required separation capacity and other application-specific parameters such
as particle concentration, type, and size SonoSep� optimizes geometry of
acoustic separation chambers and electrical parameters such as power output
and frequency of ultrasonic controllers and transducers. Several modes of
BioSep operation are available making acoustic perfusion applicable for
mammalian and animal cell culture. BioSep separation principle is based
on gentle acoustically induced loose aggregation followed by sedimentation
using frequency of about 2.1 MHz. BioSep operation range is between 1
and 200 L/day. Typical separation efficiency of BioSep (Figure 4) ranges
from 90 to 99% (www.sonosep.com, 2013, Applikon Dependable Instru-
ments BV, 2013).

Comprehensive state of art for the standing wave applications is pre-
sented by Spengler and Jekel (1999). They have studied standing wave

clarified
culture medium harvest

Fresh Feed Cell
suspension

cell setting

concentrated
Cell recycle

Figure 4 Typical configuration of the acoustic cell retention system (www.applikon.
com, 2013).

404 Pentti Pirkonen and B. Ekberg



principle using flowrate of 210 L/h for filter backwash water to separate
particles using ultrasonic power of 1000 W equivalent to 0.8 W/cm2. The
separation chamber was divided by acoustically transparent film elements
(ATF). Insertion of these barriers perpendicular to the acoustic/convective
streaming and sound direction prevents the establishment of large range
acoustic and convective streaming (Spengler and Jekel, 1999).

Instituto de Acustica in Spain has developed a semi-industrial pilot plant
for reduction of particle emissions in coal combustion fumes. Removal of
fine particles (smaller than 2.5 mm) from industrial flue gases is, at present,
one of the most important problems in air pollution abatement. These
particles penetrate deeply into the lungs and are difficult to remove.
High-intensity acoustic field induces agglomeration processes that change
the particle size to larger resulting in easier precipitation with a conventional
separator. Installation consists of an acoustic agglomeration chamber with a
rectangular cross-section, driven by four high-power and highly directional
acoustic transducers of 10 and/or 20 kHz, and an electrostatic precipitator
(ESP). A fluidized bed coal combustor was used as fume generator, and a
sophisticated air sampling station was set up to carry out measurements
with fume-flow rates up to about 2000 m3/h, gas temperatures of about
150 �C, and mass concentrations in the range 1–5 g/m3. The fine particle
reduction was about 40% (Gallego-Ju�arez et al., 1999).

Large industrial applications utilizing standing wave principle are still
missing due to difficulty to scale up this technology.

4. ULTRASOUND ASSISTED SIEVING

Ultrasound assisted particle sieving has been utilized for decades in in-
dustrial scale (www.russellfinex.com, 2013). Screen blocking or blinding is a
common problem when sieving difficult powders on screens of 300 mm and
below 100 mm sieving of powders is nearly impossible. It is particularly com-
mon with powders which are sticky or that contain a lot of particles that are
similar in size to the mesh apertures (O’Connell, 2002).

Vibrational and wave motion of the sieve is responsible for throughput in
conventional sieves. Blinding problems are usually tried to tackle by me-
chanical cleaning or by using mechanical devices, such as discs or balls which
bounce up and down. Unfortunately, these actions may damage the sieve.
Instead, sonoscreen transmits an oscillating motion in micron range on the
screen surface. This motion reduces friction between the sieve mesh and
the bulk material resulting in significant increase in throughput, and at the
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same time screen blinding and clogging are substantially reduced. Noise
level can also be reduced when using US assisted sieving (O’Connell,
2002; Telsonic UK Ltd, 1995).

The system is composed of three parts (Figure 5):
1. The control unit, which houses all of the electronic components driving

the system;
2. The acoustically developed transducer, often referred to as the probe;

and
3. The mesh screen, which includes a special velocity transfer plate (VTP)

to which the probe is connected.
The probe is bolted to the VTP, which, in turn, is bonded to the stainless

steel wires of the sieving mesh. When the system is activated, the control
box sends signals to drive the piezoelectric element in the probe through
a single cable, and the probe is excited at its resonant frequency of
35 kHz. This frequency excites the velocity transfer plate, which, in turn,
vibrates each individual wire of the mesh and prevents the powder from
sticking to them. Ultrasonic systems have no mechanical or wearing parts,
so there is no risk of mesh damage or product contamination (O’Connell,
2002). Vibration can also be arranged with a continuously varying frequency
preventing high resonance amplitudes resulting in considerably less mechan-
ical wear on the screens and significantly reducing heating (no hot spots)
(Haver and Boecker, 2013).

Ultrasonic vibrating screens are widely used in industry. Ten times
increase in throughput has been reported and powders having particle diam-
eter of 20 mm have been successfully screened (O’Connell, 2002). Energy

Figure 5 Ultrasonic sieving systems (O’Connell, 2002).
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consumption is low; for example an ultrasonic sieve of 2 m diameter has
installed power of 4 kW (www.ecvery.com, 2013).

5. POLISHING FILTRATION

US assisted clarification/classification filtration filters called Certus-,
Sofi-, Fractor- and Scamsonic-filters have been developed during the recent
years. All these equipments utilize ultrasound by keeping tube like filter
clean preventing formation of blogging particle layer on the surface of filter
element.

Certus MF filter has been built in industrial pilot-scale. Pilot filter consists
of one ceramic microfilter tube having filter area of 0.33 m2. Tube rotates
against the direction of suspension to increase the efficiency of cross flow
velocity. Ultrasonic transducers are placed in front of the tube and cleaning
is carried out periodically to open the blocked pores. Pilot filter has been
tested successfully with several process waters using pore sizes of 0.25, 1,
and 3 mm. Capacities of 1.9–6.8 m3/(m2h) have been achieved in different
applications (Rantala and Kuula-V€ais€anen, 1999; Rantala, 1999). Unfortu-
nately, Certus-filter has not achieved real industrial applications.

The Sofi-Filter (Figure 6) is a continuation of the Certus-filter. Sofi-
Filter is based on the same cross flow phenomena as the Certus-filter, but
the design is completely different. The innovation of Sofi-Filter enables
higher cross flow velocity and thus remarkably higher capacity without

Figure 6 Sofi MF filter (www.sofi-filtration.fi, 2013).
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any moving parts inside the filter vessel. The main argument is that the cross
flow filtration is a shearing force that is produced by the flow velocity. In the
new type of cross flow filter, the velocity is produced very simply and
effectively. Ceramic, sintered metal, or silicon carbide can be used as filter
elements. Computational fluid dynamics modelling has been made at Aalto
University, and calculations show a cross flow velocity of about 20 m/s is
achieved in Sofi-Filter. Patent application for the innovation has been left
in. The first industrial-scale filtrations show that the shearing forces are
significantly higher than, e.g., with Certus-filter. Sofi-Filter is designed for
industrial processes for closed water circulation or minimizing waste
contamination.

The filtration is done with over pressure, i.e., the bubble-point of the
membrane is exceeded. The feed pressures are varying between 0.05 and
0.2 MPa. Sofi-Filter is a compact unit consisting of an acid-proof steel vessel,
a sintered metal filtrate element, ultrasonic cleaning unit, and PLC control
unit. The modular structure enables high capacity installations by economic
combination of units for virtually all capacity needs. Sofi-Filter operates
automatically and the filtration data is collected on-line. Feed water is
pumped into a steel cylinder at a sufficient speed (e.g., 3 m/s) and the
feed design accelerates the flow to about 20 m/s on the element surface
to achieve a high permeate flow. To achieve the high cross flow velocity,
a part of the feed, typically about 30%, is discharged through two concen-
trate outlets. The concentrate can be fed to next set of Sofi-Filters to lower
the total concentrate stream volume. The filter element requires automated,
periodic cleaning so that the surface pores remain clear. The design enables
several cleaning options: ultrasonic cleaning, vapour and chemical washing,
and backwash. Ultrasonic cleaning causes cavitation on the surface of the
metallic membrane. A laboratory and a pilot unit are available for industrial
tests. Typical filter element sizes are 1, 5, 10, and 20 mm (www.sofi-
filtration.fi, 2013).

VTT in Finland has transformed Certus-filter to mechanical fraction-
ation equipment called Fractor (Figure 7). It consists of feed container, flow-
meter, pump, and fractionation modules (rotating fractionation element/
cylinder tube unit). Pressure gauge and temperature sensor are also installed,
so that these properties can be monitored by a data acquisition system.
Ultrasound cleaning system prevents filter cake formation. There are two
optional channels in the device; one with rotating fractionation element
and another with cylinder tube unit. The rotating fractionation element
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has an interchangeable screen unit inside. There are alternative screen types
and sizes (apertures) as follows:
• Net type of metallic screens; 150, 75, 38, 30, 20, 10, and 1 mm,
• Sintered screens; 0.5 and 0.1 mm, and
• Slot type metallic screens; 50, 40, 30, 20, 10 and 5 mm.

The rotating fractionation element has an ultrasound cleaning system.
The centrifugal force together with this ultrasound system prevents forma-
tion of a filter cake on the screen. Cleaning by backwashing is also available.
The channel with cylinder tube unit is used for final concentration of
suspension using polymeric membranes of w0.1 and w0.01 mm. Altogether
18 tubes are installed in the cylinder. The device fractionates with one screen
(or membrane) at a time, i.e., in a step-wise process. The fraction which does
not pass through the screen (concentrate) returns back into the feed tank. As
an example of US assisted mechanical fractionation the case of nanocellulose
is presented in Figure 8 (Tanaka et al., 2012).

In Japan ultrasonically aided classification filter has been developed.
Ultrasound keeps filter element clean and pushes particles through the filter
(Miazaki et al., 1990).

Liquid arrives in Scamsonic clarification filter (Figure 9) at the top of the
filter and then passes through the filter element from inside to outside. The
impurities are stopped at the surface of the cartridge but cannot settle
because of intense ultrasonic activity. Sediment falls to the bottom of the

Figure 7 (a) Schematic image of the fractionation device in VTT; (a) channel with
rotating fractionation element and (b) channel with membrane concentration tube,
(b) Cross-sectional image of Fractor operation (Tanaka et al., 2012).
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Figure 8 Effects of variables on size profile using three-stage fractionations (Tanaka
et al., 2012).

Figure 9 Scamsonic clarification filter (www.scam-filtres.fr, 2013).
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filter where it is extracted by cyclical cleaningdmanual or automatic.
Scamsonic filter can be applied for river water and drilling water filtration.
Filtration grades range from 10 to 50 mm. Installation and running costs
are very low (www.scam-filtres.fr, 2013).

6. SLUDGE DEWATERING

6.1 Sludge Pretreatment
Typical industrially used pretreatment methods to enhance sludge

dewatering are: dosing filter aids, coagulation, flocculation, grinding,
freeze/thawing, heating, wet carbonization, and pH regulation. Floc prop-
erties in sludge dewatering plays an important role. Flocs must be high in
strength in centrifugation. Instead, flocs must be loose aggregates, which
release their loose water rapidly in belt filtration (Friedrich et al., 1999).
The effects of US in pretreatment can be as follows:
• Breaking down and formation of floc structures (Gr€onroos, 2010;

Friedrich et al., 1999; Spengler and Jekel, 1999; Gr€oschl, 1988;
Kopp and Dichtl 1998; Coakley, 1997; Moreno-Barrera et al., 1995;
Muralidhara et al., 1987),

• Cleaning and activation of particle surfaces (Bien, 1988; Singh and Singh,
1997; Fairbanks et al., 1986),

• Disintegration of cell walls and deforming polymer chains (Gr€onroos,
2010; Bien and Wolny, 1997; Tiehm et al., 1997; Kowalska et al., 1988),

• Inactivation of microorganisms (Singh and Singh, 1997; Bien, 1988;
Fairbanks et al., 1986) and

• Even partial breaking of hydrogen bonds and fragmentation of 2-, 4- and
8-hydrogen associates is said to occur (Bien, 1988)
DS-content of ultrasonically treated sludge has been increased by 5-units

in laboratory scale filtration while the quality of effluent water remained
constant (Friedrich et al., 1999). Even higher enhancements has been re-
ported when time of sonication was 90–120 s using 20 kHz transducer prior
to filtration. Sonication has even lowered the dose of polyelectrolyte
(Bien, 1998) but, in another case ultrasonic disintegration of sludge has
increased the dose of polyelectrolytes even by 200% (Friedrich et al., 1999).

Ultrasonic pretreatment of polyelectrolyte using 5 s 20 kHz transducer
prior to laboratory scale vacuum filtration of digested sludge resulted in
higher DS-content of cake with lower polyelectrolyte dosage compared
to filtration without any ultrasonic treatment (Bien and Wolny, 1997).
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Fairbanks has observed that treating of coal coated with sulphur clay
bloom in an ultrasonic trough literally exploded the bloom away from the
surface of coal particles due to the collapse of cavitation bubbles. Water con-
tent was also decreased in subsequent screening and screening rate improved
significantly. Fairbanks also treated settling pond water and obtained even 10
times faster settling rates than without ultrasonic treatment and even floccu-
lent dosage was smaller. Advanced Sonic Processing Systems (USA) has
commercialized ultrasonic tray treatment process of cleaning for example
contaminated earth and the capacity can be 14 t/h/tray.

Ultrasound can be used to destroy partly or totally thread bacteria in
floating and bulking sludge resulting in a dramatic increase in sedimentation
rate (Friedrich et al., 1999).

In spite of intensive research excluding pretreatment developed by
Advanced Sonic Systems no industrial application has been performed.

6.2 Cake Filtration
Power ultrasound has been used for cleaning of cake filter surfaces in slurry
filtration (Tuori 1998; Pirkonen 2001; Pirkonen et al., 2010). Electric field
combined to power ultrasound has also been used to obtain synergetic ef-
fects (Chauhan et al., 1987, 1992; Golla et al., 1992; DOE/ID/13132-T1,
1994; Tuori, 1998; Tuori et al., 2000; Pirkonen, 2001).

Ceramec filter discs membranes with micropores create strong capillary
suction action in contact with water. This microporous filter medium allows
only liquid to flow through. Filtrate is drawn through the ceramic discs as
they are immersed into the slurry bath, and a cake forms on the surface of
the discs. Despite an almost absolute vacuum, no air penetrates the filter
media. Consequently, Ceramec filters require only a small vacuum pump
to transfer filtrate from the discs. Instead, conventional vacuum filters
have high air flow through the filter cake, and need a large vacuum pump
(Pirkonen et al., 2010).

Ultrasound assisted cleaning of ceramic filter elements is performed
together with back flushing with filtrate or with washing chemical solution.
Back flushing removes residual cake and cleans the microporous structure.
Backflow washing is automatic and adjustable for each application. US trans-
ducer boxes are located between all the ceramic filter discs. Cleaning of filter
media is carried out typically twice per day. During the cleaning phase slurry
basin is filled with water. Alternatively pulsed ultrasonic cleaning is carried
out using the slurry in the filter basin as cleaning medium (Pirkonen
et al., 2010; www.Outotec.com, 2013).
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The capillary action dewatering system is exceptionally efficient for ap-
plications in the mining industry. The filter disc material is resistant to most
chemicals, and it has a long operational life. Ceramec filters are best suited
for dewatering of slurries with high and consistent concentration of solids
having the major part of the particles in the size range 30–150 mm, The
Ceramec filter technology is used widely for dewatering base metal concen-
trates, ferrochrome, and iron ore products. Areas of application concentrates:
copper, nickel, zinc, lead, and pyrite. The range of machine size covers
6–240 m2. Industrial installation can also include several Ceramec units
(Figure 10). Several hundreds of filter units have been delivered worldwide

Figure 10 Industrial installation of Outotec Larox CC capillary action filters which have
ultrasonic cleaning system (www.Outotec.com, 2013).
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during the past two decades. The benefits of Ceramec filters are: very low
energy consumption; dry filter cake; particle-free filtrate; high filtration
rates; simple installation, operation, and maintenance; integrated filter and
ancillaries system, continuous operation, and high availability (www.
Outotec.com, 2013).

Battelle Memorial Institute has been carrying out comprehensive ultra-
sonically enhanced electro-acoustic vacuum filtration studies by
EAD-method. The basis of the EAD-process is a synergistic effect of
combining electric and ultrasonic fields with a conventional driving force;
vacuum, or pressure. Battelle Institute has tested the applicability of over 50
different types of sludge for the EAD-process. The key applications for the
waste treatment are; sewage sludge, waste water treatment sludge, process
effluent sludge, and hazardous waste sludge. Continuously operating
vacuum filtration device was designed to be operated along the lines of
commercial vacuum filters with two endless belts serving as two electrodes.
The press was utilized as secondary dewaterer and could remove up to 50%
water from filtered sludge cake at a fraction of the cost compared to
conventional thermal drying devices. The dominant mechanism of sludge
dewatering by EAD-press was electro osmosis due to the application of
direct current field. The ultrasonic field helps electro osmosis by consolida-
tion of the filter cake and release of inaccessible liquid. Later this technol-
ogy was commercialized together with Ashbrook-Simon-Hartley Inc; but
no real applications seem to be in the markets (Chauhan et al., 1987, 1992;
DOE/ID/13132-T1, 1994).

Tuori obtained the best filtration results with postfeculent acid when
combined ultrasonic and electric fields were applied and on the contrary
to the results of Battelle Institute ultrasonic field had the dominant effect.
Combined use of these fields increased the filtration capacity 15-fold, use
of only ultrasonic field more than 10-fold and of an electric field alone
2-fold. The purity of the filtrate was clearly below the target value (solid
matter content <0.5 m%). Two continuously operating transducers of
40 kHz transmitters at input power of 400 W was used in a lab scale device
together with electric field using steel anode (DC, 5.5 A, 5 V) that was
placed between the transducers. Viscosity of postfeculent acid was
0.13 Pa s which is over 100 times higher than the viscosity of water.
Thus, mechanisms of the effect of electro-acoustic treatment consisted of
lowering the viscosity, electro osmosis, electrophoresis, and also prevention
of filter clogging (Tuori, 1998).

414 Pentti Pirkonen and B. Ekberg



7. MEMBRANE FILTRATION

Severe problems in decline of membrane flux consist of buildup of a
boundary concentration layer near the membrane surface, and fouling.
Fouling includes blocking of pores by particles, adsorption of substances
on the filter medium and within the pores, and formation of a cake layer
of particles or colloids on the top of filter medium. Level of membrane
fouling depends on feed suspension properties (particle size, particle concen-
tration, pH, and ionic strength), membrane properties (hydrophobicity,
charge, and pore size) and hydrodynamics (cross flow velocity and, trans-
membrane pressure) (Kyll€onen, 2005; Huisman, 1998).

Ultrasonic cleaning of MF, UF, NF, and RO membranes has widely
been studied, but still commercial applications are missing (Landi et al.,
2011; Reuter et al., 2009; Kyll€onen, 2005; Chai et al., 1999; Yamaguchi
et al., 1998; Sabri et al., 1997; Masuzawa et al., 1997; Sabri 1997;
Matsumoto et al., 1996; Li et al., 1995, 1996; Tarleton and Wakeman,
1990). One or more ultrasonic transducers of 27–40 kHz have been mostly
used in the studies and typically they have been installed in front of the
membrane surface. An example of US arrangement has been presented in
Figure 11 (Kyll€onen, 2005).

Figure 11 Schematic picture of the cross flow membrane filtration equipment
(Kyll€onen, 2005).
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High flux enhancements have been reported. Some examples of the
results are presented in Figure 12 (Kyll€onen, 2005). Severe wear problem
was noticed when ultrasonic radiation was used for long periods in the cavi-
tation conditions which are expected for effective cleaning of membrane
surface. Especially polymeric membranes broke down quite fast due to
uncontrolled peak intensities of ultrasound (Kyll€onen, 2005; Sabri et al.,
1997; Sabri, 1997). Ceramic membranes tolerate better ultrasonic radiation
than the polymeric ones (Lamminen et al., 2006). Energy consumption may
be high in continuous use of ultrasound, but in pulsed use of ultrasound en-
ergy consumption can be decreased (Kyll€onen, 2005).

MPI (www.MPIconsulting.com, 2013) offers modulated, multimode,
multifrequency (MMM) ultrasonic generators, which stimulate efficient
wideband acoustic energy in liquid filled chamber.

Other fixed-frequency systems are driving the total acoustic system
(converter, filter housing, and liquid) at a frequency optimized for the con-
verter without full consideration of how the filter housing and contents are
changing the whole system resonant frequency.

MPI offers new design flexibility and adaptability to any size inline filtra-
tion system for most of the micron or submicron materials dispersed in a
liquid. High power ultrasonic transducers are strongly (mechanically and
acoustically) coupled to the external cylindrical housing of the filter element.
The active filter element inside of the housing is radially stimulated (360�) by
intensive ultrasonic vibrations transmitted through the liquid or liquid slurry.

Figure 12 Flux as a function of filtration time when filtering bark press filtrate using a
pressure of 3 bar and a cross flow velocity of 0.45 m/s. Intermittent ultrasound (40 kHz,
400 W) was irradiated for 5 s every 30 s (Kyll€onen, 2005).

416 Pentti Pirkonen and B. Ekberg



With sufficient power and amplitude the ultrasonic vibrations will produce
ultrasonic cavitation and streaming effects within the liquid and to the filter
element. Oversized particles, powders, impurities, or other materials which
usually fill or blind the fine filter structure are forced out of the active filter
body. Flowrates are improved by a cleaner filter element plus the ultrasonic
acoustic effects are actively working to reduce surface tension, cohesive
forces, and or adhesive forces.

Example Applications:
• Micron and submicron materials dispersed in liquids,
• Metal powder slurry,
• Ceramic slurry,
• Biotech and Pharmaceutical products, and
• Water and waste water processing.

Transducer clamp-on technology (Figure 13) allows easy adaptation to
existing housing designs and retrofit possibilities. It is suitable for any filter
type: sintered metal filters, membrane, ceramic, etc. To achieve a uniform
distribution of ultrasonic amplitudes and ultrasonic pressure MMM ultra-
sonic generator performs frequency sweeping around the optimal resonant
frequency of the resonating system (e.g., 35–45 kHz). The speed of applied

Figure 13 Example of MPI’s clamp on ultrasonic (www.MPIconsulting.com, 2013).
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frequency sweeping is in the range of 50–100 sweep intervals per second.
Frequency sweeping also helps particle removal from the filter surface.

To eliminate the creation of standing waves and other vibration station-
ary (or stable) structures inside the filtering tube, low frequency, and full
power On/Off pulsing is applied to the ultrasonic signals. Pulsing shock
pressure waves can be many times stronger than the effects of continuous
operation.

Although the MMM technology will drive any pipe of most wall thick-
nesses (e.g., 1–30 mm) there are trade-offs that must be considered. In
normal applications with pipe diameters of 25–100 mm the MMM technol-
ogy delivers the most amplitude and best multifrequency harmonic modes
with a thinner wall thickness from 1 to 2.5 mm. Applications requiring a
wall thickness greater than 2.5 mm may also be driven with good success.
However, more power will be required to drive the system with somewhat
less amplitudes and some lesser excitation of multifrequency harmonic
modes. The length of pipe effectively activated by one clamp is very depen-
dent on many factors and must be tested for each application. Standard mod-
ules in 300, 600, 1200 W, and up to 20 kW on request are provided.
Unfortunately MPI does not present any capacity range in microfiltration.

The main hindrance to apply ultrasound cleaning systems to industrial
membrane filtration is high surface area needed in membrane filtration.
One possibility is to find applications from the US filter cleaning presented
in Chapter 5. Perhaps still some small-scale Niche application can be found
in membrane filtration of expensive and low capacity suspensions.
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1. ION EXCHANGE PROCESS

1.1 General
Ion exchange is a process in which mobile ions from a liquid phase are

exchanged for ions that are electrostatically bound to the functional groups
contained within a solid matrix. When the functional groups are negatively
charged the exchange will involve cations and when they are positively
charged they involve anions (Braun et al., 2002). By taking advantage of
the fact that, under certain conditions, ion exchange media has a greater
affinity for certain ionic species than for others, a separation of these species
can be made. For example, the hydrogen form of a cation exchanger will
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release its hydrogen ion into solution and pick up another ion from the
solution according to the following equation (Braun et al., 2002):

ReH þ Xþ 4 ReX þ Hþ

where R represents the insoluble matrix of the ion exchange resin; X is ion
from the solution.

The negative counter ion is not affected by the exchange since every ion
removed from solution is replaced by a hydrogen ion and electroneutrality is
maintained. For example, Inglezakis et al. (2003a) have studied the removal
of Pb2þ in a batch system using the chelating resin Lewatit TP-207. The ion
exchange process is followed by an irreversible reaction in the resin phase
namely:

Re2Na þ Pb2þ 4 RePb þ 2Naþ

where (R) is the resin organic part.
To achieve the removal of both positively and negatively charged ions

from solution, a mixture of cation and anion resins in a mixed bed system
is often used. For a NaCl solution the ion exchange process will be:

ReH þ Naþ 4 ReNa þ Hþ

ReOH þ Cle 4 ReCl þ OHe

2Hþ þ OHe ¼ H2O

Since H2O is only weakly dissociated, the reactions of ion exchange are
driven in this case to the right hand side of the equation (Braun et al., 2002).

It was noticed that ion exchange can be seen as a reversible chemical
process. Inglezakis and Poulopoulos (2006) have claimed that the charac-
terization of an ion exchange as a “chemical process” is rather misleading.
Ion exchange is a redistribution of ions between two phases by diffusion,
and chemical factors are less significant or even absent. Only when an ion
exchange is accompanied or followed by a reaction such as neutralization
can the whole phenomenon be characterized as “chemical”. For example,
in chelating resins the ion exchange is followed by a chemical reaction and
bond formation between the incoming ion and the solid matrix (Inglezakis
and Poulopoulos, 2006).
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Also, it was accepted that adsorption and ion exchange can be grouped
together as sorption for a unified treatment in practical applications. Ion ex-
change is similar to adsorption process because the mass transfer from a fluid
to a solid phase is common in both processes. There are, however, some sig-
nificant differences namely (Inglezakis and Poulopoulos, 2006):
• The sorbed species are ions in ion exchange, whereas electrically neutral

substances are sorbed in adsorption.
• In ion exchange the ions removed from the liquid phase are replaced by

ions from the solid phase. So, there occurs actually an exchange of ions
and not only a removal in the latter process.

• In ion exchange, the fluxes of at least two different ions are coupled with
each other and this process cannot be described by the use of a simple
diffusion equation, as in the case of adsorption and the exchange of
isotopes (or isotopic exchange).
The electric coupling of the ionic fluxes and the stoichiometric nature of

the ion exchange process are the most important features, which distinguish
ion exchange from adsorption and isotopic exchange. As a result, the quan-
titative treatment of ion exchange is much more complicated than adsorp-
tion or isotopic exchange (Inglezakis and Poulopoulos, 2006).

The ion exchange is one of the most important method applied for
modifying the zeolite characteristics. As already known, due to the (AlO4)
tetrahedrons the zeolite network contains an excess of negative charge
that is balanced by the cations distributed in a heterogeneous manner inside
the structure. Generally the zeolites contain two types of cations, namely,
“located” cations which are attached to certain structure sites (by electro-
static attraction) and “free”, hydrated cations, randomly distributed within
the large zeolite cavities. The number, size, valency, and location of the
interchangeble cations in the crystalline network have significant effects
on the size and shape of the pores of access into the zeolite cavities and cause
the modification of their adsorptive and catalytical properties. The ion
exchange makes possible the systematic size modification of the pores of
access into the mono-, di-, or tri-dimensional channel system characteristic
of zeolites. The zeolite behavior to the ion exchange depends on the
following factors (Cruceanu et al., 1986):
• The cation nature in virtue of its size, electric charge, and the hydrated or

anhydrous state;
• The zeolite internal state, meaning its secondary structural units, shape,

and size of the cavities as well as the type of the resulting channels that
can be mono-, di-, tri-dimensional, and either closed or opened;
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• The cation concentration in the exchanging solution;
• The temperature of the ion exchange procedure;
• The nature of the anion associated to the exchange cation;
• The pH value of the exchange solution;
• The solvent nature: aqueous solution, organic solvents, or their mixture.

Also, ion exchange has proven to be one of the most utilized techniques
to remove polluting cations from wastewater, because it allows (Colella,
1995; Liguori et al., 2006):
• Good performances.
• Reasonable costs.
• Metal recovery.

Four aspects are important with ion exchange applications (Post, 1991):
• The ion exchange equilibrium is the most important aspect with ion

exchange.
• Kinetics of ion exchange consisting in the making evident the evolution in

time of the migration of the exchange ion to the site or the replacement
of the initial cations in the structure.

• Ion exchange capacity is expressed by the number of cation milliequivalents
(meq) per ion exchange material gram. The ion exchange capacity can be
affected by the following factors: pH number; temperature; nature and
concentration of cations; solvent nature; and presence of complex ions
(Barrer and Galabova, 1973).

• Selectivity for certain cations. The selectivity is an essential factor since it
influences upon the potential technical applications in various activity
fields (agriculture, industry, medicine, etc.).
As regards the ion exchange equilibrium, its particular importance should

be mentioned due to the significant influence on the thermal and chemical
stability as well as on the adsorption and catalytical activity of ion exchange
materials. Ion exchange equilibrium can be considered to be analogous
to chemical equilibrium. Cruceanu et al. (1986) gave detailed theoretical
information on the ion exchange as follows:

The ion exchange reaction in an ion exchange material can be expressed
by the following general equation:

zABzþB
ðZÞ þ zBA

zþA
ðSÞ # zABzþB

ðSÞ þ zBA
zþA
ðZÞ (1)

where Zþ
A and Zþ

B denote the charges of the exchanging cations, A and B,
respectively, and the indexes (Z) and (S) stand for ion exchange material and
solution, respectively.
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The equivalent fractions of the exchanging cation in solution, (AS), and
in material, (AZ), are given by the relationships (2):

AS ¼ zAmA
S

zAmA
S þ zBmB

S
; AZ ¼ number echiv: exchange cations A

total number echiv: cations in material

(2)

where ZA and ZB have the same significance as in the relationship (1) and
mA

S and mB
S stand for the molalities of the ions, A and B, in the equilibrium

solution.
It must be taken into account that: Az þ Bz ¼ 1,0 and AS þ BS ¼ 1,0.
An isotherm of ion exchange is obtained by plotting the AZ versus

AS for a given total concentration of the equilibrium solution and a constant
temperature (Figure 1).

The material affinity toward one of two or several cations involved in the
ion exchange is expressed quantitatively by means of the separation factor,
aA

B, given by the definition relationship:

aA
B ¼ AZ=AS

BZ=BS
¼ AZ$BS

AS$BZ
(3)

The separation factor depends on the solution total concentration,
temperature, and ion exchange time. There are two possible cases:
1. For aA

B ¼ 1, the ionic exchange is ideal and it obeys the law of mass
action (the diagonal in Figure 1);

2. For aA
B s 1, there is a certain preference:

a. aA
B > 1 is indicative of the ion exchange material preference for the

A cation (Figure 1, curve a),

Figure 1 Graphical representation of an exchange isotherm.
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b. aA
B < 1 is indicative of the A cation “rejection” by material, the

cation remaining in the exchanging solution (Figure 1, curve b).
The separation factor ðaA

BÞ can be estimated from the exchange isotherm
graph for any of its points by means of the ratio of the corresponding areas.
For example, the separation factor for a certain point on the isotherm
(Figure 1) is the following:

aA
B ¼ AZ$BS

BZ$AS
¼ Area I

Area II

Unlike the most noncrystalline exchangers some cations in materials are
blocked inside the structure while others cannot enter due to their size and
hydration degree so that very often a complete ion exchange cannot be
achieved. In such cases, the exchange isotherm could come to an end in a
point where the exchange degree (x) is below 1. For example, Breck
(1974) has settled the main types of ion exchange isotherms characteristic
of the zeolite molecular sieves (Figure 2).

According to the data in Figure 2, the following conclusions are drawn:
• Isotherms of the (a) curve shape are indicative of the zeolite molecular

sieves preference to the entering cation, A, ðaA
B > 1Þ and are always

situated above the diagonal;
• The isotherms of the (c) curve shape are indicative of the “rejection” of

the entering A cation by zeolite molecular sieves ðaA
B < 1Þ, its preference

Figure 2 Types of the ion exchange isotherms in zeolite molecular sieves:
a � aA

B > 1;b � aA
B vary with the exchange degree; e � aA

B < 1; d-effect of “ionic sieve”;
e-hysteresis effect of the ion exchange.
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to solution, being always situated under the diagonal of the perfect
equilibrium;

• The isotherms of the (b) curve sigmoidal shape reveal the selectivity
dependence on the exchange degree;

• The isotherms characteristic of the (d) curve indicate the zeolite molec-
ular sieves preference to the entering cation, but the maximum exchange
degree is not attained due to an “ionic sieve” effect (xmax < 1);

• The isotherms of the (e) curve shape are rather seldom encountered, in their
cases a hysteresis effect arises due to the formation of two zeolite phases.
When the mass action law is applied to the ion exchange equilibrium the

selectivity rational coefficient or the concentration constant, KA
B can be

obtained:

When zA ¼ zB; it KA
B ¼ AzB

z $BzA
z

BzA
z $AzB

z
(4)

follows KA
B ¼ ðaA

BÞzA

When zAszB; it follows
�
aA

B

�zA ¼ KA
B

�
Az

As

�zA�zB

(5)

For the monovalent ions, KA
B ¼ aA

B
By taking the activity coefficients of the gA, gB ions in the equilibrium so-

lution into account the corrected selectivity coefficient Kc can be obtained:

Kc ¼ AzB
z $BzA

s $gzA
z

BzA
z $AzB

s $gzA
A

(6)

In case of the electrolyte solutions,

Kc ¼ KA
B $

h
g
ðzBþ1Þ
�BYzB

izA

h
g
ðzAþ1Þ
�AYzA

izB (7)

where g�AYzA
and g�BYzB

are the activity average molal coefficients of the
salts in the mixture phases of the salt solutions (Y ¼ anion in solution) that
can be estimated from the Glueckauf equation (Glueckauf, 1949).

The equilibrium thermodynamic constant, Ka is defined by the
relationship:

Ka ¼ Kc

f zB
AðzÞ
f zA
BðzÞ

(8)
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where fA(z) and fB(z) are the activity coefficients of the A and B ions in ion
exchange material.

It can be determined by means of the Gaines and Thomas equation
(Gaines and Thomas, 1953), which is similar to that advanced by Ekedal
et al. (1950):

ln Ka ¼ ðzB � zAÞ þ
Z1

0

ln KcdAz (9)

where (zA � zB) denotes the charge difference between the two competing
ions.

The terms refering to the modification of the water activity in the
solution and material phases have been neglected.

The integral in Eqn (9) can be graphically evaluated from the area of the
ln KC � AZ curve (Figure 3).

In this case, the following conditions are mentioned (Cruceanu et al.,
1986):
• When the variation dln Kc

dAz
¼ 0, Ka ¼ Kc for fAðZÞ

fBðZÞ
¼ 1 (straight line 1);

• When the variation is linear, dln Kc
dAz

is constant (straight line 2);
• When the variation dln Kc

dAz
is not constant the resulting curves show

minima (curve 3), inflexion points (curve 4) or maxima (curve 5).
In case of the ion exchange of the monovalent ions at equilibrium, the

isotherms represented by the equivalent fractions Az
As

(Figure 3) are almost in-
dependent on the solution ionic strength since:

KC ¼ AzBs

BzAs

g2
�BY

g2
�AY

¼ constant for Az ¼ constant (10)

Figure 3 Variation of the corrected selectivity coefficient, ln Kc, with material
composition.
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where g�BY and g�AY are the activity coefficients of the AY and BY salts in
solution at equilibrium and Y is the anion accompanying the cations.

With diluted solutions the ratio g2
�AY

g2
�BY

z1, (although g�BY and g�AY s 1)

thus:

Kc ¼ AzBs

BzAs
¼ aA

B (11)

In case of the mono-divalent ion exchange the corrected selectivity
coefficient becomes:

Kc ¼ AzB2
s

B2
zAs

$
g4
�BY

g3
�AY2

(12)

And the equilibrium thermodynamic constant is given by the relationship:

Ka ¼ Kc
fAðzÞ
f 2
BðzÞ

(13)

The Kc must also be of a unique value for a given Az value so that the

ratio Kc ¼ B2
s

As
$

g4
�BY

g3
�AY2

must remain constant. This could be possible only if

the ratio of the activity coefficients of the ions in solution is close to unity.
But the exchange isotherms depend on the entire cation amount in solution
and, hence, on the Bs

As
ratio. Unlike the monovalent exchange, the divalent

exchange can vary continuously. In function of the normality of the
exchanging solution, the exchange isotherm will suffer a transposition mak-
ing evident the concentration-valency effect. As a consequence, the more
diluted the solution the more selective toward the divalent cation the ion
exchange material becomes. As regards the concentration-valency effect,
it was determined quantitatively by Barrer and Klinowski (1974). The
authors have pointed out that for the mono-divalent exchange the equilib-
rium condition is given by the relationship:

Ka ¼ 2Az$B2
s $fA$g2

B$N
B2

z$As$f 2
B $ga

(14)

where N is the total normality of the solution.
Although the above-mentioned information given by Cruceanu et al.

(1986) on the ion exchange support its better understanding, the cations
do not obey always the conventional rules of the ion exchange characteristic
of the organic or inorganic ion exchangers. This is why the assertion has
been made that the ion exchange behavior of every ion exchange material
to every metallic or organic cation has to be known. Numerous studies are
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to be found in literature on the subject. For example, those performed
by Barrer and Meier (1958, 1959), Barrer et al. (1963, 1968), Barrer and
Klinowski (1974), Sherry and Walton (1967), and Sherry (1966) and who
laid the foundations of the thermodynamics and thermochemistry of the
ion exchange on zeolite molecular sieves are among the first of this type,
especially for the A, X, and Y type zeolites.

1.2 Kinetics of Ion Exchange
The kinetics of ion exchange consists in making evident the evolution in time
of the migration of the exchanging ion to the center or the replacement of
the initial cations in the structure. The migration of the exchanging ion pro-
ceeds within the stationary film around the particle whose thickness decreases
when stirred. The cation diffuses through this film, through pores and chan-
nels to the locations of the internal cations where the exchange is performed
and then the replaced cation moves in the opposite direction (Szostak, 1989).

The ion exchange rate is influenced by ion exchange material grain size
and temperature. Thus, the small particles assure a higher diffusion rate of
the ions through pores than the bigger ones due to the shorter way along
the channels. If the fact is taken into account that the cation location inside
material is not rigid, the ion exchange can proceed into one or several stages.
The overall rate of the process developing into several stages is limited by the
slowest stage rate.

The ion exchange is known as a mass transfer process in a heterogeneous
system that can be described by a diffusion model. The diffusion is the rate
stage for the migration of the mobile cations only and not for the bound
ones. The diffusion develops according to the Fick second law and the
exchange of the bound and mobile cations is of the first rate order:

vCi

vt
¼ Di

v2Ci

vx2

The ion exchange materials in fine crystalline powders form showing
high self-diffusion coefficients kinetic studies are rather difficult to perform
due to the extremely short reaction time. For this reason two working tech-
niques have been advanced, namely (Cruceanu et al., 1986):
1. The method of filtration under pressure, when the exchange solution is

quickly passed over an ion exchange material thin disk;
2. The method of temperature rising, when the ion exchange material is

introduced quickly into a solution at a high temperature and cooled
rapidly after a while at �110 �C (ethylic alcohol cooled with liquid air).
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In both cases the isotopic exchange is used.
In case of crystalline ion exchange material the ion exchange is

controlled by the ion diffusion into the structure and can be described by
the Boyd–Adamson relationship:

U
�
t
� ¼ 1 �

�
6

p2

�XN
n¼1

�
1
n2

�
exp
��n2Bt

�
(15)

where B ¼ p2D1
R2 is a diffusion coefficient in material (characteristic fre-

quency); D1 is the apparent diffusion coefficient in material (diffusibility of
mobile cation); R is the radius of the material spherical particle; t is the
exchange time; n is the integral (number of particles); and U(t) is the degree
of equilibrium attaining at the time t.

The relationship Eqn (15) represents the solution of the equation of the
Fick second law for the ion exchange between the mobile ions where the
diffusion is the limiting rate stage (Cruceanu et al., 1986):

Mezþ/
D1

diffusion

The variation of the mobile cation concentration (C1), in spherical
coordinates is given by the relationship:

vC1

vt
¼ D1

�
1

R2

�
v

vR

�
R2 vC1

vR

�
(16)

The degree of equilibrium attaining at the time t is also defined by the
equation:

U
�
t
� ¼ ½Cð0Þ � CðtÞ�

½Cð0Þ � CðNÞ� (17)

where C(0), C(t), and C(N) denote the ion concentrations in the
ion exchanger at the time zero (initial), time t and at equilibrium,
respectively.

The values of the parameter (Bt) corresponding to the experimental
values, U(t), have been calculated and put into tables by Reichenberg
(1953). When the ion concentration is not constant the exchange degree
for the spherical particles in the initial stages is estimated by the relationship
Eqn (15) that was simplified by Barrer and Hinds (1953):

U
�
t
� ¼ Q0

QN
¼ Q0

Q0 � QN

2S
V

ffiffiffiffiffiffiffi
D1t
p

r
¼ 6

R

ffiffiffiffiffiffiffi
D1t
p

r
(18)
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where Qt and QN denote the amount of the ions exchanged at the time t
and at equilibrium (N), respectively; Q0 is the initial concentration of the
exchanging ion in solution; and S, V, R are the area, volume, and radius,
respectively, of the ion exchange material particles.

The obeying of the linear dependence U(t) ¼ K
ffiffi
t

p
was found to confirm

practically the decisive role of the „diffusion in particle” in the kinetics of the
ion exchange on ion exchange materials. The methods that can be applied
for estimating the diffusion coefficient are the measuring of the material area
(S) by gas adsorption and the estimation of the D1 value from the slope of the
initial part of the curve in the coordinates UðtÞ � ffiffi

t
p

or Qt
QN

� ffiffi
t

p
, etc.

(Sherry and Walton, 1967).
However, the method mostly applied is that based on the estimation of

the B coefficient from the graphical representation Bt � t and the calculation
of the diffusion coefficient D1 from the equation: B ¼ p2D1

R2

The effective or apparent diffusion coefficient, D1, in the equation is
referred to the interdiffusion of two exchange cations, A and B, of the
same valency for which: DA

1 ¼ DB
1 ¼ D1 where D1 is independent on

composition. For example, for zeolite molecular sieves the coefficients
(D1) show values between 1 � 10�8 and 1 � 10�13 cm2/s (Cruceanu
et al., 1986). The apparent diffusion coefficient varies with temperature
according to the Arrhenius equation:

D1 ¼ D0$exp

��Ea

RT

�

The activation energy of the ion exchange (Ea), may also be
calculated from the plot in the log D1 � T�1 coordinates. When the ratio
between the cation radius and the diameter of the access window to the
channels is not too low the ion exchange is a simple diffusion process.
With the structures little opened or in case of the bulky cations the steric
factor prevails and the activation energy increases fast with increasing
ionic radius.

Many reported studies are to be found in literature regarding the
ion exchange kinetics. The examples to be presented in the following
were taken from some of the first studies on the subject. Rao and
Rees (1966a, 1966b) have studied the ion exchange kinetic of some
monovalent and divalent ions on natural materials, i.e. mordenite
(SiO2/Al2O3 ¼ 10.5) by applying the radiochemical technique resulting
in the data in Table 1.
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The data in Table 1 afforded the following authors’ conclusions:
• The diffusion coefficients, D1 vary between 0.05 and 2.5 � 10�13 cm2 s;
• The cesium diffuses 50 times slower than sodium and Ea is of the lowest

value. The cesium ions cannot diffuse through the windows of 2.8 Å
(among the adjacent channels) but only through the mordenite big
channels (6.95 � 5.81 Å);

• For the rubidium ions the Ea value is higher that would indicate they
must enter through the windows of 2.8 Å;

• As for the kalium ions, it is not known if they could be located in the
window of 2.8 Å;

• When the Naþ / Kþ exchange in the kalium-containing mordenite is
made the kalium ions are replaced by the sodium ions in the big channels
and when the exchange degree of 50% is attained this replacement is also
extended in the smaller side channels.
In comparison with the native mordenite, for sodium-containing zeolites

(A, X, Y, and the ZK-4 zeolite which is isostructural with A), the ion
exchange with alkali and alkaline-earth cations is very quick and the varia-
tion of the exchange degree versus

ffiffi
t

p
leads tu curves with their concavity

returning to the base. This corresponds to a very quick start of the exchange
followed by an almost constant exchange rate. For example, the values of
activation energies at the time to (the time required for attaining an ex-
change degree of 10%), the Do constant in the Arrhenius equation and
the entropy of activation, DS, for the self-diffusion of the Ca2þ, Sr2þ, and
Ba2þ cations in the zeolites of the A, X and ZK-4 types have been calculated
(Cruceanu et al., 1986). In this case, the entropy of activation, DS, was esti-
mated from the value of the Do coefficient by means of the relationship:

Do ¼ 2:72
KT
h

d2 exp
DS
R

(19)

Table 1 Self-diffusion of some cations in mordenite
Cations Radius, Å D1, cm2/s S(BET), cm2/g T, �C Ea, kcal/mol

Naþ 0.95 2.5 � 10�13 2520 24.0 8.74
Kþ 1.33 1.22 � 10�13 6370 20.0 7.14
Rbþ 1.48 1.31 � 10�13 4980 22.0 20.26
Csþ 1.69 0.05 � 10�13 4980 28.75 4.31
Ca2þ 0.90 1.13 � 10�17 9090 27.0 10.45
Sr2þ 1.13 0.15 � 10�15 10,600 20.5 15.97
Ba2þ 1.35 0.45 � 10�15 10,100 18.5 10.14
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where K is the Boltzmann constant; h is the Planck constant; R is the gas
constant; and d is the distance or the cation jump in the diffusion process.

The calculated values of the self-diffusion parameters of the divalent
cations in zeolites are given in Table 2.

The data in Table 2 afford the following conclusions (Cruceanu et al.,
1986):
• For the A zeolite (with smaller pores) Ea varies with the divalent cation

size;
• For the zeolite X (with bigger pores) the Ea values are very close, no

effect of the hydrated cations is noticed and the DS values are positive
and high, the ions migrating as a cation-hydrated water complex;

• For the ZK-4 zeolite the Ea values for the Ca2þ and Sr2þ ions are higher
than for the A zeolite. The diffusion of the Ca2þ and Sr2þ strongly
hydrated cations is possible to require the partial diminution of the
hydration cloud;

• In ZK-4 zeolite where the H2O/cation ratio is higher, the hydration is
stronger and the diffusion of the above-mentioned cations assumes the
elimination of more water molecules;

• The Ba2þ cation shows an abnormal behavior in ZK-4, the diffusion
activation energy being lower than for Ca2þ and Sr2þ. An explanation
could be advanced by taking the lower hydration energy of the Ba2þ ions
into account since their hydration cloud during diffusion has not been
reduced. Moreover, the electrostatic field of the ZK-4 zeolite (with
more silicium) is lower than that of the A zeolite.
Barrer (1964) has presented the correlation between Ea of the self-

diffusion of alkaline cations in analcite and their polarizability (Figure 4).
The author has drawn the conclusion that with the zeolites with a too

low ratio of the cation radius to the diameter of the access window the steric
factor is negligible and the self-diffusion and activation energy depend on
the cation charge and the zeolite hydration state (Table 3).

As can be seen in Table 3, for the alkali cations the Ea values are almost
identical and about twofold for the anhydrous chabazite. This would indi-
cate a cation–network electrostatic interaction, on one hand, and the role
of the hydration water for the cation mobility, on the other hand. More-
over, in chabazite, the diameter of the channel entrance windows is big
enough (z3.9 Å) for an easy access of the cations (Barrer, 1964). Barrer
(1964) has also obtained the values of the self-diffusion coefficient (D1) in
the chabazite hydrated at 298.3 K, by plotting Qt/QN versus

ffiffi
t

p
and these

values are given in Table 4.
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Table 2 Values of the self-diffusion parameters of the divalent cations in zeolites (Cruceanu et al., 1986)

Zeolite

Average radius
of zeolite
particles, mm Si/Al Cation Ea, kcal/ion∙g to T, �C D0, cm2/s DS, cal/mol∙grad

A 2.64 1.0 Ca2þ 16.1 70 ore 30 5.1 � 10�6 �4.0
A 2.64 1.0 Sr2þ 19.6 8 ore 30 1.7 � 10�5 2.7
A 2.64 1.0 Ba2þ 21.6 6 min 35 1.48 � 10�3 11.6
X 2.04 1.26 Ca2þ 19.9 1 min �18a 1 � 10�7 20.0
X 2.04 1.26 Sr2þ 20.0 9 min �20a 1 � 10�7 20.0
X 2.04 1.26 Ba2þ 20.1 20 min �18a 1 � 10�7 20.0
ZK-4 1.10 1.33 Ca2þ 20.1 30 s 28 3.6 � 10�4 8.6
ZK-4 1.10 1.33 Sr2þ 22.6 1 min 30 7.35 � 10�3 14.8
ZK-4 1.10 1.33 Ba2þ 15.8 1 min 29 7.6 � 10�7 �3.4
aIn 50% ethylic alcohol.
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Table 3 Effect of the cation charge and zeolite hydration state on the
activation energy of the self-diffusion in hydrated and anhydrous chabazite

Cation

Activation energy, Ea, kcal/ion∙g

Hydrated chabazite Anhydrous chabazite

Liþ e 16.4
Naþ 6.55 15.0
Kþ 7.01 16.0
Rbþ 6.75 17.3
Csþ 7.55 18.3
Ca2þ 13.81 e
Sr2þ 14.59 e
Ba2þ 8.83 e

Figure 4 Activation energy of the self-diffusion of alkaline cations versus their
polarizability.

Table 4 Self-diffusion in chabazit hydrated at 298.3 K
Cations Radius, Å D1, cm2/s S, cm2/g D0, cm2/s�10�7

Naþ 0.95 6.1 � 10�12 750 4.0
Kþ 1.33 6.9 � 10�12 1120 9.4
Rbþ 1.48 19.5 � 10�12 503 17.0
Csþ 1.69 4.9 � 10�13 1170 1.7
Ca2þ 0.90 4.1 � 10�16 8100 55.0
Sr2þ 1.13 1.3 � 10�16 7690 101.0
Ba2þ 1.35 1.3 � 10�13 817 4.0

440 Claudia Cobzaru and Vassilis Inglezakis



The authors found that the Ba2þ which is the bulkiest one among the
presented cations is an exception, with Ea and D1 values lower than for
Ca2þ and Sr2þ. This fact might be explained by the higher polarizability
and lower content of hydration water.

Brown et al. (1971) have advanced a new model of the self-diffusion in
the hydrated zeolites. They admitted a single process of quick diffusion of
the cations in the big cavities and and a slow diffusion (desorption) of the
cations in the sodium-containing cavities and the hexagonal prisms in super-
cavities. This model was also sustained by the independence of the slow pro-
cess on the crystallite size.

Another model advanced, by Brown et al. (1971) includes a combina-
tion of the diffusion and exchanging processes between the bound and
mobile cations in the structure of the A and X zeolites. With this model
the assumption is made that all the cations must diffuse alike in the A zeolite
since there is only one diffusion way, namely that through the big cavities.
The nonlocated mobile cations diffuse from the supercavities according to
the Fick second law being characterized by a self-diffusion coefficient (D1).
The bound cations are detached from their sites, shifted to the cavities
where they replace the mobile ones becoming alike and diffusing in the
same manner to them, having also the same (D1) value:

ions located in cavities5mobile ions/
D1

diffusion to surface

The differential equations describing of desorption and adsorption of
cations for spherical particles are:

vC1

vt
¼ D1

�
1

R2

�
v

vR

�
R2vC1

vR

�
The first stage

þK2ðC2 � aC1Þ
The slow stage

(20)

vC2

vt
¼ K2

�
aC1� C2

�
(21)

where t stands for the time; R is the radius; D1 is the self-diffusion coefficient
of mobile cations; K1, K2 are the IInd order rate constants characteristic of
the cation adsorption and desorption, respectively; a ¼ K1

K2
C1 is the con-

centration of mobile ions; and C2 is the concentration of the ions located in
fixed positions.

The model, advanced by Brown et al. (1971) was also tested on the
zeolites A and X of 25–100 mm size by means of the radiometric technique.
In the zeolite X the intracrystalline exchange between the bound and the
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mobile ions in the big cavities is admitted to be faster than the diffusion and
the fast stage is an apparently uniform process involving the both cation
types. The slow stage is the intracrystalline exchange between the bound
cations in the small and big cavities.

Ions strap in small cavities 5K4
K3

ions strap in super � cavities 5K2
K1

mobile
ions / diffusion to surface. By assuming that the cations shift from the
small cavities to the supercavities and the adsorption in Sn and desorption
from S11 of the cations proceed faster than the diffusion in supercavities the
differential equations describing the ion exchange on the X zeolite could
be of the form:

vC1þ2

vt
¼ D1

1
R2

v

vR

�
R2vC1

vR

�
þ K4ðC3 � a23C2Þ (22)

vC3

vt
¼ K4ða23C2 � C3Þ (23)

where C1 is the concentration of the mobile ions in supercavities; C2 is the
ionic concentration in the SII positions; C3 is the ionic concentration in
the small cavities; K4 is the rate constant of the “jumping” reaction of an ion
from the sodalite cell in a SII position; and C1þ2 is the concentration of the
mobile and bound ions (SII) in supercavities.

The experimental runs have also made evident the isotopic exchange of
the monovalent and divalent cations in the zeolites of the A, X, and Y types
to proceed into two stages apart from some exceptions. The thermodynamic
preference for the positions in supercavities with the X zeolite decreases with
increasing ionic radius (excepting for Liþ), while in Y zeolite it decreases
with increasing the hydration energy of ions. In the small cavities of the
X and Y zeolites the exchange positions show preference to the ion of
the lowest charge and ionic radius. The exchange of the polyvalent ions
by Naþ ions in the X and Y zeolites shows two stages of much different rates
(Cruceanu et al., 1986).

The kinetics of the isotopic exchange on zeolites of the A, X, and Y types
was also studied with methanol and ethanol alcoholic solutions by Dyer and
Gettins (1970). With the A zeolite the solvent influence on the self-diffusion
of Naþ is not significant while in X and Y zeolites the self-diffusion of the
divalent cations is much lowered, the diffusion activation energy increasing
with increasing cation radius and with decreasing dielectric constant of the
solvent. The ion exchange of Sr2þ on X zeolite takes place at a very low
rate in methanol while in the case of Ca2þ and Ba2þ ions the rate is higher
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(Ea ¼ 29.1 kcal/mol, 24.5 kcal/mol, respectively). On the Y zeolite of a
Si/Al ¼ 1.86 ratio in methanol the exchange with Ca2þ, Sr2þ, Ba2þ takes
place while in ethanol with Ba2þ (Ea ¼ 28.6 kcal/mol) only. With the
Y zeolite of a Si/Al ¼ 2.60 ratio, the ion exchange is possible in both these
alcohols (Dyer and Gettins, 1970).

The ion exchange in nonaqueous or in mixed solvents affords the influ-
ence of the solvent nature on the ionic interactions with the zeolite network
to be studied especially by means of its dielectric constant. In this connec-
tion, Dizdar (1972) has studied the ion exchange on the Na-A zeolite in
the water-dioxan mixture. At 25 �C, the dioxan dielectric constant is of
2.1 and the critical size of molecule of 6 Å which is larger than the entering
pore size of w4,2 Å in Na-A zeolite. By drawing the exchange isotherm for
LiCl 0.01 n solution at la 5, 25, 45, and 65 �C the author has noticed the
exchange equilibrium does not modify with the temperature till a 0.35%
Li concentration in zeolite but above it does. The point corresponding to
the concentration XLi(z) ¼ 0.35 represents the inflexion point of the
isotherm. The temperature influence decreases with increasing dioxan con-
centration in the aqueous phase following then the same isotherm to be
again obtained at a dioxan concentration of 82%. The Naþ / Liþ exchange
on the Na-A zeolite becomes increasingly difficult with increasing dioxan
concentration and the equilibrium thermodynamic constant decreases. In
this case, the DGo

298 values are of positive and Liþ noticed to have no affinity
to the Na-A zeolite.

Dizdar and Popovi�c (1972) have studied the Naþ / Liþ exchange on
the Na-A zeolite in the dimethylsulphoxide-water mixed medium and
found the same inflexion at XLi(z) ¼ 0.35–0.40 Liþ concentration in zeolite
which just corresponds to the cation exchange in the two positions. The
Naþ / Liþ exchange becomes increasingly difficult and incomplete with
increasing dimethyl sulphoxide concentration in solution.

Radak and �Su�si�c (1971) have studied the ion exchange of the alkali
cations on the A zeolite in the methanol–water media in the function of
the mixture dielectric constant. They found that the apparent equilibrium
constant increases with increasing alcohol concentration in the mixture
(excepting for Liþ for which the corrected selectivity coefficient KMe

Na varies
linearly with the cation fraction in zeolite) and the DGo

298 values are positive
as it is with the exchange in aqueous solution. The ion exchange in
nonaqueous solvents is more difficult to proceed and the selectivity coeffi-
cient is lower in the organic medium (excepting for NH4

þ in ethanol) than in
water.
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Huang et al. (1964) have studied the ion exchange of some mono- and
divalent cations on Na-X zeolite in alcoholic solutions at 30 �C. The selec-
tivity coefficients for the exchange of mono- and divalent cations on Na-X
zeolite in water and alcohols, the influence of the temperature and of the
solvent on the exchange enthalpy (DHo) as well as some kinetic data are
presented in Tables 5 and 6.

The conclusion was drawn by the author that the obtained results sustain
the dependence of the selectivity coefficient logarithm on the reversed
dielectric constant of the medium that is an almost linear dependence.
The exchange rate Kþ / Naþ and Agþ / Naþ in water and ethanol
and 1

2Ca2þ/Naþ in water decreases with decreasing dielectric constant
and the exchange proceeds slower in nonaqueous solvents than in water.

Table 5 Ion exchange of some mono- and divalent cations on Na-X zeolite in
alcoholic media at 30 �C in 0.05 M solutions

Solvent
Dielectric
constant

Selectivity coefficient, KMe
Na

DHK
Na; kcalKþ Liþ Ca2þ Agþ

Water 81.70 1.10
0.96

8.4 � 10�2 0.44 45.9 �993

Methanol 33.66 0.96
0.75

4.2 � 10�3 18.1 e �1614

Ethanol 23.56 0.70
0.61

3.9 � 10�3 6.34 e �859

n-Propilic
alcohol

19.80 0.50 1.5 � 10�2 e e e

Isopropanol 17.90 0.19 1.3 � 10�2 e e e
Isobutyl

alcohol
17.10 0.19 1.1 � 10�2 e e e

Table 6 Kinetic data on the exchange of some metallic ions with
Naþ from Na-X in aqueous solution, methanol, and ethanol at 30 �C
Exchange ion Solvent To’5’ min To’75’ min

Kþ Water 18 55
Methanol 19 60
Ethanol 48 142a

Agþ Water 40 120
Methanol 120 330
Ethanol 295 850a

aExtrapolated data.
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1.3 Thermodynamics of Ion Exchange
As already mentioned above the ion exchange reaction in an ion exchange
material can be described by the following general equation:

zABzþB
ðZÞ þ zBA

zþA
ðSÞ#zABzþB

ðSÞ þ zBA
zþA
ðZÞ

where Zþ
A and Zþ

B denote the charges of the exchange cations, A and B,
respectively, and the indices (Z) and (S) are referred to ion exchange material
and solution, respectively.

Cruceanu et al. (1986) have pointed out that the standard free enthalpy
(DGo), of the ion exchange process (with Xmax ¼ 1) described by the reac-
tion (1) is given by the relationship:

DGo ¼ �RT
zAzB

ln Ka (24)

where Ka is the equilibrium thermodynamic constant
The standard entropy (DSo) is given by the relatioship :

DSo ¼ DHo � DGo

T
(25)

The standard enthalpy (DHo) is obtained from the variation of Ka with
temperature:

dln Ka

dT
¼ DHo

RT 2 ; respectively DHo ¼ � R
zAzB

dln K

d
�

1
T

� (26)

The enthalpy variations were found to be low in the ion exchange on
ion exchange material. For explaining the mechanism of the ion exchange,
Eisenmann (1962) has advanced a model where the free enthalpy for the
monovalent exchange reaction Aþ

s þ Bþ
z 5 Aþ

z þ Bþ
s is given by the

relationship:

DGo ¼ �DGA
Z � DGB

Z

�� �DGA
S � DGB

S

�
(27)

The first term represents the difference between the free enthalpies of the
cations Aþ and Bþ in material. The second term is the difference between
the hydration free enthalpies of the exchange ions.

The author concluded that the electrostatic contribution to the free
enthalpy of the exchange depends partially on the strength of the
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electrostatic field of ion exchange material (density of the fixed negative
charge), namely:
• When the electrostatic field is very strong (as it is with the aluminous

zeolite molecular sieves with a low Si/Al ratio and high charge den-
sity) the electrostatic contribution to the exchange free enthalpy is higher
in comparison with the hydration termðDGA

s � DGB
s Þ. In such a case,

the ions of the smallest ionic radius which can interact in the strongest
way with the cations in the exchange positions are preferable in materials;

• When the electrostatic field in ion exchange material is very weak (as it
is with the siliceous zeolite molecular sieves of a high Si/Al ratio and
low charge density), the electrostatic contribution ðDGA

z � DGB
s Þ is low

in comparison with the hydration one and the hydration term in the
Eqn (19) will prevail. In such cases the materials prefer the ions of bigger
radius and less hydrophilic. For instance, in the zeolites A (Si/Al ¼ 1) and
X (Si/Al ¼ 1.2) the activity series is Naþ > Kþ > Rbþ > Csþ > Liþ,
while for the zeolite Y (Si/Al ¼ 2.8) the order is Csþ > Rbþ > Kþ >
Naþ > Liþ (Cruceanu et al., 1986).
Thus, this model was applied and developed by Sherry and Marinsky

(1969) for zeolites.
It was noticed that apart from the DGo variation of the ion exchange, the

differences between the entropies of the ions to be exchanged DSo must also
be taken into account. For example, Barrer et al. (1963) and Rosseinsky
(1965) have calculated the entropies for the complete ion exchange on
the Na-A zeolite molecular sieves, the differences between the hydration
entropies of the exchange ions as well as the differences between the en-
tropies of the exchange ions in the zeolite phase. The authors made use of
the following calculating relationship:

DSo ¼ �DSA
x � DSB

z

�� �DSA
s � DSB

s

�
(28)

The obtained results are given in Table 7.

Table 7 Variations of the ion exchange entropies of the alkali metals on
the molecular sieve Na-A
Reacţia DSo ðDSA

x � DSB
z Þ ðDSA

s � DSB
s Þ

Liþs þ Naþz 3.2 �4.3 �7.5
Kþ

s þ Naþz �8.5 0 8.5
Rbþs þ Naþz �11.4 0 �11.4
Csþs þ Naþz �19.4 7.3 �12.1
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The authors concluded that the difference between the hydration
entropies in solution corresponds to the variation of the exchange total
entropy only in case of Kþ and Rbþ ions. In the zeolite phase the water
molecules have fewer freedom degrees than in the solution phase so that
the water adsorption would result in the entropy decrease. The water con-
tent in zeolite decreases continuously with increasing atomic number of the
alkali metal ion and consequently the entropy increases. It was found that by
calculating similarly the DGo variation for the divalent ions (alkaline-earth)
the selectivity series can be settled in function of the anionic field strength of
the zeolite. In case of the strong electrostatic field the alkali-earth ion of the
smallest radius is preferable while with a weak electrostatic field the ion of
the biggest radius is (Cruceanu et al., 1986).

1.4 Processes: Fixed and Fluidized Bed SystemsdBasic
Principles and Application in Ion Exchange

1.4.1 Ion Exchange Fixed Beds
Ion exchange is of the most common process used for separation purposes and
in the most of the cases takes place in fixed beds packed with solid ion ex-
change materials (Babel and Kurniawan, 2003; Braun et al., 2002; Inglezakis
and Poulopoulos, 2006). Although a large number of mathematical models
exist for the description of ion exchange fixed bed operation their use in prac-
tice is complex and one of the basic reasons is the lack of data for several pa-
rameters that normally should be derived by separate experiments. This is one
of the major reason explaining why adsorption models are used for ion ex-
change fixed bed operations. As is well known, the two phenomena share
many common features, of the most basic being the transfer and resulting
equilibrium distribution of one or more solutes between a fluid phase and par-
ticles (Inglezakis, 2010; Perry and Green, 1999). In the related literature, ion
exchange and adsorption are grouped together as sorption for a unified treat-
ment. The objective of this chapter is to present the basic fundamentals of the
operation (fixed bed) and not the nature of the phenomenon (ion exchange).

In Figures 5 and 6 a typical fixed bed operation and its breakthrough
(exit) curve are presented.

As is shown in Figure 5, the operation is upflow, i.e. the liquid phase is
introduced in the bottom of the bed. This mode of operation is preferred as
it provides better flow quality and complete wetting of the material. In
Figure 6 the dimensionless exit concentration C/Co versus effluent volume
Veff is plotted, i.e. the breakthrough curve of the operation. The breakpoint
is the moment when the operation is stopped, typically when the exit
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Figure 5 Simplified schematic fixed bed upflow operation.

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0
Breakpoint Exhaustion

Veff

C
/C

0

Figure 6 Breakthrough curve.

448 Claudia Cobzaru and Vassilis Inglezakis



concentration reaches a certain predefined level according to the needs. For
example, in all wastewater treatment operations, this is the point when the
maximum permissible exit concentration is reached. In the optimum fixed
bed operation the breakthrough curve is a single step, a vertical line, but in
the most actual cases is a sigmoidal curve and the steeper the breakthrough
curve the higher is the fixed bed utilization. High degree of utilization
means that the ratio of the breakthrough capacity to the total capacity is
closer to unity (Inglezakis, 2010).

Fixed bed operation is influenced by equilibrium, kinetic, and hydrody-
namic factors, constituting the design of the reactor a complicated task and in
many occasions the full process modeling is practically impossible (Inglezakis
and Poulopoulos, 2006; Inglezakis, 2010). The effectiveness of a fixed bed
operation is heavily depended on its hydrodynamic performance, a fact
that in many cases is overlooked and inevitably leads many operations to
failure. In liquid–solid systems these phenomena are termed as “liquid mal-
distribution” and they are related to inadequate liquid distribution and low
liquid holdup, especially in downflow operation. Other complications occur
due to the nature of the contacting system. For example, even in the simple
case of the treatment of mono-component solutions in ion exchange fixed
beds it is experimentally found that equilibrium parameters and/or solid
diffusion coefficients seem are unexpectedly influenced by contact time,
making the modeling of the operation a complex task (Inglezakis and
Grigoropoulou, 2003).

1.4.1.1 Fixed Bed Mass Balances
In a fixed bed, the continuity equation around a segment of the solid phase
between the height x and x þ dx and during time dt is (Inglezakis and
Poulopoulos, 2006; Perry and Green, 1999; Ruthven, 1984):

�rb
vq
vt

¼ ε

vC
vt

þ us
vC
vx

� Daxε
v2C
vx2 (29)

where ε and rb is bed porosity and bulk density, respectively, us is the
superficial liquid velocity, Dax is the axial dispersion coefficient, C is the
solution concentration, and q is the mean concentration of solute in
the solid phase. In dilute aqueous solutions the superficial fluid velocity (us) is
considered to be constant throughout the fixed bed length. However, under
high concentration levels us is variant and this term should be incorporated
into the derivative. Such effects are usually significant only for adsorption in
gaseous systems (Ruthven, 1984).
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Dividing the second and third term of Eqn (29) by the bed height Z we
obtain:

�rb
vq
vt

¼ ε

vC
vt

þ us

Z
vC

vðx=ZÞ �
Daxε

Z2

v2C

vðx=ZÞ2 (30)

and rearranging

�rb
Z
us

vq
vt

¼ ε

Z
us

vC
vt

þ vC
vðx=ZÞ �

Daxε

usZ
v2C

vðx=ZÞ2 (31)

the term ε$Z/us is the liquid residence time (or contact time) while the
term Dax$ε

us$Z is the inversed bed Peclet number. Both C and q are dependent
on time t and height Z and Eqn (31) is a partial differential equation. As the
solute uptake is controlled by the diffusion rates, the rate equations to be
used for the liquid and solid phase mass transfer are (Perry and Green,
1999):

vq
vt

¼ kf au

rb

�
C� Co� (32)

vq
vt

¼ Ds

rb

�
v2q
vr2 þ 2

r
vq
vr

�
¼ Ds

rbr2
p

 
v2q

v
�
r
�

rp
�2 þ 2

r
�

rp

vq

v
�
r
�

rp
�
!

(33)

where Co is the concentration of the solute in the fluid phase, which is
assumed to be in equilibrium with q. The solid diffusion coefficient Ds is
theoretically independent of the flow type and rate while liquid mass transfer
coefficient is a flow dependent parameter. Furthermore, au is the total
external solid surface area per unit bed volume:

au ¼ 6ð1� εÞ
dp

(34)

The mean solid phase concentration q is (Hall et al., 1966; Fleck et al.,
1973):

q ¼ 3
r3
p

ZR

0

qr2dr (35)

where r is the distance from particle center and dp, rp is the particle diameter
and radius, respectively. Equation (35) is used only for the case of solid
diffusion control as for liquid film control q ¼ q.
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As in the case of adsorption, the physical process of ion exchange is
considered to be so fast relative to diffusion steps that in and near the solid
particles a local equilibrium exists and thus, the equilibrium isotherm
q ¼ f (Co), relates the stationary and mobile phase concentrations at equilib-
rium (Inglezakis, 2005). For the purposes of simplified fixed bed modeling,
Langmuir and Freundlich equilibrium equations are used (Fleck et al., 1973;
Hall et al., 1966; Ruthven, 1984). The continuity, rate, and equilibrium
equations are solved simultaneously using the appropriate initial and bound-
ary conditions. This system consists of four equations and four unknowns,
i.e. C, q, q, and C*. For combined resistances Eqns (32), (33) and (35) should
be used simultaneously.

1.4.1.2 Analytical Solutions to the Fixed Bed Model
Predictive models could be used in order to model the process and deter-
mine the controlling step, which for the most cases in ion exchange is the
solid phase diffusion. Nevertheless, the controlling step depends on liquid
velocity as well because in low velocities the liquid film diffusion step could
influence the process. In order to use simplified models the following
assumptions should be made (Inglezakis, 2010; Perry and Green, 1999):
1. Plug flow. In this case the last term in the Eqn (31) is neglected. This

assumption holds only if the bed Peclet number is greater than 100.
Generally in upflow operation the quality of the flow is better, especially
in low velocities.

2. Constant pattern condition. With a favorable isotherm and a mass-
transfer resistance or axial dispersion, the concentration front
approaches a constant pattern, which is an asymptotic shape beyond
which the wave will not spread. The wave is said to be “self-sharpening”.
In contrast, if the concentration front is seen to spread out more and
more as it propagates toward the column outlet, is a dispersive or
spreading behavior (Figures 7 and 8). Constant pattern condition reduces
the continuity Eqn (31) to the simple relation: C=Co ¼ q=qmax, or, to
put it in words, the dimensionless profiles of concentration and
exchanger loadings are identical. This means that all points on the
breakthrough curve are moving in the bed under the same velocity and
thus a constant shape of this curve is established. Practically, the constant
pattern assumption holds if the equilibrium is favorable and under high
residence times, i.e. deep bed and low superficial velocity. However,
constant pattern assumption is weak if the system exhibits very slow
kinetics (Figure 9).
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Simplified models under the above assumptions have been proposed
and analyzed in the related literature and are in the form of either arith-
metic or analytical solutions In the present work we include the case of
Miura and Hashimoto model, which covers all simplified equations found
in the related literature (Inglezakis and Poulopoulos, 2006; Perry and
Green, 1999; Ruthven, 1984). For combined diffusion resistances (fluid
film and solid diffusion) the concentration in the bulk liquid phase is
different than this on interface due to the effect of the fluid film resistance.
The following equations can be used for Langmuir and Freundlich equilib-
rium equations as published by Miura and Hashimoto (1977):

Langmuir Isotherm

qs � Xs ¼ 1
1 þ z

f1 þ
z

1 þ z

1
h

f2 (36)

f1 ¼ 1
1 � La

ln Xi � La
1 � La

lnð1 � XiÞ � ln½La þ ð1 � LaÞXi�

� La
1 � La

ln La þ 1
(37)

Figure 9 Graphical representation of the model solution for Langmuir equilibrium and
combined resistances (La ¼ 0.5 and z ¼ 1000).
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f2 ¼ La
1 � La

ln Xi � 1
1 � La

lnð1 � XiÞ � 1 (38)

h ¼ 1 � 0:192ð1� LaÞ3 (39)

Freundlich Isotherm

qs � Xs ¼ 1
1 þ z

u1 þ z

1 þ z

1
h

u2 þ 1
1 þ z

z

z þ h
u3 (40)

u1 ¼ Fr
Fr � 1

ln
�
XFr�1

i � 1
�þ 1 þ h

z þ h

Fr2

Fr � 1
IA (41)

u2 ¼ 1
Fr � 1

ln
�
1 � X1�Fr

i

�þ z

z þ h

1
Fr � 1

IB (42)

u3 ¼ Fr � 1 þ Fr
Fr � 1

�
IA þ IB

�
(43)

h ¼ 0:808 þ 0:192Fr (44)

IA ¼
XN
n¼1

1
n½nð1� FrÞ� þ Fr

(45)

IB ¼
XN
n¼1

1
n½nð1� FrÞ� þ 1

(46)

where,

qs ¼ ksau

rbð1 þ 1=zÞ
�

t � εZ
us

�
(47)

Xs ¼ ksaug

1 þ 1=z

Z
us

(48)

ksau ¼ 15Dsrb

r2
p

(49)

g ¼ qmax

Co
(50)
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z ¼ kf au

ksaug
(51)

au ¼ 3
rp

�
1� ε

�
(52)

where, qmax is in mass of solute per unit mass of solid and Co is in mass of
solute per unit volume of fluid. For practical use, the infinite series IA and IB
are shown in Figure 10.

The interface relative concentration Xi is related to the respective bulk
relative concentration X as follows (Inglezakis and Poulopoulos, 2006):

Langmuir

X ¼ ðzLa þ hÞXi þ zð1 � LaÞX2
i

ðz þ hÞ½La þ ð1 � LaÞXi�
(53)

Freundlich

X ¼ zXi þ hXFr
i

z þ h
(54)

Figure 10 Values of (IA) and (IB).
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The equations provide only the Xi versus qs � Xs relation while for a
direct relationship between X and qs � Xs, Xi should be explicitly expressed
by suing only X. However, there is not an explicit relationship for Freund-
lich isotherm and in this case an iteration procedure (goal-seek). For Lang-
muir isotherm:

Xi ¼ �b þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 � 4ac

p

2a
(55)

where,

a ¼ zð1� LaÞ (56)

b ¼ ðzLaþ hÞ � ðz þ hÞð1� LaXÞ (57)

c ¼ �Laðz þ hÞX (58)

The same equations can be used as approximations for pore diffusion
control, by setting ks au equal to 15Dpð1� εÞ=gr2

p .

1.4.1.3 External Mass Transfer
Liquid mass transfer or convection coefficient is a flow dependent param-
eter, which is evaluated by use of empirical and semiempirical correlations.
One of the most well-known correlations for use in water treatment situa-
tions is the following (Chern and Chien, 2002):

Sh ¼
�

2 þ 0:644Re1=2Sc1=3
	
½1 þ 1:5ð1� εÞ� (59)

In the adsorption processes for wastewater treatment by use of granular
activated carbon the Williamson correlation is proposed (Crittenden et al.,
1987):

kf ¼ 2:4us

Sc0:58Re 0:66 (60)

Kataoka correlation has been used in adsorption systems from liquid
phase (Zulfadhly et al., 2001):

kf ¼ 1:85ðReScÞ�2=3 us

ε

�
1 � ε

ε

��1=3

(61)

Finally, for very low Reynolds number (<0.01) the Wilson–

Geankoplis correlation has been used in ion exchange and in adsorption
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from liquid phase (Ben-Shebil et al., 2007; Chen and Wang, 2004; Xiu and
Li, 2000):

Sh ¼ 1:09
ε

Sc1=3Re1=3 (62)

where

Sh ¼ kf dp

Df
(63)

Re ¼ dpus

n
(64)

Sc ¼ n

Df
(65)

where, Re is the particle Reynolds number, Sh is the Sherwood number,
Sc is the Schmidt number, Df is the diffusion coefficient of the solute in the
liquid phase, dp is the particle diameter, and n is the liquid kinematic
viscosity.

1.4.1.4 Fixed bed Hydrodynamics
The analysis of the fixed bed hydrodynamics (hydraulics) involves the eval-
uation of liquid holdup and the quality of the liquid flow. In this analysis the
physical mechanisms that are sensitive to size are investigated separately from
chemical (kinetic or equilibrium) studies (Trambouze, 1990). Thus, the
fixed bed is examined in respect to its flow patterns, as a vessel, e.g. irrespec-
tively of the specific chemical reaction or physical phenomenon that take
place in it.

A fixed bed is an array of voids into which fluid flows at relatively high
velocity, accelerating in the ports created by particle–particle intersections
and decelerating upon entering the voids, leading to a certain degree of
mixing. In the ideal case of plug flow in fixed beds, axial mixing between
the several cross-sections of the bed is minimal, whereas radial mixing in
each section is maximal (Inglezakis and Poulopoulos, 2006). Ideal flow is
studied and represented using the classic dispersion or dispersed plug
flow model of Levenspiel (1972). Recall the material balance of a fixed
bed reactor (Eqn (30)):

�rb
Z
us

vq
vt

¼ ε

Z
us

vC
vt

þ vC
vðx=ZÞ �

Daxε

usZ
v2C

vðx=ZÞ2
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The last term of this equation is zero in both cases of plug and mixed
flow: in plug flow Dax ¼ 0 and in mixed flow v2C=vðx=ZÞ2 ¼ 0. The
physical parameter relevant to the flow quality is the axial dispersion coeffi-
cient, incorporated into the particle Peclet number:

Pep ¼ udp

Dax
(66)

where dp is the particle diameter, Dax the axial dispersion coefficient, and
u the interstitial fluid velocity (equal to us/ε). The fixed bed (vessel) Peclet
number is calculated by multiplying Ped with the term Z/dp, where Z is the
fixed bed length:

PeL ¼ Pep
Z
dp

(67)

The fixed bed (vessel) Peclet number is calculated by multiplying Ped

with the term Z/dp, where Z is the fixed bed length. In the case of fixed
beds, the higher the vessel Peclet number the better flow quality and if close
or higher than about 100 the flow is considered to be ideal, i.e. plug flow
(Levenspiel, 1972; Inglezakis, 2010).

For materials that are frequently used in ion exchange wastewater treat-
ment applications, as for zeolites and similar particles of irregular shape, the
following equation is proposed (Inglezakis et al., 2001):

Pep ¼ LRek (68)

where L is 0.52 for upflow and 0.05 for downflow, k is �0.65 for upflow,
and 0.48 for downflow. Peclet correlation (68) holds for 0.6 < Re < 8.5.
Several correlations for the Peclet number can be found elsewhere (Chung
and Wen, 1968; Inglezakis, 2010a).

Generally, for spherical and for other irregular-shaped particles (intalox
saddles, rasching rings, berl saddles) particle Peclet number is found to be
between 0.3 and 0.8 for Reynolds number between 0.01 and 150. For
high Reynolds number the Chung correlation holds (Inglezakis and
Poulopoulos, 2006):

Pep ¼ 1
ε

�
0:2 þ 0:011Re0:48� (69)

This expression hold for 25 < Re < 320. This correlation is derived using
glass beads, aluminum beads and steel beads and it has been used for ion
exchange systems by use of resins beads (Ben-Shebil et al., 2007). The
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equation proposed for Kubo can be used for 10 < Rep/ε < 2000 (Inglezakis
and Poulopoulos, 2006):

Pep ¼ 0:243ε�0:27Re0:27
p (70)

Furthermore, according to a literature reviewpresented inChung and Wen
(1968), the particle Peclet number is between 0.06 and 0.3, showing no
particular trend, for 0.01 < Re < 10 and is steadily increased for Re > 10.
More correlations for Peclet are given in Inglezakis and Poulopoulos, 2006.
For the specific case of irregular-shaped particles a review is published by
Inglezakis (2010a).

Fixed bed geometric analogies are also essential for a good hydrodynamic
behavior in all reactor sizes, especially during scale up. In particular, the
following analogies are of the most important for avoiding large-scale
flow maldistribution (Inglezakis and Poulopoulos, 2006):

Z
D

� 5
D
dp

� 12 � 30
Z
dp

� 50 � 150 (71)

where D is the bed diameter, Z is the bed height, and dp is the particle
diameter. It should be noted that bed porosity is practically constant for low
dp/D (<0.1). Finally, in order to avoid extended friction between the
packing material in both down and upflow operations a maximum linear
velocity is defined (Ruthven, 1984). This velocity is 0.8 times the minimum
fluidization velocity for upflow operation and 1.8 times the same velocity for
downflow operation.

The second critical parameter in fixed beds is the liquid hold up
which represents the part of the bed occupied by the liquid phase.
This is important especially in downflow operation as in upflow opera-
tion the liquid occupies practically the whole external free void volume
of the bed. Total liquid holdup ht consists of two parts: static hs and dy-
namic holdup hd. Static holdup is related to the volume of liquid which
is adherent to the particles surface, whereas dynamic holdup is related to
the flowing part of the liquid (Inglezakis and Poulopoulos, 2006). Liquid
holdup (ht, hd, or hs) based on the total volume of the bed occupied by
liquid he and liquid holdup based the void volume of the bed occupied
by liquid hv are related as follows:

hv ¼ Vliquid

εVtotalbed
¼ 1

ε

�
Vliquid

Vtotalbed

�
¼ he

ε

(72)
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As is clear: 0 � he � ε while 0 � hv � 1. Is worthwhile to mention that in
the case of partial wetting of the bed (he � ε) he should be used instead of ε in
all model equations.

Static holdup is related to the volume of liquid which is adherent to the
particles surface, whereas dynamic holdup is related to the flowing part of
the liquid (Inglezakis and Poulopoulos, 2006). For zeolites and similar
particles of irregular shape the following equation is proposed (Inglezakis
et al., 2001):

%ht ¼ 21 þ 99:72u0:28
s (73)

In Eqn (69) total liquid holdup (ht) is expressed as percentage of the total
void bed volume, while superficial velocity is in cm/s. The above equation
holds for particle size of 1.2–1.3 mm. For different particle size, the dynamic
liquid holdup (hd) is evaluated using the following analogy:

%hðd1Þ
%hðd2Þ y

�
d2

d1

�m

(74)

where m is 0.72. This value is for activated carbon particles, which are of
similar shape as zeolites (Colombo and Baldi, 1976; Specchia and Baldi,
1977). The bed voidage is considered to be the same for different particle
sizes, which is true for low dp/D values.

More general is the following equation, derived for two-phase fixed beds
operating under downflow operation with liquid distributor at the bed inlet
and for particles of several shapes, including irregular-shaped particles of acti-
vated carbon of 1 mm diameter and for 0.3 < Rep < 3000 (Colombo and
Baldi, 1976; Specchia and Baldi, 1977):

hd ¼ 3:86Re0:545
p Ga�0:42

�
audp

ε

�0:65

(75)

Ga ¼ d3
pgr2

m2 (76)

Here, the dynamic liquid holdup is in m3/m3 and refers to the portion of
void (available) bed volume occupied by liquid. The constant part in liquid
holdup correlation (Eqn (69)) is the static liquid holdup (hs), which is a func-
tion of Eotvos number (Eo):

Eo ¼ rgd2
p

sL
(77)
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where (sL) is the surface tension in (N/m) and for water at ambient tem-
perature is equal to 71.2 � 10�3 (N/m). The following equation holds for
spherical particles:

hs ¼ 0:11
1 þ Eo

(78)

where static holdup (hs) based on the total volume of the bed.

1.4.2 Ion Exchange Fluidized Beds
Fluidization is the operation by which fine solids are transformed into a
fluid-like state through contact with a gas or liquid (Kunii and Levespiel,
1969). The operation of fluidized beds can be seen as the transition region
between continuous-stirred tank and packed-bed modes. For velocities
higher than the minimum fluidization velocity, the appearance of fluidized
beds is often quite different.

In most liquid–solid systems, as the velocity is increased, the motion of
the particles becomes more vigorous, whereas the bed density at a given ve-
locity is the same in all sections of the bed. This is called particulate fluidization
and its characteristic is the large but uniform expansion of the bed at high
velocities. This type of fluidization appears when the fluid and the solids
have similar densities. In contrast, the density difference is very high when
the fluid is a gas, which results in the so-called bubbling fluidization, where
the gas moves through the reactor either forming “bubbles” that contain
relatively few solid particles or as a continuous “dense” phase where the par-
ticle concentration is high. Particulate and bubbling fluidization are the most
common operation modes of fluidized beds. Although liquids are associated
with particulate fluidization and gases with bubbling, fluidization that is not
always the case. The density difference is the decisive parameter and thus
bubbling fluidization appears in water systems of heavy solids and particulate
fluidization in high-pressure gas systems of fine particles (Inglezakis and
Poulopoulos, 2006; McCabe et al., 1993). Finally, another type of fluidiza-
tion is the slugging fluidization. It represents the case where the bubbles form
slugs of gas, usually when the size of the bubbles is about one third of the
diameter of the bed. In general, slugging is undesirable because is attended
by large pressure, which may cause dangerous vibrations to the reactor
(Figure 11).

Fluidized beds are used in both catalytic and noncatalytic systems and
several applications are found in wastewater treatment and particular in
aerobic and anaerobic treatment of municipal and industrial wastewaters
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(Celik et al., 2001; Epstein, 2003; Lee et al., 2004a; Pérez et al., 1999;
Saravanane and Murthy, 2000; Turan et al., 2005). Generally, the upward
superficial velocity of the gas is usually between 0.15 m/s and 6 m/s and
bed heights are not less than 0.3 m or more than 15 m (Perry and Green,
1999). In many applications of fluidization, the particles are in the range
of 30–300 mm (Inglezakis and Poulopoulos, 2006).

In lesser extent fluidized beds are used in liquid–solid adsorption and ion
exchange processes (Inglezakis and Poulopoulos, 2006; Perry and Green,
1999). In the later applications they are used if the influent contains signif-
icant amounts of suspended matter and in combination to small size of the
solid phase which could lead in leading in clogging of fixed beds or if prob-
lems occur due to the decrease in particles mean radius during the process
(Haines, 1978; Inglezakis and Poulopoulos, 2006; Menoud et al., 1998;
Yang and Renken, 2000). Another reason for using fludized beds is when
yhe distribution of paticle size is widely spreaded, since the mixing of
particles is acheived easily and the distribution of temperature is more uni-
form (Park et al., 1999). Finally, when resins are used, another problem con-
cerns shrinking and swelling of the resin during the adsorption–desorption
processes resulting in poor liquid distribution caused by channeling and
formation of dead zones in fixed beds (Yang and Renken, 2000).

Figure 11 Particulate and bubble fludization regimes.
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Among the technologies to carry out ion exchange and adsorption pro-
cess, the use of batch and fixed bed operation are the most studied.
Although, fixed bed process is easy to operate, channeling and formation
of dead zones are common phenomena, which reduce the operation perfor-
mance. Fluidization overcomes operating problems such as bed clogging and
high pressure drop, which would be the case if such high-surface area media
were used in a packed bed reactor. Fluidized bed is able to minimize or even
eliminate this disadvantage because of the intense contact between the solid
and the fluid phases that can be achieved. Furthermore, concerning batch-
mode operation, the requirement for mechanical agitation can be avoided
by using a fluidized bed reactor. In the later case, the agitation and mixing
are achieved by means of the moving liquid that carries the solids through
the reactor or mixes with the particle phase (Inglezakis and Poulopoulos,
2006).

Fernandez et al. (2008) studied the performance of two laboratory-scale
fluidized bed reactors with natural zeolite as support material for treating
high-strength distillery wastewater while Valentukeviciene and Rimeika
(2007) examined natural powdered zeolite in experiments carried out by
fluidized batch process in a laboratory and a pilot-scale unit. Fluidized
bed operation in adsorption and ion exchange has been studied for heavy
metals removal from liquid phase to a chelating resin and for the determi-
nation of mass transfer rates in a liquid magnetically stabilized fluidized
bed of magnetic ion exchange particles (Hausmann et al., 2000; Menoud
et al., 1998).

Haines (1978) and Giddey (1980) studied the ion exchange process for
the recovery of uranium in a fluidized bed filled with resin particles with
great success and recognized the usefulness of such operations under certain
conditions. Park et al. (1999) studied the mass transfer of cooper ion in
semifluidized and fluidized ion exchange beds of resin as solid phase.
Yang and Renken (2000) underline the fact that electroplating wastewater
frequently often contains solid impurities leading to a plugging of the fixed
bed and thus fludized beds are used to avoid column blocking. They stud-
ied on heavy metal adsorption to a chelating resin in a binary solid fluidized
bed. Fluidized resin ion exchange beds are also studied for drinking water
treatment (Li et al., 2009). The authors also mention the need for avoid-
ance of clogging of the ion exchange process due to the scaling which is
caused by precipitation of oversaturated salts in water, such as calcium car-
bonate. Cornelissen et al. (2009) also used resin fluidized beds for treating
untreated surface water containing high loads of suspended solids. As they
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presented, membrane filtration in drinking water treatment is hampered by
the occurrence of membrane fouling which leads to operational problems
and sometimes to a deterioration of the treated water quality. One of the
causes of membrane fouling is the presence of natural organic matter in
sources for drinking water and the aim was to reduce membrane fouling
by partly removing natural organic matter or eliminating hardness ions
by using a fluidized ion exchange process.

There are also few studies dealing with the hydrodynamic analysis of
liquid–solid fluidized beds and especially of nonregular shaped solid phase
(Siwiec, 2007a,b; Inglezakis, 2010). In another study, Knez et al. (2001)
investigated the process parameters for producing granulated zeolite in a
semi-industrial scale fluidized bed dryer by utilizing an agglomeration pro-
cess. Several process parameters investigated, excluding, however, any hy-
drodynamic parameters as minimum fluidization velocity and fluidized
bed voidage. Finally, Khoshtaghaza and Chayjan (2007) investigated the
fluidization behavior of several grain samples (millet, barley, paddy, and
soya bean) with respect to their physical properties.

More systematic studies have been published on water–solid fluidized
beds of nonspherical but regular shaped particles. Escudié et al. (2006) car-
ried out experiments in water-fluidized binary and ternary mixtures of teflon
spheres, discs, and rods. The velocity range used (10–30 cm/s), much higher
than those normally used in ion exchange systems, where low contact time is
required. Liu et al. (2008) studied the sphericity and shape factor in relation
to the fluidized-bed dynamics. The experimental results show that
nonspherical particles give poor fluidizing quality as compared to spherical
particles while with the same volume-equivalent diameter, nonspherical
particles have lower minimum fluidization velocity (umf) (Figure 11).

1.4.2.1 Hydrodynamics of Particulate Fluidized Beds
A typical schematic fluidized bed is shown in Figure 12. The bed normally
consists of a flow regulating entry section filled with glass or other inactive
beads, covered with stainless steel sieves and a filter, in order to homogenize
and evenly distribute the liquid flow before it reaches the active bed section.
An identical filter is placed on the top of the column, so as to prevent small
particles escaping the column.

The expanded bed height is:

Zf ¼ Zo
1 � ε

1 � εf
(79)
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The minimum fluidization velocity can be calculated if the pressure drop
in a fluidized bed is set equal to the pressure drop in a fixed bed:

150mumf

f2
s d2

p

1 � εmf

ε
3
mf

þ 1:75ru2
mf

fsdp

1
ε

3
mf

¼ g
�
rh� r

�
(80)

where
dp ¼ the diameter for spherical particles or the nominal diameter for
irregular-shaped particles; r ¼ the density of the fluid; rh ¼ the
hudraulic density of the solid; g ¼ the gravity acceleration
constant, 9.81 m2/cm; m ¼ the dynamic viscosity of the fluid;
εmf ¼ the minimum fluidization voidage; umf ¼ the minimum
superficial fluidization velocity; and fS ¼ the sphericity of the
particle.

uf>ufm

Zt

uf

D

Z0

Figure 12 Typical fludized bed scheme (uf: fluid velocity, ufm: minimum fluidization
velocity).
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It is important to note that when a porous particle is immersed in a fluid,
it has an effective density different from the skeletal and particle density. This
density is termed “wet” or “effective density” (Inglezakis and Poulopoulos,
2006; Perry and Green, 1999):

rh ¼ εpr þ rp (81)

The term hydraulic density is used in order to highlight the use of this kind
of density in hydrodynamic calculations involving suspension of particles.

The bed voidage at incipient fluidization can be evaluated using the
following approximations (Siwiec, 2007; Wen and Yu, 1966):

εmf ¼
�

0:071
fs

�1=3

(82)

This equation has been proven to be adequate for a wide range of natural
materials (Siwiec, 2007). For the determination of the minimum fluidization
velocity, the fixed bed porosity (ε) is often used instead of the corresponding
voidage a minimum fluidization (εmf). In particulate fluidization, for
Rep < 10, the relationship between the fluidized bed voidage and velocity
can be derived from the Ergun equation (Inglezakis and Poulopoulos,
2006; McCabe et al., 1993):

150mus
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s d2

pg
�

rh� r
	 ¼ ε

3
f

1 � εf
(83)

For relatively large particles (of several mm) in water, the equation
proposed by Lewis, Gilliland, and Bauer can be used (McCabe et al., 1993):

εf ¼
�

us

uf m

�1=m

ε (84)

The exponent (m) is a function of particle Reynolds number based on
the minimum fluidization velocity. It can be estimated by the following
correlation:

m ¼ 4:21 Re�0:0804
fm (85)

for 1 < Refm < 1000. In this region (m) is approximately between 2.5 and
4.2. The value of (m) is between 4.2 and 4.5 for 0.1 < Refm < 1 and an
average value of 4.35 can be used as a first approximation.
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Another equation that can be used is the empirical Richardson–Zaki
equation (Siwiec, 2007a):

us

ut
¼ ε

n
f (86)

where (n) is an index which depends on the particle size and sedimen-
tation velocity. For the case of zeolites, Siwiec (2007a) verified the
Richardson–Zaki equation and proposed the following equation for the
exponent (n):

n ¼ 8:192 Re�0:1598
t (87)

where (Ret) is the particle Reynolds number based on the superficial sedi-
mentation velocity (ut).

As is proved for the case of zeolite particles, Ergun equation fails to
represent the data as the sphericity is a characteristic physical property of
the solid material and thus is constant. Similar results and trends have
been found elsewhere as well, for different models (Inglezakis et al.,
2010; Siwiec, 2007). As it has been proved, the results of Ergun and
Richardson–Zaki equations are not satisfactory for zeolite systems and
thus there is a need for introduction of a correlation that incorporates
the system critical variables and in particular, the fluidized bed voidage,
particle size and liquid superficial velocity (Inglezakis et al., 2010). The
following equation is proposed:

f ðεf Þ ¼
εf d0:29

p

Rep
¼ 0:0692 Re�0:892

p (88)

where (dp) is in (m). This equation is applied on the experimental data and
the result is shown in Figure 13 (Inglezakis et al., 2010). The validity of the
equation is verified for 135 mm < dp < 408 mm and Rep < 0.145 and is safe
up to approximately εf ¼ 0.72, which corresponds to up to 47% bed
expansion (Figure 14).

Furthermore, a correlation for the minimum fluidization velocity was
proposed by Inglezakis et al. (2010) for zeolite systems:

umf ¼ 0:9272 d2:6524
p (89)

where (umf) and (dp) are in (cm/s) and (mm), respectively. The correlation
coefficient of this equation is R2 ¼ 0.9738.

Ion Exchange 467



1.4.2.2 Modeling of Liquid–Solid Particulate Fluidization
Three models of the fluidised bed process can be considered (Inglezakis and
Poulopoulos, 2006; Menoud et al., 1998):
• Complete backmixing of the liquid and the solid (CSTR model);

Figure 13 The f(εf) function vs Rep (Eqn (88)).

Figure 14 Minimum fluidization velocity vs. particle size.
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• Nearly plug flow of the liquid and a complete backmixing of the solid,
which is the plug flow model with back mixing of the solid;

• Nearly plug flow of the liquid with no back mixing of the solid, which is
the plug flow model.
Since particulate flow regime is characterized by relatively uniform

expansion of the bed without formation of bubbles, it can be approximated
as an expanded fixed bed (Inglezakis and Poulopoulos, 2006; Wen, 1984).
Thus, the fixed bed model can be used for particulate flow regime in flui-
dised beds for ion exchange and the differences are concentrated around
the calculation of the mass transfer coefficients.

The main mass transport resistance in liquid fluidized beds of rela-
tively small particles lies in the liquid film. Thus, for ion exchange on
small particles the mass transfer limitation provides a simple liquid film
diffusion-controlled mass transfer process. It should be noted that in
the material balances, the fluidized bed voidage should be used instead
of fixed bed voidage and that the appropriate mass transfer correlations
should be used for particulate fluidization (Inglezakis and Poulopoulos,
2006).

The mass and heat transfer coefficient between the gas or liquid phase
and the solid one can be evaluated using the Chu–Kaiil–Wetterath correla-
tion (Smith, 1981):

jD ¼ 1:77

"
dpG

m
�
1 � εf

�
#�0:44

(90)

this equation is valid within the limits:

30 <
dpG

m
�
1� εf

� < 5000 (91)

where

jD ¼ kf r

G

�
am

at

��
m

rDf

�2=3

(92)

where
εf ¼ the void fraction of the fluidized bed; G ¼ usr, the fluid mass su-
perficial velocity, kg/m2s; at is the total mass transfer area, (am) is the
effective mass transfer area; and Df is the solute diffusivity in the fluid
phase.
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For 5 < Rep < 100, the following correlation, obtained by Rahman
and Streat for mass transfer, is valid for conventional liquid fluidized beds
(Hausmann et al., 2000):

Sh ¼ 0:86
εf

Re0:5
p Sc1=3 (93)

For lower Reynolds numbers (0.22 < Re < 1), the Koloini–Sospic–

Zumer correlation is more accurate (Hausmann et al., 2000):

Sh ¼ 0:7
εf

RepSc1=3 (94)

Here, the (Rep) is based on superficial velocity.
If a fluidized and a fixed bed are operated at the same Rep, the mass trans-

fer coefficient is, in general, higher in the later. However, for high flow rates,
the fixed bed can be operated only in down flow mode, because the solids
would be entrained in up flow, at high Reynolds numbers. Furthermore, for
down flow mode, Rep should be lower than the value of 1.8 times the
minimum Rep for fluidization in order to avoid excessive attrition of the par-
ticles in the fluidized bed (Inglezakis and Poulopoulos, 2006). For the typical
liquid–solid system shown in Figure 15, the minimum Rep for fluidization is

Figure 15 Comparison of mass transfer coefficients for fixed and fluidised beds (System:
water at 20 �C, FS ¼ 1, rh ¼ 2.08 g/cm3, ε¼ 0.4, Df ¼ 10�5 cm2/s, and dp ¼ 1 mm).
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about eight and thus, the upper limit for fixed bed operation in down flow
mode is lower than 13. Furthermore, high residence times and thus low
superficial velocities and low Rep are met in fixed beds. For example, Rep

values lower than eight are typical in ion exchange in fixed beds. For the
system shown in Figure 15, if the Rep in the fixed bed is lower than 8,
whereas the Rep in the fluidized bed is higher than this value, the fluidized
bed mass transfer coefficient is higher that this of the fixed bed.

Experimental values for the comparison of fixed and fluidized ion
exchnage systems were studied by Stylianou (2011). The solid phase is nat-
ural zeolite clinoptilolite and the liquid phase aqueous solution of heavy
metals (Zn2þ, Mn2þ, Cr3þ). The two systems run under such conditionsin
for a direct comparison: the same particle size (90–180 mm), relative flow
rate/contact time (12.48 BV/h) and Rep (0.01). The results were similar
for all three metals and in Figure 16 the case of Cr3þ is presented.

The results clearly show that the fixed bed exhibits better performance
and according to the analysis of mass transfer presented above this is expected
due to the higher mass transfer coefficient in the fixed bed. However,
another factor that should be taken into account is that fluidized bed oper-
ations in natural materials as zeolites frequently suffer from nonidealities in
flow, further lowering the performance of the bed. Nevertheless, the advan-
tages of fluidized beds could be evident when working with wastewater
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Figure 16 Comparison of ion exchange process in fixed and fluidized beds (Stylianou,
2011).
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having high suspended solids concentration, which is very probable to lead
in clogging problems in fixed beds with small size of ion exchange particles.

2. ION EXCHANGE MATERIALS

The materials for ion exchange referring to as ion exchangers are
solid, water-insoluble substances able to retain certain ions from solutions
and to release others. These substances are essentially poly-electrolytes
containing an inactive part, namely the support or the matrix with the
ion exchanging active groups grafted on. The ion exchange materials are
classified according to several criteria. Thus, according to the type of the
exchanging ions in their chemical structure the ion exchangers are classified
as (Teodosiu, 2001):
• Cation exchangers (cationites);
• Anion exchangers (anionites).
and according to the origin they are grouped into:
1. Inorganic ion exchangers, falling in their turn into two groups:

a. Natural ion exchangers, including: natural zeolites and clays. These
materials are aluminum silicates of tri-dimensional macromolecular
structures.

b. Synthetic ion exchangers including: synthetic zeolites and permutites.
2. Organic ion exchangers including: synthetic resins (where an ionic type is

fixed by the insoluble polymer and the counter-ion moves freely and can
be exchanged), polysaccharides (cellulose); proteins (casein, keratin, and
collagen); and carbonic materials.

2.1 Inorganic Ion Exchangers
2.1.1 Natural Inorganic Ions
A great number of inorganic materials with ion exchanging properties are
tobe found in nature. Three types of rocks can be differentiated in function
of the main process types involved in the formation of the mineral aggre-
gates, namely: magmatic, sedimentation, and metamorphic. The volcanic
tuffs belonging to the magmatic class are the most valuable deposits of nat-
ural zeolites among them. This is why in numerous studies the name of the
sedimentation host rock is mentioned, namely “volcanic tuffs” or “zeolite
tuffs” (Can et al., 2010; Capasso et al., 2005, 2007; Dakovi�c et al., 2010;
D�avila-Jiménez et al., 2008; Díaz-Nava et al., 2009; Flint and Selker,
2003; García-Mendieta et al., 2009; Gutiérrez-Segura et al., 2009; Krestou
et al., 2003; Mara~n�on et al., 2006; Mustafa et al., 2010; Rajic et al., 2009;
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Trgo and Peri�c, 2003; Trgo et al., 2006). The composition of the volcanic
tuff includes various minerals such as: clinoptilolite, mordenite, chabazite,
phillipsite, quartz, crystobalite, feldspar, and volcanic glass (Gottardi and
Galli, 1985). These minerals are classified based on the function of their
porus structure into micro-, meso-, and macropores with diameters ranging
from a few to 75,000 Å, accessible to big molecules, viruses, and even bac-
teria (Cruceanu et al., 1986; Kall�o, 1992; Papp, 1992).

From structural point of view, the natural zeolites are porous, crystalline
materials whose network consists of tetrahedrons containing four oxygen
atoms around a silicium (SiO4) or an aluminum ion (AlO4). The tetrahe-
drons are joined together in a crystalline network by means of the oxygen
atoms. The fact deserves mention that every silicium atom has a charge of
þ4 balanced by the charge of the oxygen atoms in the tetrahedron corners
so that the silicium tetrahedron is neutral from the electric point of view.
The aluminumtetrahedron has a residual charge of �1 due to the
aluminum trivalent ion bound to the four oxygen atoms Thus, the crystal-
line network of zeolites has negative charge and every aluminum tetrahe-
dron requires compensation by a positive charge of a cation to keep the
electric neutrality. It follows that all native zeolites contain cations of the
elements in the main Ist and IInd groups for balancing the system network
(Cruceanu et al., 1986).

From chemical point of view the natural zeolites are different by their cation
content and the SiO2/Al2O3 mole ratio. The vacancies in the crystalline
network are usually occupied by ions of bigger ionic radius and thus higher
coordination number such as Naþ, Kþ, Ca2þ, Ba2þ, and scarcely by cations
of small size and hexagonal coordination such as Mg2þ, Zn2þ, Fe3þ. The
cations in the network vacancies occupy a rather small part of their volume.
Due to the cations a great part of these vacancies is filled with water mole-
cules. In case of natural zeolites the ion exchange was among the first natural
phenomena making evident their unique characteristics (Barrer, 1944). The
natural zeolites can participate to ion exchange processes when their own
cations are replaced by other solution cations (Cruceanu et al., 1986). The
cations may be either completely or partily replaced, as can be achieved
by the ion exchange process, the zeolites being thus considered as inorganic
ion exchangers. Due to this property they are regarded as “proper to any-
thing”. The studies made on the separation of gaseous or liquid mixtures
resulted in quite remarkable progresses of the ion exchange technique. In
this connection, the experiments revealed the substitution of the Kþ for
the Naþ ions in the Na-A synthetic zeolite to determine the decrease of
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the O2, CH3OH, C2H6, and C2H2 adsorption to practically zero while the
substitution of the Ca2þ for Naþ ions in the same zeolite increases the
adsorption from zero to higher values for N2, n-C6H14, and C3H8 (Breck
et al., 1956).

Also, they have a quite large application range: agriculture (Colella,
1999, 2007; Li, 2003; Reh�akova et al., 2004; Spedding, 1984), medicine
(Bonferoni et al., 2007; Cerri et al., 2004; Colarte, 2006; Grce and Paveli�c,
2005; Izmirova et al., 2001; Poljak Blazi et al., 2001), separaration of gases
(Ackley et al., 1992, 2003; Jayaraman et al., 2004), catalysis (Cobzaru
et al., 2008; Mishima et al., 1998; Moreno-Tost et al., 2004; Onyesty�ak
et al., 2004; St€ocker, 2005; Yilmaz et al., 2005), etc. But the most applica-
tions of the native zeolites are directed to the treatments of drinking
and wastewaters (Argun, 2008; Arma�gan, 2003; Doula, 2006; Doula and
Dimirkou, 2008; Elizalde-Gonzalez et al., 2001; Elizondo et al., 2000;
Erdem et al., 2004; Faghihian et al., 1999; Hodi et al., 1995; Hung and
Lin, 2006; Inglezakis et al., 2003; Langella et al., 2000; Zamzow et al.,
1990; Zrncevic and Gomzi, 2005). For this reason the commercial interest
to them is constantly growing and so does the world production of native
zeolites.

The clays are natural colloidal materials showing both ion exchange and
adsorption properties. Due to their properties these materials are used in
treating drinking and wastewaters. The clays are also, used as an imperme-
able protective materials for preventing from the contamination of the un-
derground water in the regions with deposits of waste materials. The clay
category includes: bentonite, montmorillonite, collinite, beidellite, saponite,
and vermiculite (Dumitriu and Lutic, 2002). Many studies are to be found in
scientific literature on the potential of these materials in removing organic
and inorganic polluting compounds from wastewater (Banat et al., 2002;
Gupta and Bhattacharyya, 2008; Harris et al., 2002; Hasgakir and Dolgen,
2005; Koh and Dixon, 2001; Lin and Juang, 2002; Rosic et al., 2000;
Sharma et al., 2007; Ugurlu et al., 2003; Vieira dos Santos and Masini,
2007; Yavuz et al., 2003). The ion exchange properties of these materials
were found to be very important for determining the physical and economic
characteristics crucial for their using in purifying drinking and wastewaters.
Their ion exchange capacity depends on the particle size, crystalline struc-
ture and nature of the adsorbed ion.

The fact is noticeable that in recent years the native inorganic ion
exchangers became very important as supplementary or substitutes of other
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materials such as the organic resins especially for treatments aimed to remove
the radioactive residues. They show better properties than the organic ma-
terials due to their increased selectivity toward certain radioactive species:
cesium, strontium, etc. (Abusafa and Y€ucel, 2002; Nilchi et al., 2006).
Moreover, the native inorganic materials are much advantageous regarding
the immobilization and final removing of contaminants compared to the
organic resins (Papelis and Um, 2003).

2.1.2 Synthetic Ion Exchangers
The synthetic ion exchangers are chemical compounds obtained by synthesis
to show the desired physical and chemical properties. On the basis of chem-
ical characteristics of synthetic inorganic ion exchangers are classified as fol-
lows (Khan et al., 2012):
• Synthetic zeolites (aluminosilicates)
• Hydrous oxides of metals
• Acidic salts of polyvalent metals
• Insoluble salts of heteropolyacids
• Insoluble hydrated metal hexacyanoferrate (II) and (III) (ferro cyanides)
• Other substances with weak exchange properties

Zeolites were the first synthetic inorganic materials to be used for treat-
ment of wastewaters. They are crystalline alumino-silicate based materials
and can be prepared as microcrystalline powders, pellets or beads. The
main advantages of synthetic zeolites when compared with naturally occur-
ring zeolites are that they can be engineered with a wide variety of chemical
properties and pore sizes and that they have a high thermal stability and resis-
tance to radiation (Helfferich, 1962). In addition to that they were found to
show an increased selectivity under certain conditions, so that numerous
syntheses of inorganic ion exchangers are reported in scientific literature
(Brett et al., 2004; Burton et al., 2005; Chareonpanich et al., 2011; Chen
et al., 2012; Lee et al., 2004; Mackinnon et al., 2010, 2012; Melo et al.,
2012; Oumi et al., 2010; Valuiskaya et al., 1989; Wang and Lin, 2009;
Wu et al., 2006).

The main limitations of synthetic zeolites are (Khan et al., 2012):
• They have a relatively high cost compared with natural zeolites;
• They have a limited chemical stability at extreme pH ranges (either high

or low);
• Their ion specificity is susceptible to interference from similar sized ions;
• The materials tend to be brittle, which limits their mechanical stability.
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Since 1960 the synthetic and some native zeolites have been becoming
the most efficient catalysts for the most unexpected chemical reactions. This
possibility arouse after replacing the Naþ ions in the synthetic zeolite struc-
ture by other metallic mono- and especially di- or tri-valent ions. The
metallic cation in the zeolite structure shows characteristic properties and
its nature exerts an influence on the number of the OH groups on the zeolite
surface being crucial for the activity and selectivity towards a certain reaction
(Breck et al., 1956).

2.2 Organic Ion Exchangers
2.2.1 Synthetic Organic Resins
The synthetic resins contain an organic residue (R) that is a copolymeriza-
tion reticulated product of the styrene-divinylbenzene type. Active groups
either acid (carboxyl-COOH, sulphonic-SO3H, or phenolic-OH) or basic
(amine, –NH2, or N-substituted amines) are grafted on it. The synthetic
resins are divided in their turn in two categories: cation exchangers or cat-
ionites and anion exchangers or anionites.

The cationites are acid resins in their salts with alkali metals (usually
sodium) having the property of exchanging their cations with those in the
contact solution. In the exchange reactions they are denoted by R–H,
R–Na, (Cat)-Na. The cationites contain acid groups of the –COOH or
–COONa; –SO3H or –SO3Na types in their molecule. They are able to
change Ca, Mg, Na, and bicarbonate ions only. The cationites can easily
be regenerated.

The cationites are divided into (Teodosiu, 2001):
• The strongly acid cationites are acrylic polymers branched with divinyl-

benzene and having sulphonic groups grafted on the aromatic rings.
Their commercial names are: C100, C150, C160 (Purolite, SUA),
IR-120, IR-252 (Amberlite, SUA), Dowex S 88 (Dow Chemicals,
SUA) etc.;

• The weakly acid cationites are acrylic polymers branched with divinyl-
benzene carrying carboxyl groups. Their commercial names are: C106
(Purolite, SUA), IRC-84 (Amberlite), Wolfatit SBK (Bayer, Germania),
Dowex CCR 2 (Dow Chemicals, SUA) etc.
The anionites are basic resins which retain the anions in the contact

solution. In the ion exchange reactions they have the symbol R–OH or
R–Cl, depending on the anion able to be exchanged (hydroxide or chloride,
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respectively). The anionites contain basic functional groups of the –NH2

type able to fix the mineral or organic anions and to exchange them with
the HO� ion. According to their basic character the anionites are grouped
as follows (Teodosiu, 2001):
• Weakly basic anionites;

• Contain the –NH2 amino group in the molecule and are denoted as
RNþH2, HO�;

• They are mixtures of amines with aliphatic or aromatic molecular
skeleton;

• They do not exchange the ions of very weak acids;
• They can easier be regenerated.

• Strongly basic anionites
• They contain the ammonium group in the molecule and are denoted

by R–NR3
þHO�;

• These resins can exchange the ions of very weak acids;
• They can be polystyrene or poly-acrylic resins depending on the

polymer matrix.
Although the inorganic ion exchangers show several advantages they

cannot entirely be replaced by organic resins especially in applications
requiring water of higher purity and also in applications involving chemical
reactions to be controlled by maintaining some species dissolved. It is about
the nuclear stations where the organic resins are still the dominating forms
even, the inorganic exchangers play a crucial role in the process of selective
elimination of some radioactive species. This fact is in a great extent due to
the high efficiency and safety of organic resins in both controlling of chem-
ical reactions developing in the water cooling systems as well as in the pro-
cessing of the liquid radioactive waste (Braun et al., 2002).

Apart from the organic resins the polysaccharides can also act as organic ion
exchangers, the cellulose being the most important among them. The proteins
(casein, keratin and collagen) and carbonic materials belong also to the category of
organic ion exchangers. These organic materials are available in great
amounts in nature or in the waste resulting in agriculture and can be used
as potential adsorbing agents for purifying the drinking and wastewaters at
a low cost. Some waste resulting in the food industry, such as the sunflower
seed husk, lentil and rice, nuts peanuts, mandarins, wheaten bran, grounds of
coffee, tea residues, various wood residues such as wood dust, wood chips,
pine bark and tapers, leaves, ferns, etc.
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3. INDUSTRIAL APPLICATIONS OF ION EXCHANGE
PROCESSES

3.1 Environmental Processes
At the international level a great number of processes leading to waste-

water are developing in all activity domains (agriculture, industry, medicine,
nuclear stations etc.). Prior to their capitalization the wastewater require
various treatments for removing the contaminants. The natural waters
have also to be submitted to some procedures suitable to the purposes to
be used. The water quality must be improved especially for the industrial
water since the water necessary to certain technological processes has to
fulfill certain quality conditions characteristic of every application field.
Among the water quality improving operations the following are
mentioned: softening (elimination of the Ca2þ, Mg2þ salts), demineraliza-
tion (elimination of all mineral components), decantation, treating with
precipitating agents, filtration etc.

As for the water softening it may be achieved by thermal and chemical
methods and by ion exchange on resins.

The softening by ion exchange procedure is performed with a strongly acid
cationic exchanger of the R–Na form. In this process the ion exchangers
are loaded in columns of sizes corresponding to the flow rate of the water
to be treated. Generally, after retaining the Ca2þ and Mg2þ ions an effluent
containing only sodium salts is obtained (Blaga et al., 1983; Dulamita and
Stanca, 1999; Parausanu, 1982; Manea et al., 2004):

2ReNa þ ðCa; MgÞðHCO3Þ2 / R2ðCa; MgÞ þ 2NaHCO3

2ReNa þ ðCa; MgÞCl2 / R2ðCa; MgÞ þ 2NaCl

2ReNa þ ðCa; MgÞSO4 / R2ðCa; MgÞ þ Na2SO4

The following reaction develops by regeneration:

R2ðCa; MgÞ þ 2NaCl / 2ReNa þ ðCa; MgÞCl2

The ion exchange is usually performed in two columns containing a
cationite and an anionite, respectively, operating simultaneously with other
two where the waste exchangers are regenerated. When the water hardness
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is assumed to be given by CaCl2, the ion exchange resulting in the water
softening could be described by the following equations:

Z�Na þ ðCaCl2$nH2OÞ / Z2Ca þ ðnH2O þ 2NaClÞ
ReNa þ ðCaCl2$nH2OÞ / R2Ca þ ðnH2O þ 2NaClÞ

water softening

The reactions taking place by the passing over a synthetic cationite lead
to a softened water of an acid character (Blaga et al., 1983; Dulamita and
Stanca, 1999; Parausanu, 1982; Manea et al., 2004):

2ReCOOHðsÞ þ ðCaCl2$nH2OÞðlÞ / ðReCOOÞ2CaðsÞ

þ ðnH2O þ 2HClÞðlÞ

or

2ReSO3HðsÞ þ ðCaCl2$nH2OÞðlÞ / 2RSO3CaðsÞ

þ ðnH2O þ 2HClÞðlÞ
By passing the resulting water over an anionite the demineralized water is

obtained with no content of strange ions:

ReNH2ðsÞ þ ðnH2O þ HClÞðlÞ / ½ReNH3�þCl�ðsÞ þ nH2OðlÞ

With cation exchanger as the Naþ form, as it is with the filter elements
attached to the home taps the reaction is (Blaga et al., 1983; Dulamita and
Stanca, 1999; Parausanu, 1982; Manea et al., 2004):

2ReSO3NaðsÞ þ ðCaCl2$nH2OÞðlÞ/2RSO3CaðsÞ þ ðnH2O þ 2NaClÞðlÞ

The ion exchangers can be regenerated by using concentrated sodium
chloride solutions (brine), concentrated acid solutions (usually 4n HCl)
concentrated sodium hydroxide or sodium carbonate solutions of middle
concentrations (Blaga et al., 1983; Dulamita and Stanca, 1999; Parausanu,
1982; Manea et al., 2004):

R2Ca þ 2NaCl / 2 ReNa þ CaCl2
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ðReCOOÞ2Ca þ 2HCl / 2ReCOOH þ CaCl2

2½ReNH3�þCl� þ Na2CO3 / 2ReNH2 þ 2NaCl þ CO2 þ H2O

½ReNH3�þCl� þ NaOH / ReNH2 þ NaCl þ H2O

To obtain a high quality of water the demineralization installation is
coupled to that for removing the organic compounds. In this case the
filtering layer contains both ion exchangers and other media of multifunc-
tional filtration (activated alumina, active coal etc.) which are used for
adsorption, neutralization, diminution of the iron, manganese, and
hydrogen sulphide amounts.

In the procedure of water demineralization by ion exchange the reactions taking
place by the passing over a synthetic cationite result in obtaining a softened
water of an acid character. By passing the resulting water over an anionite
the obtained softened water does not contain any undesired ion. When
ion exchange resins are used the hard water is passed firstly over a cationite
and then over an anionite. As a rule, the water is softened by treating it suc-
cessively with (Blaga et al., 1983; Dulamita and Stanca, 1999; Parausanu,
1982; Manea et al., 2004):
• A cation exchanger of the R–H type, when the metallic ions are replaced

by hydrogen ions and the neutral salts in water are converted into free
acids;

• An anion exchanger (anionite), of the R–OH form retaining the acid
anions and releasing the hydroxide ions which with the protons (H3O)
form water.
The demineralization installations consist of five columns successively

bound for a consumption of regeneration reagents as low as possible. The
following reactions take place in the columns (Blaga et al., 1983; Dulamita
and Stanca, 1999; Parausanu, 1982; Manea et al., 2004):
• Column 1:

2ReH þ ðCa; MgÞðHCO3Þ2 / R2ðCa; MgÞ þ 2H2CO3

H2CO3 / H2O þ CO2

• Column 2 contains a strongly acid cationite which eliminates the cations
bound to the anions: chloride, sulphuric, siliceous

2ReH þ ðCa; MgÞSO4 / R2ðCa; MgÞ þ H2SO4
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2ReH þ ðCa; MgÞCl2 / R2ðCa; MgÞ þ 2HCl

2ReH þ MgSiO3 / R2Mg þ H2SiO3

• Column 3 contains a weakly basic anionite which eliminates the formed
sulphuric acid and hydrogen chloride

2ReOH þ H2SO4 / R2SO4 þ 2H2O

ReOH þ HCl / RCl þ H2O

• The resulting water passes then in the column 4 where CO2 is removed
by air blast till a residual content of about 10 mg CO2/dm3

• Column 5 contains a strongly basic anionite for eliminating the silicic
acid and remaining CO2:

2ReOH þ H2SiO3 / R2eSiO3 þ 2H2O

2ReOH þ H2CO3 / R2eCO3 þ 2H2O

The anionites are regenerated by treating with NaOH diluted solutions
(NaOH 4%).

As regards the wastewater, numerous undesired ions can be removed by
ion exchange. For instance, for removing the iron and manganese ions
the ion exchange is performed similar to the water softening and is efficient
with the water of a rather low Fe2þ content. The ion exchange is advanta-
geous since an additional stage in water treating is not required and thus it
can be made simultaneously with the softening. The main disadvantage is
the formation of the ferric hydroxide as a colloidal precipitate depositing
on the cationite and blocking the active centers which results in the substra-
tum colmation. To overcome this shortcoming the water is filtered prior to
being introduced into the softening column and the cationite is periodically
cleaned. The efficient remove of manganese can be achieved with strongly
acid cationites as in case of water softening. However, the ionic exchange is
not enough with very high concentrations of manganese and its compounds.

As for removing the ammonium ion from the wastewater the common
purification procedures (biologic procedures, chemical treatments, chlorina-
tion, air stripping etc.) were noticed to be unsatisfactory and thus they were
gradually replaced by ion exchange processes (Farkas et al., 2005; Sarioglu,
2005). Numerous reported studies on the ammonium ion retaining from the
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wastewater by ion exchange were performed with both synthetic ion
exchangers (Dowex 50wx8, Purolite MN500) (Jorgensen and Weatherley,
2003) and natural zeolites such as clinoptilolite, heulandite, stilbite, phillip-
site, chabazite, and bentonite (Englert and Rubio, 2005; Langella et al.,
2000; Levya-Ramos et al., 2004; Weatherley and Miladinovic, 2004).

Many studies are also to be found in scientific literature regarding the
removing of heavy metal ions from drinking and wastewater by ion
exchange especially with natural zeolites (Argun, 2008; Arma�gan, 2003;
Doula, 2006; Doula and Dimirkou, 2008; Elizalde-Gonzalez et al., 2001;
Elizondo et al., 2000; Erdem et al., 2004; Faghihian et al., 1999; Hodi
et al., 1995; Hung and Lin, 2006; Inglezakis et al., 2003; Zamzow et al.,
1990; Zorpas et al., 2000a,b, 2002; Zrncevic and Gomzi, 2005). These
studies made evident the performances of the ion exchange for the purifica-
tion of drinking and wastewater to depend greatly on both chemical and
structural properties of the ion exchangers (ion exchanging capacity, adsorp-
tion capacity high microelement content, microporosity, acid-basic, or
redox properties of the surface, etc.) as well as the conditions of their
treatments.

The studies on the zeolite volcanic tuffs destined to important practical
applications revealed their performances to be higher when they are activated
(Barbat and Marton, 1989). In the main, the activation of the zeolitic volca-
nic tuffs has in view procedures for modifying, improving and making
evident the physical and chemical properties. For instance, for the greatest
part of the applications based on the adsorbing properties of zeolites not
only the choice of the proper type is important but also the material process-
ing to the necessary granular size followed by the physical (thermal) activa-
tion and also by modification of its structure and composition (chemical
treatments). Apart from the chemical treatments which are very often
enough for improving the zeolite properties a particular attention is paid
to the biological treatments. Thus, the volcanic tuffs can be “impregnated”

by nutritive media and “inoculated” with bacterial population or with
mushroom mycelia and used than on various purposes especially for purifi-
cation of the wastewater. In comparison with the natural process developing
more difficult the inoculation with nitrifying bacteria accelerates the trans-
formation of the organic material accumulated within the biofilters with
zeolite material. The maintaining of the granular volcanic tuff in pretreated
wastewater and especially in the compartments of tertiary biological purifi-
cation results in the loading of the zeolitic filtering mass with both residual
mineral and organic substances and newly formed biogenic material. This
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material can be periodically collected, dried under sun light and grounded
when the resulting flour containing the characteristic mineral part as well
as nutrients is suitable for being used as a fodder additive. In this case it is
about a double use of the zeolitic material, namely the purification and as
a fodder, the first performing also an activation for the second (Barbat and
Marton, 1989). In this connection, Hrenovi�c et al. (2003) have studied
the adsorption capacity of clinoptilolite after its modification by a biological
treatment for the phosphate ion in the wastewater and found that the
material thus obtained after adsorption could be a good soil fertilizer.

Apart from the ion exchanging function the native zeolites can also be
used as adsorbers for purifying the drinking and wastewaters. The first studies
on the subject were reported in 1938 when Barrer has published some
information on the properties and characteristics of zeolites (Barrer, 1978).
The adsorption technique was then applied at the industrial scale to the
purification of wastewater containing noxious organic compounds (McKay,
1996). The adsorption process was also applied to removing the dyes in the
wastewater resulting in the textile industry (Arma�gan et al., 2004; Benkli
et al., 2005; Chang et al., 2002). According to the literature data these
materials are suitable adsorbers for various polar and nonpolar molecules
such as: CO2, SO2, NO2, NO, H2S, NH3, H2O, aliphatic and aromatic
hydrocarbons, alcohols, ketones, and other similar molecules (Malherbe
et al., 1995a,b; Malherbe, 2000). For making better evident the adsorption
capacity of the native zeolites they can be modified by various methods.
Thus, several researchers pointed out the significance of using the modified
zeolites for removing the undesired ions in the wastewater by means of the
adsorption process (Englert and Rubio, 2005; Oliveira and Rubio, 2007a,b).

In recent years a particular attention has been paid to the removing of
undesired ions from the waste and drinking water by adsorption on organic
ion exchangers, especially waste and residues resulting in agriculture and
food industry. Numerous studies support these statements. Thus, Ajmal
et al. (1998) have studied the adsorption of the copper ions from the waste-
water on wood dust as well as the influence of salinity and the influence of
the water salinity on the adsorption process. They came to the conclusion
that the removal of the copper ion is efficient even when the extraction
medium salinity is high. The retaining of the aluminum ion from the waste
and drinking water by means of the grounds of coffee as adsorbing material
was of a great interest to researchers. The fact was noticed that the grounds of
coffee can easily retain high aluminum ion amounts as well as other heavy
metals (Adeyiga et al., 1998). Orhan and Buyukgungor (1993) have studied
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the behavior of various adsorbing materials such as the tea and coffee waste,
nut, and peanut shells, for retaining the heavy metals from waste and drink-
ing water. They found these materials to show a high adsorption potential
toward the heavy metal ions, the aluminium ions especially.

Ho et al. (2002) have studied the adsorption capacity of fern in water
purification and noticed the high efficiency in retaining the Zn2þ, Cu2þ,
and Pb2þ ions as well as the influence of temperature and material size on
the process yield. Ricordel et al. (2001) have studied the adsorption capacity
of the active coal obtained from the peanut in retaining the Pb2þ, Zn2þ,
Ni2þ, and Cd2þ ions from wastewater by adsorption. They noticed that
the Pb2þ ion is adsorbed quicker being followed by Zn2þ, Ni2þ, and
Cd2þ. Karapinar Kapdan and Kargi (2000) have investigated the removal
of some dyes from the wastewater by means of active coal, zeolites, wood
chips, and ash resulting by the wood burning. The adsorption capacity of
ash was found to be much higher than that of the active coal powder.
The adsorption of copper and lead ions from the waste and drinking water
on tea waste was studied by Amarasinghe and Williams (2007). The authors
found that the adsorption process is influenced by the adsorption rate and
the concentration of the adsorbed metallic ion. Al-Asheh and Duvnjak
(1997) have studied the adsorption process of the Pb2þ, Cd2þ, Cu2þ,
Ni2þ ions from the wastewater by means of pine tree bark and have found
the following order of the easiness of the ion retaining: Pb2þ > Cd2þ >
Cu2þ > Ni2þ. The removing of the anionic dyes from the wastewater by
means of the sunflower seed husk and mandarin rinds was studied by
Osma et al. (2007). The first were noticed to retain about 85% of the existing
ions after 3 h and the second about 71%. Boonamnuayvitaya et al. (2004)
have studied the adsorption process with a mixture of grounds of coffee
and clays as adsorbents for retaining the ions of the heavy metals (Cd2þ,
Cu2þ, Pb2þ, Zn2þ, Ni2þ) from the wastewater. This investigation revealed
the adsorption process on the material under study to be influenced by tem-
perature, residue–clay amount ratio as well as the diameter of the material
particles and the adsorption capacity to increase in the order:
Cd2þ > Cu2þ > Pb2þ > Zn2þ > Ni2þ. Aydin et al. (2008) have studied
the removal of the copper ion from aqueous solution on various adsorbents
(lentil, wheat, rice husks). They found that the copper ion retaining on
adsorbent materials is influenced especially by temperature so that the higher
temperature is the higher amount of the adsorbed ions is. Other studies were
made with egg shells (Tsai et al., 2008), ash obtained by coal burning
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(Papandreou et al., 2007; Matheswaran and Karunanithi, 2007), red clay
(Namasivayam et al., 2002), grape residues (Farinella et al., 2007), active
coal (Dash and Murthy, 2010; Elaigwu et al., 2009; Hasar, 2003; Khalkhali
and Omidvari, 2005; Teker and Imamoglu, 1999; Yahaya et al., 2011;
Yantasee et al., 2004), cellulose (Greben et al., 2009; Thanh and Nhung,
2009; Yan Yan et al., 2009), maize (Zvinowanda et al., 2010), plants Typha
latifolia (Mânios et al., 2003), fish scales (Mustafiz et al., 2002), and biomass
obtained from mushrooms (Sag, 2001).

3.2 Production Processes
As we have already mentioned the most applications of the ion exchange are
directed to purification of waste and drinking water. Apart from this, there
are many chemical processes developing with materials modified by ion
exchange as catalysts, the native zeolites prevailing among them. Many
studies on the applications to chemical processes of native zeolites modified
by ion exchange are to be found in literature and the most significant ones
are to be discussed in the following:

The hydrocracking is one of the catalytic processes having been performed
with native zeolites. The erionite as its Ni form obtained by ion exchange
or by impregnation as well as an eronite–clinoptilolite–mordenite mixture
in the Pt form can be cited among the zeolite catalysts (Oudejans, 1984).
In this process, the C5–C9 paraffins are selectively adsorbed and submitted
to hydrocracking under the temperature of 525–700 K and pressure of
1.36–13.6 MPa.

The catalytic reduction of NO is another process where natural zeolites,
mordenite and clinoptilolite were tested after ion exchange as Zn and Ag
forms (Moreno-Tost et al., 2005). In this case the two transition metals
were found to improve slightly the catalytic performances of the materials
used. The zeolites as their Zn form show satisfactory catalytic activities,
with conversions of 58% to NO and a high selectivity to N2 at high temper-
atures. The mordenite and clinoptilolite exchanged in their Cu forms were
also used in catalytic reduction of NO (Moreno-Tost et al., 2004). The
authors noticed that the zeolites exchanged as Cu form are very active
attaining conversions to NO of 95%, a high selectivity to N2 and a good
tolerance to water.

The catalytic activity and selectivity of clinoptilolite exchanged as the
Ni(II) form were tested in the process of ethylene dimerization (Choo and
Kevan, 2001). The authors have noticed the performances of the natural
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catalyst to depend on the reaction temperature, the type of the cocations
formed and on the amount of nickel ions incorporated into the extra-
network sites. A higher amount also the Ni(II) ions incorporated into the
extra-network sites of clinoptilolite results in the increase in the amount
of resulting n-butenes and, on the other hand, in an easier deactivation
due to the reduction of the active Ni(I) ion to the inactive Ni(0) ion.

In the process of 1-butene isomerization to isobutene the activity and selec-
tivity of the clinoptilolite exchanged in its cobalt and barium forms were
tested (Lee et al., 2002). The authors have proved the cobalt form of the nat-
ural zeolite to show a higher selectivity to isobutene than in case of the raw
material while the barium form resulted in a high activity to isobutene and a
quite low selectivity.

Onyesty�ak and Kall�o (2002) have obtained a cadmium form of clinop-
tilolite by means of both an ion exchange process in liquid phase and the
contact of zeolite in its NH4 form with a solid cadmium salt at the temper-
ature of about 300 C close to the meltin point of the metal. These materials
were tested in the process of hydration of acetylene. The authors have noticed
that the activity of the natural zeolite prepared by ion exchange in the liquid
phase was essentially lower than that of the zeolite prepared by contacting
with the solid cadmium salt.

Aykaç and Yilmaz (2008) have studied the citral hydrogenation in liquid
phase on mono- (Ni) and bimetallic Ni–Sn catalysts on mordenite as Na
form and clinoptilolite as supports. The zeolite support type was noticed
to affect the catalyst activity and selectivity. Yilmaz et al. (2005) have inves-
tigated the process of citral hydrogenation in liquid phase with palladium on
clinoptilolite support under various reaction conditions. They found that the
zeolite support does not affect the properties of the active metal and the cat-
alytic activity is influenced by the reaction temperature. Moreover, the
selectivity to citronelal increases from 78% to 90% with increasing catalyst
amount.

Ma�cala and Pandov�a (2007) have noticed that the clinoptilolite modified
by ion exchange and thermally could be used for reducing the nitrogen monox-
ide in the noxious gases evolved by the combustion engines, by adsorption. In
addition to that, the adsorption capacity increases significantly by chemical
treatment since the clinoptilolite exchanged with ammonium chloride
and cobalt chloride show o high ability in decreasing the nitrogen monoxide
content in the noxious gases. Faghihian and Pirouzi (2009) have investigated
the catalytic properties of raw clinoptilolite and of that modified in the
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Na, K, Ca, and Mg forms in the process of adsorption of cis-trans-2 butene and
noticed the high potential for separating the two hydrocarbons.

Faghihian and Mousazadeh (2007) have investigated the catalytic prop-
erties of clinoptilolite exchanged with hexadecyl-trimethylammonium in
the process of elimination of polycyclic aromatic hydrocarbons from n-paraffins.
The fact was noticed that this natural material modified by a surfactant
can remove the polycyclic aromatic hydrocarbons from paraffins about as
much as 50%.

Hutchings et al. (1988) have studied the deactivation and reactivation of
the modified clinoptilolite in conversion of methanol to hydrocarbons. In this case
they came to the conclusion that the clinoptilolite modified by either
ammonium ion exchange or hydrochloric acid treatment, exhibit a short
useful catalyst lifetime (ca. 2–3 h) due to a high rate of coke deposition
(3–5 � 10�3 g carbon/g catalyst/h).

Dumitriu et al. (2003) have studied the catalytic properties of the natural
clinoptilolite in the process of condensation of lower aldehydes. The authors
have demonstrated that the clinoptilolite volcanic tuff wasted by using to
water purification can successfully be used as a catalyst in the aldol conden-
sation of the lower aldehydes (CH2O, CH3CHO). Although the natural tuff
was found to be active in these reactions its modification by ion exchange
with metallic cations (Ni2þ, Cd2þ, Pb2þ, Fe3þ, Cr3þ) has a positive effect
improving the selectivity to acrolein as well as the resistance to deactivation
by coking.

Arenamnart and Trakarnprukb (2006) have investigated the catalytic
properties of the clinoptilolite modified by ion exchange in the process of
ethylene conversion to ethylene. The authors pointed out that the modification
of dealuminated mordenite by various metals gives a more efficient catalyst
and the amount of the coke deposited on the catalyst is quite low.

Yeniova et al. (2007) have studied the activity and selectivity of clinop-
tilolite exchanged as the ammonium form and dealuminated in the process of
isomerization, disproportionation, and hydrocracking of 1,2,3-trimethyilbenzene.
The authors have drawn the conclusion that the catalyst type and tempera-
ture have a crucial influence on the process.
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1. INTRODUCTION

The use of hot gas filters has gained significant interest over the last
years. This is mainly driven by more stringent dust emission regulations con-
cerning total dust concentration and fine particle fractions, such as PM 10
and PM 2.5. Moreover, energy efficiency, process intensification, water
shortage and water quality as well as overall process costs are topics which
raise an increasing interest in hot gas filtration.

Hot gas filtration offers also some significant advantages concerning the
product quality as well as the protection of downstream equipment.
Depending on the operating temperature, contamination of products or
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blocking of downstream equipment by condensation or desublimation can
be prevented.

Hot gas filters are applied in a broad range of industrial processes, for
example in coal and biomass gasification, in chemical industry, in fluid cat-
alytic cracking units, in oil refineries, in waste incineration and pyrolysis, in
glass industry, and in metal refining and metal recycling.

Filtration at temperatures above 260 �C is called hot gas filtration accord-
ing to the VDI (Association of German Engineers) guideline 3677-3 (VDI,
2012). Hot gas filtration is performed at pressures up to 80 bar, in both
oxidizing and reducing atmospheres, and often with chemically aggressive
compounds. This places high demands on the mechanical, thermal, and
chemical stability of hot gas filter elements. Only rigid ceramic and metal fil-
ter media are applied in hot gas filters due to their high mechanical resis-
tance. For a stable long-term operation of a filter, the filter elements need
to be regenerated frequently when the pressure drop increases by the dust
cake buildup. In most cases hot gas filter elements are back pulsed by using
conventional jet pulse blowback systems. These jet pulse systems originally
applied for flexible filter media provide a limited cleaning performance for
rigid filter elements. Due to this reason some blowback systems have been
specially developed for hot gas filters in order to provide high cleaning
intensities for rigid filter media.

Hot gas filters were technically firstly applied for the incineration of low-
level contaminated radioactive waste from nuclear power generation at the
beginning of the 1970s. For example, hot gas filters were used at the former
nuclear research centre of Karlsruhe in Germany (Leibold et al., 1989) and in
some incineration plants in France (Perkins, 1976). Since 1978 hot gas filtra-
tion has been broadly used in nuclear power plants in Japan (Torii, 2005).

The interest in advanced coal-based power generation techniques such as
the pressurized fluidized bed combustion (PFBC) and the pressurized inte-
grated gasification combined cycles (IGCC) had a significant influence on
the development of hot gas filters from the end of the 1980s until the end
of the 1990s. Different hot gas filter media and systems were developed and
tested in a number of research and demonstration projects during this decade.

The coal gasification IGCC demonstration power plant (250 MWel) in
Buggenum in the Netherlands (Nuon, 2013), the demonstration IGCC po-
wer plant (300 MWel) in Puertollano in Spain (NETL, 2013a; Elcogas,
2013), the PFBC test facility (10 MWth) in Karhula in Finnland (Chalupnick
et al., 1999), the PFBC demonstration plant in Wakamatsu in Japan
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(71 MWel) (Yamada et al., 2003), the IGCC demonstration plant in Wabash
River (262 MWel) (NETL, 2013b), and the Power System Development
Facility (15 MWth) in Wilsonville (USA) (Guan et al., 2008) are some ex-
amples of demonstration projects mainly performed in Europe, the USA,
and in Japan.

While the PFBC technology has not been transferred from demonstra-
tion phase to commercial application, coal gasification has got high interest
in the last 10 years. The IGCC demonstration plants in Buggenum, Puertol-
lano, and Wabash River have been successfully transferred into commercial
running plants.

Meanwhile more than 25 large hot gas filter units are in operation or in
commissioning in coal gasification plants worldwide. About 20 of them
were installed in China in the last 8 years. The syngas is here mainly used
for production of chemicals and less for power production. Several new
hot gas filter installations in coal gasification are under construction, e.g.,
in the 582 MW IGCC power plant in the Kemper County project in
Mississippi (USA) (Mississippipower, 2013), or will be installed in the near
future, e.g., in the POSCO’s Gwangyang coal to substitute natural gas
(SNG) project (Energy Business Review, 2013; Engineerlive, 2013).

2. HOT GAS FILTRATIONdADVANTAGES/
DISADVANTAGES

2.1 Advantages
Hot gas filters offer advantages in improving processes as well as prod-

ucts. The use of hot gas filters in high temperature processes for the produc-
tion of metal oxide powders, catalysts, pigments, and metals has shown that
product quality and process efficiency can be improved. Sometimes, high
filtration temperatures are required to avoid undesirable condensation or
desublimation reactions. These reactions would result in fouling and block-
ing of filters or in pollution of products. The filtration of hot process gases
also generates the opportunity to utilize particle free, high temperature gas
in coupled or subsequent process steps. Furthermore, the economic and
process-technological advantages of hot gas filtration are obvious in high
temperature processes that involve the circular movement of substances or
process gases as well as the recovery of products or expensive materials,
such as catalysts or noble metals. Hot gas filters are used to protect down-
stream equipment, such as heat exchangers, catalyst units, scrubbers, or gas
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turbines. Besides the general protection of these equipments, the efficiency
and the performance of these units can be increased.

2.2 Disadvantages
Higher temperatures place higher demands on the properties and the me-
chanical, thermal, and chemical stability of the materials which are used.
Due to the increased demands on the materials the investment costs for
hot gas filters increase with the operating temperature. Moreover, the
gas volume increases with the operating temperature and thus the size of
the filter and correspondingly the investment costs. With an increase of
the temperature, the pressure drop is higher caused by the increased viscos-
ity of the gas.

Depending on the dust properties, softening or sintering of the dust
can occur at higher temperatures. This can lead to a sticking dust layer on
the filter element surface and correspondingly to an instable filtration. In
the worst case, breakage of filter elements can result from bridging of the
dust. At higher temperatures, also the risk of chemical solid phase reactions
in the dust cake or chemical reactions of the dust cake with gas components
is higher which can result in changes of the properties of the dust cake.

However, in most cases the advantages of hot gas filtration dominate and
higher investments for the filter system are compensated by a reduction of
the overall process costs.

3. FILTER MEDIA FOR HOT GAS FILTRATION

A hot gas filter medium has to be resistant against the temperature, re-
quires a high thermal shock resistance and a sufficiently high mechanical sta-
bility. Furthermore, the filter medium has to have a good chemical stability
against gas components, such as H2S, HCl, NH3, Cl2, H2O, etc., and against
alkalis and aggressive dust components. When selecting the right material for
the application and gas conditions it has to be taken into account that the
properties of the porous filter material with the high surface area will be
different compared to the compact material.

Only rigid self-supporting filter elements made of ceramic or metal are
applied for hot gas filtration. Flexible filter media would not be resistant
enough to withstand the high mechanical stress caused by the movement
during back pulsing at high temperatures.

Filter candles closed at one end (see Figures 1 and 2) are the preferred
geometry of hot gas filter elements. This geometry enables a very reliable
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operation. The cake is typically built up at the outside of the candles and can
be easily and reliably detached from the outside surface of the candles by
back pulsing. The length of hot gas filter candles can vary between 1 and
3 m depending on the material. Typical outer candle diameters are between
60 and 150 mm.

Figure 1 Scheme of a filter candle closed at one end.

Figure 2 Examples of high-density ceramic filter candles.
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3.1 Ceramic Media
Ceramic filter media are very important for hot gas filtration due to their
high temperature and chemical resistance. Ceramic filter elements may be
made of ceramic grains, ceramic fibres, or a compound ceramicda fibre
compound embedded in a grain matrix. Fibre media, also called low density
ceramic, have higher porosities compared to granular media, also called
high-density ceramic. This results in lower initial differential pressures of
fibre ceramic filter media. The porosity ranges from approximately 40%
with pure grain ceramic up to approximately 90% with pure fibre ceramic.
Due to the fibre structure, fibre elements have a very large inner surface be-
sides their high porosity as well as their low flow resistance. Figure 3 shows
an example of the structure of a fibre ceramic consisting of aluminium sili-
cate fibres. Fibre ceramic filter media provide a high dirt holding capacity
inside their structure. They have high fracture toughness as a result of their
loose structure, but their mechanical strength is relatively low and the risk of
candle breakages is correspondingly high. The intensity of the back pulse for
regeneration needs to be controlled so that no fibres are released from the
filter structure. Low density ceramic filter media are typically vacuum-
formed from fibre slurry and the fibres are bonded together at the contact
points by inorganic and/or organic binders.

Figure 3 Structure of a fibre ceramic.
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Grain ceramic has a mechanically stable and strong structure. They are
manufactured by pressing or extrusion followed by sintering at high temper-
ature. High-density ceramic filter elements made of silicon carbide, e.g., can
have bursting pressures of higher than 5 MPa and O-ring pressure strength
of more than 20 MPa (Pall, 2013). The size and size distribution of the pores
of the filter structure is defined by the selection of the used grain sizes. More-
over, an option to adjust the pore size and porosity is to add pore-forming
materials which burn out during the sintering process, such as polymers,
sawdust, or graphite. By the amount and particle size of the pore-forming
material, the pore size and the porosity can be controlled.

There are high-density ceramic filter elements available with symmetric
or asymmetric structures. With a symmetric structure, the pore size is
distributed evenly throughout the entire material. Contrary to this, a mem-
brane layer with small pore size is applied on the upstream side of a coarser
support material providing an asymmetric structure (see Figures 4 and 5).
With their finer pore size, the membrane separate smaller particles. The dif-
ferential pressure of the filter element is limited by making the membrane as
thin as possible. A membrane layer which is so thin that the support is just
covered by the layer without defects would be optimal. By the membrane,
surface filtration is achieved even for very fine dusts. A penetration of par-
ticle in the support structure of the filter element is prevented and the
element can be effectively regenerated by back pulsing. This is an advantage

Figure 4 SEM picture of the asymmetric structure of a high-density ceramic filter
element with a coarse support and a fine membrane.
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with regard to the long-term behaviour of the filter elements and their life
time. The initial rigid ceramic filters used depth filter technology, but the
advantages of minimum pressure drop and high efficiency back-pulse clean-
ing quickly led to the development of thin surface membrane filter
elements. The collection efficiency of high-density ceramic filter elements
is very high and reaches nearly 100% (Cummer, 2002), and even for
submicron particles this performance can be achieved (Heidenreich and
Scheibner, 2002). Asymmetric structures allow higher throughputs at low
pressure drop and higher filtration grade and high mechanical stability at
the same time.

High-density ceramic hot gas filter elements mainly consist of silicon car-
bide, aluminium oxide, and mullite. Due to the high mechanical strength of
granular ceramic filter media those are the best choice for high pressure ap-
plications. Thermal stability of ceramic filter media depends on the material
used. Temperatures up to 1000 �C and higher are in general possible (Pall,
2013; Filtraguide, 2013).

3.2 Metal Media
Sintered porous metal filter media are also manufactured of either metal fi-
bres or powders. Additionally, metal fabrics are available as filter media.

Figure 5 High-density ceramic filter element with a coarse support and a fine
membrane.
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Sintered powder metal media are typically manufactured by pressing and
subsequent sintering under vacuum or inert gas atmosphere. Metal fibre me-
dia are made starting from wires which are drawn down in several steps to a
certain diameter, typically in the range from about 2 to about 40 mm. The
wires are chopped to a length of typically about 20–25 mm and a web is
formed and sintered. By rolling or pressing the web to a defined thickness,
the permeability and filter grade of the media is adjusted. The fine fibre web
is sintered on a coarser wire support layer to get higher mechanical stability.
High porosities of up to 85% can be achieved.

Metal filter media made of different steel grades and various metal alloys
are available. The material applied needs to be selected by its thermal and
chemical stability. Oxidation and corrosion can lead to irreversible plugging
of the pores due to the fact that the volume of the reaction products is higher
than that of the pure metal. Stainless steel can be typically applied for tem-
peratures up to 420 �C. High temperature steels can be applied up to 650 �C
(Pall, 2013). If sulphur or chlorides are present in the gas, which is the case in
most industrial applications, special alloys, such as Inconel1 600, Monel1,
Hastelloy1 X, or HR 1601, need to be used. For applications with high levels
of hydrogen sulphide, special metal filter media have been developed. These
filter media are made of special metal alloys which generate a protective
surface of alumina during heat treatment under oxidizing atmosphere
(Tortorelli et al., 1998; June and Sawyer, 1998). Examples for such metal
alloys are FeCralloy1 and iron aluminide alloys. Filter elements made of
iron aluminide can be applied to a maximal operating temperature of about
780 �C (Ondrey, 2001). The maximal operating temperature of FeCralloy
filter elements is reported to about 1000 �C (Mott, 2013).

3.3 Catalytically Active Filter Media
Multifunctional hot gas filter elements have been recently developed. These
filter elements combine removal of dust by filtration and removal of gaseous
impurities from the gas phase by a catalytic reaction. The advantage of cat-
alytic filter elements is that two functions can be combined in one unit
instead of having two. This simplifies the process setup and reduces costs
and footprint. Furthermore, the combination allows the use of the thermal

1 Dia-Schumalith is a trademark of Pall Corporation, Inconel and Monel are trademarks of Special
Metals Corporation Hastelloy and HR 160 are trademarks of Haynes International Inc. Fecralloy is a
trademark of UKEA, UK.
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energy of the gas for the catalytic reaction and prevents plugging of the cata-
lyst by particle deposition.

Catalytically activated ceramic hot gas filter elements have been devel-
oped for the combined removal of particles and the selective catalytic reduc-
tion (SCR) of nitrogen oxides from exhaust gas streams (Nacken et al.,
2007a; Heidenreich et al., 2008a; Hackel et al., 2008). The inner structure
of the filter element is impregnated with a catalyst which is based on TiO2-
V2O5-WO3. A fine filtering membrane on the outer side of these filter el-
ements protects the catalyst of any particle deposition. Thus, deactivation of
the catalyst by blocking of the active sites of the catalyst by dust particles is
avoided. A scheme of the structure of such a catalytically activated filter
element is shown in Figure 6. Filtration as well as reduction of the nitrogen
oxides is performed at temperatures typically between 280 and 320 �C. If a
low temperature SCR catalyst is used, the reaction temperature can signif-
icantly be decreased to temperatures down to 180 �C (Long et al., 2002). By
using noble metals, such as platinum, the reaction temperature can be further
decreased down to 150 �C (Kim et al., 2008). However, a stable operation
can only be achieved at these lower temperatures when the gas is sulphur
free. The higher the sulphur content in the gas is, the higher the risk of
the formation of ammonium sulphate is with decreasing temperature. The
formation of ammonium sulphate leads to the deactivation of the catalyst
by deposition on the surface of the catalyst.

Catalytic 
coatingSupport

Pore

Dust cake

Fly Ash
NO
NH3
O2

N2
H2O

Fine filtering 
membrane

Clean gasFlue gas

Figure 6 Schematic structure of a catalytically activated hot gas filter element for
combined removal of particles and selective catalytic reduction of nitrogen oxides.
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A second application where catalytic filter elements have been developed
is the combined removal of particles and tars from the syngas in biomass gasi-
fication. Catalytic filter elements with nickel-based tar reforming catalysts
integrated as fixed bed, as catalytic coating of the porous inner structure
of the filter elements or with catalytically coated ceramic foam inlets have
been developed (Heidenreich and Nacken, 2004; Nacken et al., 2007b,
2009). In order to achieve a high tar reforming performance reaction tem-
peratures between 800 and 850 �C are required. First measurements with
real biomass gasification syngas showed that tar conversion rates of up to
94% could be achieved.

4. SURFACE FILTRATION AND HOT GAS FILTER
ELEMENT CLEANING

Most industrial applications have high dust concentrations. For this
reason surface filters are the favoured solution for long-term operation. In
contrast to depth filters where the dust penetrates into the filter material
and a continuous increase of the pressure drop results, the use of surface
filters leads to the buildup of a dust cake on the surface of the filter ele-
ments. After the formation of a first dust layer on the surface of the filter
element, this dust or filter cake takes on the actual filter effect. The filter
element is regenerated when a certain pressure drop of the dust cake is
reached. State-of-the-art technology for the regeneration of filter ele-
ments is a back pulse with a particle-free gas countercurrent to the
flow direction of the filtration. Depending on the process, air, nitrogen,
carbon dioxide, or recycled and cleaned process gas are used as blowback
gas. Conventional back-pulse systems which operate according to the so-
called jet pulse method or back pulse systems specially developed for the
cleaning of rigid hot gas filter elements, such as the Pall Schumacher
venturi ejector jet pulse system (Heidenreich et al., 2013) or the coupled
pressure pulse cleaning system (Mai et al., 2002; Heidenreich et al., 2010),
are applied.

4.1 Conventional Jet Pulse Cleaning
In conventional jet pulse systems, the back pulse is achieved by short and
quick blowing a free jet from the clean gas side into the filter element.

Jet pulse systems which were at first developed for flexible bag filter me-
dia have been used for the regeneration of rigid filter media too. When a
flexible filter medium is used, the removal of the dust layer is mechanically
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supported by a fast inflation and a subsequent deflation of the filter surface.
Rigid filter media are regenerated only by pressure and fluid forces.

In a jet pulse system, a blowpipe is located at a defined distance above the
head of the filter candle, see Figure 7. The blowpipe is connected to a pres-
surized back-pulse gas reservoir. Normal back-pulse gas pressures are be-
tween 0.5 and 1 MPa for a filter system operated at atmospheric pressure.
For high-pressure applications, such as pressurized coal gasification, the
cleaning gas pressure for jet pulse regeneration should be approximately
twice as high as the system pressure. For regeneration of a rigid filter candle,
the back-pulse gas streams into the filter candle and the kinetic energy of the
free jet is converted into static pressure. The over pressure inside the candle
results in the detachment of the dust cake and regeneration of the candle.

The cleaning intensity depends on the flow velocity of the jet at the
outlet of the blow pipe, the mass flow rate of the jet, and the geometry
of the blowback system. The flow velocity of the jet is limited to sonic
speed. In order to increase the amount of a secondary flow and correspond-
ingly to reduce the gas amount of the primary jet often a small venturi
ejector is installed on top of each filter element.

Blowback Gas Tank 
(High Pressure) 

Blowback Valve 

Blow Pipe 

Filter Candle 

Figure 7 General principle of jet pulse cleaning.
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Problems which can occur when a conventional jet pulse system is used
for the regeneration of rigid hot gas filter elements are that the filtration of
very fine dusts and of sticking dusts can result in an incomplete detachment
of the dust layer from the rigid surface of the filter elements and conse-
quently in an unstable filtration behaviour with a continuous increase of
the pressure drop of the filter elements.

4.2 Pall Schumacher Venturi Ejector Jet Pulse System
In the Pall Schumacher venturi ejector jet pulse system, the filter elements
are installed in a tube sheet and arranged in circular groups, as shown in
Figure 8. Above each group of filter elements a venturi ejector is installed
on the upper clean gas side of the tube sheet (see Figure 9). The regeneration
of the filter elements is performed by a reverse jet pulse generated from the
clean gas side into the venturi ejector. By this primary jet, a secondary flow is
sucked into the venturi ejector from the surrounding clean gas cavity. Thus,
the blowback flow for the regeneration of the filter elements is increased.
The venturi ejector enables a homogeneous distribution of the reverse
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C
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as Side

Filter Elements

Tube Sheet

Rising Pipe

Raw Gas 

Clean Gas 

Back Pulse Gas 
AccumulatorBack Pulse Valves

Venturi Ejector

Figure 8 Scheme of the Pall Schumacher venturi ejector jet pulse hot gas filter system.
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flow across all filter elements of a group and a uniform pressure development
along the filter elements. By mixing the primary jet, which in most cases is
colder than the clean gas, with the secondary flow of clean gas and the clean
gas contained in the venturi, the thermal shock and stress on the filter ele-
ments during the blowback is reduced compared to the direct back pulse
into single filter elements with colder gas. The different groups are sequen-
tially cleaned on-line. This allows filtration to continue in the remaining
groups and hence the continuous operation of the filter.

4.3 Coupled Pressure Pulse Cleaning
In order to improve the cleaning efficiency of rigid filter media, a new clean-
ing method called Coupled Pressure Pulse (CPP) cleaning has been jointly
developed by the Karlsruhe Institute of Technology and by Pall Corpora-
tion (Mai et al., 2002; Heidenreich et al., 2010). In contrast to a conven-
tional jet pulse cleaning, the CPP cleaning method is based on the direct
coupling of the cleaning system and the clean gas side of the filter elements.
The general principle of the direct coupling of the CPP cleaning is shown in
Figure 10. A scheme of a hot gas filter with CPP cleaning is shown in
Figure 11.

Figure 9 Venturi ejectors installed on the upper clean gas side of the tube sheet.
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During filtration the cleaning system is separated from the clean gas room
by the blowback valve. By opening this valve the pressure inside the clean
gas plenum and the filter candles is fast increased by the direct coupling
with the higher pressure inside the cleaning gas reservoir for a short time.
This fast increase of the pressure inside the filter elements results in a high
cleaning intensity.

The cleaning intensities which can be achieved with the CPP cleaning
method are considerably higher compared to conventional jet pulse
cleaning. Besides this the CPP process requires only a low cleaning gas
pressure. The cleaning gas pressure has typically to be only 0.1–

0.2 MPa higher than the pressure of the system. In case of a conventional
jet pulse cleaning system, the cleaning gas pressure is typically in the order
of 0.5–1 MPa for a filter system operating at atmospheric pressure. For high
pressure applications, for example pressurized coal gasification, the cleaning

Blowback Gas Tank
(Low Pressure)

Blowback Valve

Porous 
Blowback 
Pipe

Filter Candle

Figure 10 General principle of the direct coupling of the CPP cleaning method.
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gas pressure for pulse jet cleaning should be at least twice as high as the sys-
tem pressure.

In order to build up the pressure in the clean gas plenum and in the filter
candles without losing cleaning gas through the clean gas outlet, a special
system component, the so-called hydraulic switch, is installed in the clean
gas outlet. The function of the hydraulic switch is characterized by its
flow resistance. For low flow velocities as in case of filtration the flow resis-
tance of the switch is very low. During the cleaning the flow is highly tur-
bulent and the resistance of the switch is high, effectively stopping flow from
that section of elements.

Clean Gas

Raw Gas

Hydraulic 
Switch 

Blowback Valve

Blowback Gas Tank

Blowpipe

Safety Fuse

Filter Candles

Tube Sheet

Dust

Figure 11 Schematic of a hot gas filter system with CPP cleaning.
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The CPP cleaning system offers the possibility to add an individual safety
filter element for each filter candle, as shown in Figure 11.

4.4 Pulse-less Crossflow Filtration Concepts
Recently developed new hot gas filter concepts try to make use of the
crossflow filtration principle. By using the method of crossflow filtration,
shear forces on the surface of the filter elements are generated by turbulence
of the axial gas flow along the filter elements. These shear forces cause a
removal of dust from the surface of the filter elements and correspondingly
reduce the increase of the pressure drop by the buildup of the dust cake.
Thus, the need for regeneration by back pulsing is reduced which results
in a lower number of regeneration pulses and in longer cycle times.

Experimental studies of such hot gas filter concepts working according to
the crossflow filtration principle have been performed on laboratory scale so
far. Sibanda et al. (2001, 2010) for example investigated a concept (see
Figure 12) in which the raw gas flow enters the inside of a filter tube.
Part of the gas flow passes as crossflow radially through the wall of the filter
tube and the remaining part flows axially through the tube and is directed to
a downstream cyclone. The particles need to agglomerate at the surface of
the filter tube and the shear forces resulting from the axial flow need to
remove the agglomerates from the surface and carry them to the down-
stream cyclone so that the concept works. Agglomeration and detachment

Raw Gas

Clean Gas

Clean Gas

Filter Tube

Crossflow 
Filter Module

Cyclone

Figure 12 Schematic drawing showing the crossflow concept investigated by Sibanda
et al. (2001).
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of the particles depend strongly on their sticking properties. Sibanda et al.
(2001, 2010) could achieve collection efficiencies of 99% for optimal oper-
ating conditions. The collection efficiency of the cyclone alone was 90% in
this case (Sibanda et al., 2001).

A quite similar concept has been tested by Sharma et al. (2010, 2011)
which they called pulse-less filtration. In this concept, a part of the gas
flow which enters the filter vessel passes through a filter candle from the
outside to the inside of the candle and exits as cleaned gas. The remaining
part of the gas flow is recycled and mixed with the inlet flow (see
Figure 13). The gap between the housing and the filter candle is kept small
in order to have high enough shear forces resulting from the downward
flow along the candle. Agglomerates are removed from the surface of
the filter candle by turbulent shear forces of the recycled gas stream flowing
along the candle surface. The agglomerates released from the filter
surface are carried to a downstream cyclone where they are separated.
Sharma et al. (2010, 2011) reported successful testing of their concept on
laboratory scale.

If fine particles are in the gas which cannot be agglomerated, then par-
ticles smaller than the cut size of the cyclone will be concentrated in the
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Dust

Figure 13 Schematic drawing showing the crossflow concept investigated by Sharma
et al. (2010).
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recycled gas stream. As long as agglomeration can be achieved or just coarse
dusts have to be removed then the crossflow concepts will work. However,
scale-up of these interesting concepts have to be evaluated.

5. HOT GAS FILTER DESIGN

5.1 Filter Element Arrangements
Mostly applied for hot gas filtration are filter candles which are

closed at one end (see Figure 1). These filter candles are typically installed
vertically hanging in a tube sheet which separates the filter vessel in a raw
and a clean side part (see, e.g., Figure 8). The raw gas flows from the
outside of the filter candles through the porous wall of the elements to
the clean gas part of the filter. The dust is collected on the outer surface
of the candles building a dust cake. The filter candles are typically arranged
into groups (clusters). By arranging the filter elements into groups, the
different groups can be sequentially cleaned on-line by a back pulse with
clean gas. During one group is cleaned the others are operating and the
process runs without any interruption. The filter elements can be clustered,
e.g., into circular, trapezoidal, in cake piece like forms or in lines depend-
ing on the design, geometry, and dimension of the filter vessel. For high
operating pressures or high operating temperatures typically circular vessels
are used. For applications at atmospheric pressure and lower temperatures
rectangular vessels are preferably applied. Installation and maintenance of
the filter candles can be easily performed from the clean gas side of the filter
vessel.

Sometimes, filter tubes which are open at both ends were used. In one
hot gas filter design developed by Asahi Glass Co. Ltd. in Japan the raw
gas flows into the inside of vertically arranged filter tubes downward from
the top. The dust cake which is built up at the inside surface of the tubes
is detached by a back pulse from the outside to the inside and discharged
at the bottom of the tubes. The tubes are supported by water cooled tube
sheets which divide the filter vessel into several clean gas chambers.
Ceramic filter tubes with a length of 3 m and an outer and inner diameter
of 168 mm and 140 mm, respectively, were used (Oda and Hanada, 1996).
The main advantages of this filter design have been seen in the fact that dust
bridging between the filter tubes and thus the risk of candle breakage is
avoided. The filter system was tested in the 71 MW PFBC demonstration
plant at Wakamatsu in Japan at temperatures between 650 and 850 �C
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(Sasatsu et al., 1999, 2001). However, several problems, such as breakage of
the tubes and dust leakages at the tube sealings, occurred (Sasatsu et al.,
2002).

In other hot gas filter designs, filter tubes are horizontally arranged in
vertically installed tube sheets (see, e.g., Smolders and Baeyens (2000); Hajek
(2003); Tomonori (2005)). In these designs, the raw gas flows from the
outside to the inside of the filter tubes and the dust cake is built up on
the outside surface of the tubes. A principle scheme of such a filter system
is shown in Figure 14. The back pulse for the regeneration of the filter el-
ements needs to have a sufficiently high intensity so that the dust cake on the
top side of the filter tubes can be detached. Furthermore, the arrangement of
the tubes needs to enable the settlement of the dust through the gaps be-
tween the filter tubes down to the bottom of the filter vessel without the
formation of dust bridges.

In order to increase the filtration area in circular vessels and to reduce the
vessel costs by decreasing the vessel diameter, hot gas filter systems have been
developed in the past, where the filter candles are arranged in multistages in-
side the filter vessel. Examples of such filter systems are the systems devel-
oped by Lurgi Lentjes Babcock (LLB) (Dehn et al., 1998) and by
Westinghouse (Haldipur and Dilmore, 1992). Main feature of the LLB filter
system is that ceramic filter candles are mounted standing instead of hanging.

Raw Gas

Clean Gas

Filter 
Elements

Vertical 
Tube 
Sheet

Blowback Gas

Dust

Figure 14 Scheme of a hot gas filter system with horizontally installed filter tubes.
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LLB filter systems were installed and operated in the past at the High Tem-
perature Winkler gasification demonstration plant in Berrenrath (Germany)
(Schumacher and Renzenbrink, 1996) and at the 300 MWel IGCC coal
gasification plant in Puertollano (Spain) (Krein, 1999). In the Westinghouse
filter system, filter candles are installed hanging in single holders (see
Figure 8). A group of holders, about 30–60, are connected to a common
plenum. Two or more plenums are stacked vertically and supported by a
common pipe which is connected to a main tube sheet. The Westinghouse
filter system has been mainly installed and tested in different pilot and
demonstration projects in the United States (see, e.g., Ahmadi and Smith
(1998, 2002), Guan et al. (2008)).

5.2 Flow Distribution
Dust movement by gravity is mainly influenced by the particle size and ge-
ometry as well as by the particle density. The settlement velocity of larger
and heavier particles is higher than that of smaller and lighter particles.
For fine dusts and dusts with a low bulk density which tend to form a weakly
agglomerated dust cake, a downdraft flow of the raw gas in the filter vessel
is preferably used. The downdraft flow supports the movement of the dust
to the hopper after the detachment of the dust cake and prevents a re-
entrainment of the dust to the surface of the filter elements. In order to
have a downdraft flow, the raw gas is guided by an internal rising pipe
(see Figure 8) upward to the lower side of the tube sheet where its flow di-
rection is changed downward. In larger filter vessels more than one rising
pipe are often used to achieve a homogeneous distribution of the raw gas
in the filter vessel (see, e.g., Durst et al. (1996), Dries (2012)). One example
of such a special flow distribution system developed by Durst et al. (1996) is
shown in Figure 15.

The design of a filter system operated in updraft flow is simpler than a
downdraft system. The raw gas enters the filter vessel below the filter can-
dles. No internals for the gas distribution are needed in this case. If it is
expected that the dust cake will break into larger pieces by the back-
pulse regeneration and falls easily down to the hopper or dusts with a
high bulk density are filtered, then the updraft flow is the preferred
design.

5.3 Special Filter Design
A special filter system design recently developed (Heidenreich et al., 2008b)
is the integration of a hot gas filter directly into the freeboard of a biomass
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gasifier. Catalytically active filter elements for combined particle and tar
removal are used. This new concept offers a compact and cost-effective gasi-
fication and hot gas cleaning and conditioning system for biomass gasifica-
tion in one unit. Filter candles are installed hanging in a tube sheet which
is integrated in the freeboard of the gasifier. The concept offers additionally
the option to add sorbents into the gasifier to remove gaseous components,
such as H2S, as well as to remove alkali metals. By this cost-effective
approach, the investment costs of the gas cleaning equipment for a biomass
gasification plant can be reduced as well as the needed space for the instal-
lation. Figure 16 shows schematically the principle of this new compact
cleaning concept. Remarkable system simplification and process intensifica-
tion can be achieved by this concept.

Investigations at a bench-scaled fluidized bed biomass gasifier, operated
at atmospheric pressure and temperatures between 800 and 820 �C with a
catalytic filter candle integrated in the freeboard of the gasifier have demon-
strated the general feasibility of the concept (Heidenreich et al., 2008c;
Rapagna et al., 2010).

Figure 15 Schematic drawing showing a filter housing with special raw gas distribution
invented by Durst et al. (1996).
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6. APPLICATIONS

The total number of hot gas filters worldwide used is in the order of
some hundreds. Hot gas filters have already been applied in many different
processes, such as for the incineration and pyrolysis of radioactive waste, in
coal combustion and gasification, in gasification and pyrolysis of biomass, in
refineries, in cement and glass industry, in recycling of metals, in production
of chemicals and catalysts, in production of pigments and nanoparticles, in
smelting processes and metal production, as well as in waste incineration
and pyrolysis.

First technical application where hot gas filters have been used was the
incineration of low-level contaminated radioactive wastes from nuclear po-
wer generation at the beginning of the 1970s. A two stage hot gas filter sys-
tem was operated at temperatures between 650 and 900 �C at the former
nuclear research centre of Karlsruhe in Germany. Each filter stage comprised
a refractory lined vessel containing 85 ceramic filter elements of silicon car-
bide (Leibold et al., 1989). Hot gas filters were also used in some incineration
plants for low contaminated radioactive wastes in France (Perkins, 1976).

Syngas

Catalytically Active 
Filter Candles

Gasification 
Zone

Steam/
Gas

Biomass

Slag

Blowback Gas

Figure 16 Schematic principle of the integration of catalytically activated filter candles
into the freeboard of a fluidized bed gasifier.
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Since 1978 hot gas filters have been broadly used for the incineration of low
contaminated radioactive wastes in nuclear power plants in Japan. The hot
gas filter systems used have typically two stages each one comprising a refrac-
tory lined vessel with about 100 ceramic filter candles. The first stage is oper-
ated at 600–800 �C, the second one at 500–600 �C (Torii, 2005).

Hot gas filters are also applied for the pyrolysis of low contaminated
radioactive waste (Hesbol and Mason, 1999; Mason et al., 1999; Studsvik,
2013; Nukem, 2013).

Coal gasification which was one of the main drivers for the development
of hot gas filters has got an increasing interest in the last 10 years. Meanwhile,
more than 25 large hot gas filter units are in operation or in commissioning
in coal gasification plants. The largest filter vessels have a diameter of about
6.5 m, a height of more than 25 m, and a weight of about 300 t containing
about 1200 filter candles. About 90% of the filter units are equipped with
ceramic filter candles of silicon carbide. The remaining 10% are operated
with iron aluminide or FeCralloy metal filter candles.

Interesting applications for hot gas filters are gasification and pyrolysis of
biomass. Many hot gas filters containing 1 to 100 candles have been operated
in lab and demonstration plants around the world since the beginning of the
1990s (Heidenreich, 2013).

Hot gas filters are also used in refineries for flue gas cleaning of fluid cat-
alytic cracking units (FCCU) to accomplish increased particulate emission
regulations. For many years hot gas filters of smaller size containing up to
about 100 candles have been used as 4th stage underflow filters of the 3rd
stage separator. About 3–5% of the gas flow of the third separator stage is
directed as underflow to the 4th stage filter. In recent years, some refineries
have replaced their third stage cyclone by a third stage hot gas filter to fulfill
more stringent emission levels.

Furthermore, many hot gas filters are applied in waste incineration
and pyrolysis. Mostly low density ceramic filter candles are used in these ap-
plications. Filtration temperature in waste incineration is usually between
200 and 350 �C. Filtration surface areas of up to 1000 m2 are installed. Filtra-
tion temperature in waste pyrolysis is typically between 350 and 500 �C. It is
reported that more than 30 hot gas filters are installed in pyrolysis plants
where most of these applications are in Japan (Startin, 2007).

Hot gas filters are also often applied in the production of metal oxide
powders, catalysts, pigments, and metals. In these applications, hot gas filters
can achieve significant process and economical advantages.
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Moreover, hot gas filters are also used in metal recycling processes, for
example in the recycling of aluminium (see, e.g., Beattie and Withers
(1993), Startin and Elliott (2001)).

7. CONCLUSIONS

Hot gas filtration is a reliable and well proven technology which was
firstly technically applied for flue gas cleaning at the incineration of low-
level contaminated radioactive wastes from nuclear power generation at
the beginning of the 1970s.

The development of advanced coal-based power generation techniques
in the 1980s and the 1990s has significantly influenced the development of
hot gas filter systems and filter media.

Nowadays, hundreds of hot gas filters are already applied in different
processes for many years. Hot gas filter media have shown an excellent filtra-
tion performance by achieving highly efficient separation of particles with
sizes down to the submicron range and by achieving clean gas concentra-
tions down to below 1 mg/m3.

Due to the high requirements on the mechanical stability of the filter el-
ements at higher temperature, only rigid self-supporting ceramic or metal
filter elements are applied for hot gas filtration.

Hot gas filters can be advantageously used in many industrial processes.
Downstream equipment, such as catalyst units, heat exchangers, turbines,
and scrubbers can be protected from erosion, fouling, and pollution.
Furthermore, undesired condensation or desublimation reactions can be
avoided by keeping the process temperature high.

In general, hot gas filtration attracts more and more interest due to the
possibility to intensify and simplify processes, to increase the process and en-
ergy efficiency, to improve the product quality, as well as to achieve lower
emission levels.
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GLOSSARY

Grade and recovery of a product Grade (%) and recovery (%) are defined as follows:

GradeA ¼ Mass of material A in the collected fraction
Total mass of the collected fraction

� 100%

RecoveryA ¼ Mass of material A in the collected fraction
Total mass of material A in feed

� 100%

Where “A” denotes one of the components of the mixture.
Total efficiency of the separation “Total efficiency of separation” incorporates the

“grade”, and the “recovery” of both fractions, satisfying the requirement that in ideal
separation 100% efficiency would be achieved only when 100% of each constituent of
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the mixture is recovered at 100% grade. Likewise, if no separation occurs, then the
efficiency is zero. Total efficiency of separation is defined as follows:

Efficiency ¼
" 

Mað1Þ
MaðiÞ

!
�
�

Mað1Þ
M1

�#
�
" 

Mbð2Þ
MbðiÞ

!
�
�

Mbð2Þ
M2

�#
� 100%

Where Ma(1) is the mass of material “a” in output stream 1; Ma(i) is the mass of materials
“a” in feed; M1 is the mass of the output stream 1; Mb(2) is the mass of material “b” in
output stream 2; Mb(i) is the mass of materials “b” in feed; M2 is the mass of the output
stream 2.

NOMENCLATURE

a Displacement amplitude of vibration m
ac Constant required to secure capacity C in terms of

tonnes of solid per hour, (ac ¼ 0.278)
e

ax Acceleration of the solid body (placed on the deck)
in direction x, at equilibrium conditions

m/s2

ap
x Acceleration of the particle placed on the deck in

direction x
m/s2

ay Acceleration of the solid body (placed on the deck)
in direction y, at equilibrium conditions

m/s2

aD
x Acceleration of the deck in direction X m/s2

aD
y Acceleration of the deck in direction Y m/s2

Ad Cross-sectional area of the separating device
(i.e., surface of the porous deck)

m2

A Particle’s area projected onto the horizontal pane m2

D Diameter of particle, i.e., particle size m
D* A Dimensionless measure of particle size, e
DMin

a The minimum size of fraction of material “a” m
DMax

b The maximum size of fraction of material “b” m
C Capacity of classifier in tonnes of solid per hour t/h
CL Coefficient of lift e
f Longitudinal vibrating frequency of the deck 1/s
Ff Frictional force N
g Acceleration due to gravity, i.e., g ¼ 9.81 m/s2 m/s2

hp Suspension height m
hr Height of riffles m
m Mass kg
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Greek Letters

Qv Reaction force N
R Lift force N
rp Radius of particle m
t Time s
u Superficial velocity of air m/s
umf Superficial velocity of air at minimum fluidizing

conditions
m/s

ut Terminal velocity m/s
u�t A Dimensionless measure of terminal velocity e
Vx Velocity of the deck in direction X m/s
Vy Velocity of the deck in direction Y m/s
w Feed flow rate of air tabling (Kg/h)/m2

x Horizontal location of the solid body on the porous
deck

m

X Horizontal location of the porous deck m
y Vertical location of the solid body on the porous

deck
m

Y Vertical location of the porous deck m

a End slope of the porous deck degrees
b Side slope of the porous deck degrees
h The percentage of solid by volume in the classifier intake %
m Absolute viscosity of air, i.e., mm ¼ 1.8 � 10�5 Pa s Pa s
mf Coefficient of friction e
p Archimedes number (Pi); rounded value: 3.14159 e
q Angle of attack, i.e., angle between the air flow and the body degrees
ra Density of material “a” kg/m3

rb Density of material “b” kg/m3

rg Density of air (rg ¼ 1.2 kg/m3) kg/m3

rs Density of solid material kg/m3

fs Sphericity of particle e
4 Angle of vibration degrees
u Angular frequency of vibration or natural frequency rad/s
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Superscripts

1. INTRODUCTION

Gravity separation is the simplest of all methods of separation, which
has been and remains one of the most important means of separating solid
species. It may be defined as the separation of two or more solid species, usu-
ally of different densities, by their relative movement in response to the force
of gravity and one or more other forces, one of which is generally the resis-
tance of motion by a medium such as air, water, etc.

During the process, particles are primarily separated by virtue of the dif-
ference in density (Clifford, 1999). In wet separation methods, the medium
(usually a water-base solution) in which the separation takes place is a large
factor in securing the differential movement between particles, which even-
tually result in separation (Dodbiba et al., 2002). Similarly, when the me-
dium in which, and largely by which, separation is affected is air, such
separation is described as dry gravity separation or better known as air or pneu-
matic separation (Truscott, 1923).

Generally speaking, dry gravity separation has the attraction of low cap-
ital and operating cost which together with the lack of water, chemicals and
drying requirements means it is environmentally friendly (Falconer, 2003). It
should be noted that dry gravity separation is not a recent discovery, since
many patents can be found dating back as far as 1850. They cover early at-
tempts to separate materials of various densities or shapes by means of air
(Arms, 1924). The majority of dry separation processes, which have been
developed or are commercially available, are similar in principle to their
wet gravity separation counterparts. These processes include devices such
as: (1) pneumatic jig, (2) dry pinched sluice, and (3) air table (Burt, 1984).
In addition, other dry gravity separation devices have been developed,
which do not have a direct counterpart in wet separation processes, include:
(1) fluidized bed separator and (2) air classifier, which separate by differential
deflection of falling particles. Moreover, air classifiers, according to their
shape, are divided into three main categories: (a) rotary air classifiers,

D Porous deck of air table
Min Minimum
Max Maximum
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(b) horizontal air classifiers (such as air knife), or (c) vertical air classifiers (such
as zigzag air classifier, pneumatic jig, air table, etc.).

All dry gravity separation devices, except the pneumatic jig, utilize a con-
stant controlled upflow of fluidizing air. The pneumatic jig (also know as
active pulsed-flow air classifier), however, utilizes a pulsating airflow to
affect the stratification of particles to be separated (Vesilind et al., 1981).

Vertical air classifiers in general and zigzag air classifiers in particular are
not considered to have a simple design (Stessel, 1996), since they need to be
connected with a device (commonly a cyclone) in order to subsequently
separate the low-density fraction entrapped in the air stream from air.
Moreover, these air classifiers, which generally do not allow for separation
into more than two fractions (known as extract and reject), require a large
working space (because of their considerable height) and are not an answer
where the space is at premium. Consequently, the need for a more
compact dry gravity separation device with a simpler geometry leads to
the study on air tabling.

The air table, to be discussed in this chapter, is more compact device with
a simpler geometry. Unlike most of the vertical air classifiers, air table does
not require separating the low-density fraction from the air stream and is
capable of effectively treating materials of different densities.

2. APPLICATIONS OF AIR TABLING

Air tables or pneumatic tables (Knapp, 1953), more than any other dry
gravity separation devices, have found their major applications particularly in
food industry as they are originally developed for seed separation (Burt,
1984; Jaman, 1985). However, air tables have also an important use in treat-
ment of heavy minerals sand deposit (Hudson, 1962; Canning, 1980), in
cleaning of coal (Appleyard, 1931; McCulloch et al., 1950; Llewellyn,
1977), in upgrading of tungsten (Osborn, 1927), and in other applications
where the water is at premium (Sivamohan et al., 1985; Wills, 1997).
More recently, air tables have found favour in separating a wide variety of
secondary materials such as abrasive grains, scrap glass, scrap wire from its
insulator, metal from crushed crucibles, lead from plastics in old batteries,
etc. (Jaman, 1985).

Being a dry process, separation by means of air table has a clear advan-
tage over wet separation techniques because it does not require chemical
pretreatment (such as in the case of sink-float separation, flotation, etc.).
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Furthermore, some potential problems associated with wet separating
methods in general, such as treatment of water from the process for reuse
or discharge, the requirement of expensive wetting reagents, and most
importantly, dewatering or drying the mixture after separation can be
avoided. Another point in favour of air tabling is that air keeps the
bed of particles loose, permitting the particles to move readily to their
respective position under density; wet tabling by means of shaking table,
on the other hand, tends to compact the bed, cramping the necessary
freedom of movement.

3. APPARATUS

Because of its external appearance, the device has been called air table,
although it functions essentially as a pneumatic jig with a constant upward
airflow of fluidizing air. However, the longitudinal vibration conveying
from a standard shaking table is also performed by the eccentric drive incor-
porated into this device.

The air table is mainly comprised of a hopper, a vibrating feeder, a
porous deck powered by an eccentric drive to impart the longitudinal vibra-
tion, and an electric fan located below the porous deck to generate the up-
ward airflow at a controlled value of superficial velocity. Sketch of a
laboratory-scale air table are shown in Figure 1. A collecting bin is arranged
alongside the discharge end of the separator. It generally consists of two
compartments separated by a splitter. The left-hand compartment collects
the so-called low-density fraction, whereas the right-hand compartment
collects high-density fraction. Not shown in Figure 1 is a truncated
pyramid-shaped hood of trapezoidal base, suspended above the porous
deck. The hood is sometimes employed to prevent the initial decrease of
airflow close to the sides of the deck.

The flat trapezoidal deck of the air table is constructed of porous mate-
rial, which is fitted with a perforated plate with circular openings (opening
area ca. 11.8%) and with a series of riffles arranged in parallel to the direction
of longitudinal vibration (Figure 2). The size of the openings is always
smaller than the size of the smallest particle in the mixture, preventing par-
ticle from falling through the deck. The deck can be adjusted in transverse
and longitudinal inclination. In other words, deck can be tilted from inlet
end to discharge end and from side to side, creating the “side slope” b

and the “end slope” a respectively (Figure 2). Controllers, mounted near
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Hopper

Vibrating feeder

Porous deck

Controllers

0.18 m

0.40 m

Discharge end

Left-hand compartment
(Low-density fraction)

Right-hand compartment
(High-density fraction)

Collecting bin

1.3 m

0.7 m

Figure 1 Schematic design of the laboratory-scale air table.

Feed zone

Side slope, �

End slope, �
Discharge end

Lower side

Higher side Air

Porous deck

Riffles

Inlet end

Lower end

Higher end

Left-hand compartment

Right-hand compartment

Collecting bin

Air

(Low-density fraction)

(High-density fraction)

Figure 2 Schematic diagram illustrating the principle of separation by air table.
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the deck (Figure 1), allow adjusting of the end slope, the side slope, the lon-
gitudinal vibration frequency, and the superficial velocity of the air.

4. PRINCIPLES OF AIR TABLING

The basic principles of air tabling hardly differ from those of wet ta-
bling. In operation, initially particles of the same size are discharged from
the hopper, and then are fed by the vibrating feeder onto the deck of air ta-
ble (Figure 1), creating a uniform bed over its surface. The eccentric drive
vibrates the deck in a side-to-side motion, along the direction of riffles, at
a frequency f (f can range from 0.09 to 13.33/s) with corresponding stroke
length of about 4.5 � 10�3 m. Simultaneously, the electric fan blows air up-
ward through the porous deck at a superficial velocity u (u can vary from one
to 4 m/s), (Figure 2).

The longitudinal vibration and airflow spread and lift the bed of particles
on the surface of the deck; then, as the bed falls, it is expanded and fluidized.
This stratifies the material according to density, causing the high-density
particles to settle on the deck and contact its surface, while the low-
density particles to float on top of the high-density ones (Figure 3). As the
eccentric drive vibrates the deck using a slow forward stroke and a rapid
return, the high-density particles move along the deck between the riffles,
uphill the end slope a towards the higher side (Figures 2 and 4).

High-density particles

Porous deck

Upward airflow

Riffles

Side slope, 

hr

Low-density particles

Figure 3 Vertical stratification of particles between rifles of air table (cross-section of
the side view of the deck).
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Subsequently, the high-density particles are flowed off the deck through
the higher side, which channels them downward to the discharge end, and
then drop into the right-hand compartment of collecting bin (Figure 2). On
the other hand, the low-density particles, which remain fluidized, drift down-
hill in the direction of the deck’s inclination due to gravitational pull and are
discharged from the deck at its lower end. The low-density fraction is then
collected in the left-hand compartment of the collecting bin (Figure 2).

The motion of a particle resting on the porous deck is primarily
depended upon the acceleration of the deck. However, the analysis of the
movement of solid materials along vibrating deck is not simple (Colijn,
1985), as it is influenced by many factors related to the deck movement
and material property. Figure 5 depicts a particle placed on an inclined

Upward airflow

Porous deck
Lower side

Higher side

End slope, �

Low-density particles

High-density particles

Figure 4 Arrangement of particles of different densities in porous deck due to longitu-
dinal vibration and upward airflow (cross-section of the front side of the deck).

Vibration
mg Air

Y

X

y

x

Ff

Qv

R

End slope,

Figure 5 Forces acting on a particle placed on a porous deck. Modified version of
Figure 1 of Taniguchi et al. (1962).
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porous deck, which is vibrated in a side-to-side motion. Suppose that the
inclined deck, which creates an angle a to the horizontal line, is moving
with a sinusoidal motion of a sin ut at an angle 4 to horizontal line
(Figure 5). Thus, the horizontal location X and vertical location Y of the
porous deck may be described mathematically by the following equations
(Taniguchi at al., 1962):

X ¼ a cosð4� aÞsin ut (1)

Y ¼ a sinð4� aÞsin ut (2)

Considering the first and the second derivation of Eqns (1) and (2) with
respect to time t, the velocity and acceleration of the deck in direction X and
Y respectively (Figure 5) are obtained and given below:

Vx ¼ dX
dt

¼ a u cosð4� aÞcos u t (3)

Vy ¼ dY
dt

¼ a u sinð4� aÞcos ut (4)

aD
x ¼ d2X

dt2
¼ �a u2 cosð4� aÞsin ut (5)

aD
y ¼ d2Y

dt2
¼ �a u2 sinð4� aÞsin ut (6)

where a is the displacement amplitude of vibration and u is the angular
velocity, which is related with the vibration frequency f of the deck by the
following formula:

u ¼ 2pf (7)

Hence, with the expressions of u (Eqn (7)), Eqns (5) and (6) become:

aD
x ¼ �4 aðpf Þ2 cos

�
4� a

�
sin
�
2pft

�
(8)

aD
y ¼ �4 aðpf Þ2 sinð4� aÞsinð2pftÞ (9)

On the other hand, the equations of motion of the particle on the porous
deck, in direction x and y, may be described as follows:

max ¼ m
dx2

dt2
¼ Ff � mg sin a (10)
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may ¼ m

�
dy2

dt2

�
¼ Qv þ R � mg cos a (11)

Where Ff is the frictional force, Qv is the reaction force, R is the lift force,
and m is the mass of particle. Suppose that the particle has a spherical shape,
then m is given as follows:

m ¼ rs$
pD3

6
(12)

Moreover, the reaction force is expressed by the following equation
(Taniguchi at al., 1962):

Qv ¼ mg cos a � maD
y (13)

With the expressions of aD
y (Eqn (6)), Eqn (13) becomes:

Qv ¼ m
�
g cos a � a u2 sin

�
4� a

�
sin
�
ut
��

(14)

The lift force R is the upward force that is exerted on a particle as it passes
through air. The lift produced from air flowing can be calculated from
Eqn (15):

R ¼ CLArg

�
u2

2

�
(15)

where rg is the density of air, u is the velocity of air, and A is the particle’s
area projected onto the horizontal plane that in case of a spherical particle
can be given as:

A ¼ p

�
D
2

�2

(16)

The coefficient CL in the Eqn (15) is the coefficient of lift, which de-
pends on the shape of the particle and the Reynolds number. No simple
relationship can be given for calculating the lift for a solid body, but the
theoretical coefficient of lift for a thin plate in two-dimensional flow at a
low angle of attack q, is given by Eqn (17):

CL ¼ 2p sin q (17)

In addition, the frictional force can be given as follows:

Ff ¼ mf
�
Qvþ R

�
; if ax < aD

x�
i:e:; the particle will move with the deck

� (18)
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or

Ff ¼ �mf
�
Qvþ R

�
; if ax > aD

x�
i:e:; the deck will slip away from the particle

� (19)

With the expressions of Ff (Eqn (18)), Qv (Eqn 14), R (Eqn (15)), and CL

(Eqn (17)), Eqn (10) becomes:

ax ¼
mf

�
m
�
g cos a � að2p f Þ2 sin

�
4� a

�
sin
�
2p f t

��þ 2p sinðqÞA rg

�
u2	

2

�

m

� ðg sin aÞ
(20)

Equation (20) mathematically describes the acceleration ax of a particle
on the porous deck at equilibrium conditions (i.e., the particle does not
move, as the balance of forces acting on it is zero), as a function of vibrating
frequency f, end slope a, mass of particle m, etc. Hence, since the motion of
the deck is reciprocating and asymmetrical, the particle may move in one
direction with the deck if its acceleration ap

x is higher than the one at equi-
librium condition (Eqn (20)), i.e., ap

x > ax.
The eccentric drive vibrates the porous deck in a side-to-side motion

creating an angle 4 (usually about 35�) with the horizontal line and displace-
ment amplitude of the vibration a, (Figure 5). The velocity u of the upward
airflow blown through the porous deck is supposed to be 1.8 m/s. The angle
q between the airflow and the particle is considered to be 90�.

In an air table as well as in a fluidized bed or pneumatic jig, the bed of
particles is lifted by the airflow. Lemaitre et al. (1990) studied theoretically
and experimentally the suspension height of a disc as a function of the
airflow through the table. Considering that the air distribution out from
the table is continues, the ejection speed from the porous deck is constant
and vertical as well as assuming that fluctuations are weak enough so that
the disc remains horizontal, he calculated the suspension height by the
following formula (Eqn (21)):

hp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p rg u2 r2

p

4 m g

s
(21)

Equation (21) indicated that the suspension height is primarily depen-
dent on the superficial air velocity u and the radius of particle rp.
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Moreover, the stratification of particle in an air table is similar to the strat-
ification of particle in a fluidized bed or pneumatic jig. When the superficial air
velocity, u, is zero (i.e., air is not passing thought the porous deck), the particle
weight is entirely supported by the deck. However, when the air is forced
through the porous deck of air table and the bed of particles, the bed expan-
sion eventually occurs when the superficial velocity of the airflow reaches a
so-called minimum fluidizing value. At this point the weight of the bed of
particles is fully supported by the aerodynamic drag force produced by the
air (Galvin et al., 1999). The superficial velocity of air at minimum fluidizing
conditions, umf, for coarse particles is expressed as follows (Kunii et al., 1991):

umf ¼
�

m

D$rg

�

�
8<
:
2
4823:69 þ 0:0494

0
@D3rg

�
rs� rg


g

m2

1
A
3
5

1=2

� 28:7

9=
;

(22)

Equation (22) points out that the minimum fluidizing velocity (umf) de-
pends on the size (D) and the density of particle (rs), density of air (rg), and
air absolute viscosity (m). Furthermore, increasing the superficial velocity of
airflow more than umf value, the basic premise is that the low-density par-
ticles will be caught in the upward current of air and carried with the air,
while the high-density ones will drop down, unable to be supported by
the air current. However, to avoid the carryover of particles from the
bed, the superficial velocity of air should be kept between the minimum
fluidizing velocity umf , and the terminal velocity of particles ut (Kunii
et al., 1991). Haider and Levenspiel, (1989), presented the following equa-
tion (Eqn (23)) for direct evaluation of the terminal velocity ut of coarse
particles:

ut ¼ u�t

2
4m
�

rs � rg


g

r2
g

3
5

1=3

(23)

Where u�t was defined as a dimensionless air velocity and calculated as
follows:

u�t ¼
"

18

ðD�Þ2 þ
2:335 � 1:744 fs

ðD�Þ0:5

#�1

0:5 < fs < 1 (24)
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Accordingly, u�t (Eqn (24)) depended on D�, a dimensionless particle size
that was calculated by the following equation (Eqn (25)):

D� ¼ D

2
4rg

�
rs � rg


g

m2

3
5

1=3

(25)

Note that u�t (Eqn (24)) is also related to the one-parameter measure
called the sphericity fs. Sphericity was defined as the ratio of the surface
area of a sphere of volume equal to that of the particle, to the surface area
of the particle (Kunii et al., 1991; Foust et al., 1980), and was given as fol-
lows (Eqn (26)):

fs ¼
�

surface area of sphere
surface area of particle

�
of same volume

(26)

Figure 6 shows a three-dimensional plot of umf (Eqn (22)) as a function
of particle size (D ranged from 0 to 8 mm), and density (rsvaried from 900
to 1400 kg/m3). The minimum fluidizing velocity increases sharply with
increasing particle size and, to a lesser extent, with increasing density,
(Figure 6). Therefore, processing particles of a narrow range of density
and/or of a wide range of size will affect the separator’s performance, since
the minimum fluidizing velocities of the particles do not differ much.
Hence, in order to obtain a satisfactory separation of a mixture by means
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Figure 6 A three-dimensional plot of minimum fluidizing velocity, umf , as a function of
particle size D, and density rs as air tabling; (g ¼ 9.81 m/s2; rg ¼ 1:2 kg=m3;
m ¼ 1.8 � 10�5 Pa s).
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of air table, the size range of materials to be processed and the superficial air
velocity should be carefully controlled. This is important because the up-
ward airflow should lifts up only the low-density particles, whereas the
high-density ones should remain settled on the deck.

In order to further clarify the phenomenon, the range of particle size,
which can be separated by air table, has been calculated. Suppose, for
instance, that two particles “a” and “b” with “a” being denser than “b”, hav-
ing different settling velocities, are placed in an upward airflow. If the veloc-
ity of the air is adjusted between the terminal velocities of the two particles,
stratification will occur. However, if the particle size range of two particles is
wide, the terminal velocity of the largest particle “b” may be greater than the
one of the smallest particle “a”, and hence no complete stratification and
eventually no effective separation is likely to be completed. Assuming tur-
bulent flow, the particle size range of particles, which can be effectively sepa-
rated, was calculated by recognizing the occurrence of the equality of the
terminal velocities of particles “a” and “b” (Foust et al., 1980). Hence:

DMin
a

DMax
b

>

"
rb � rg

ra � rg

#
(27)

Consequently, in order to achieve a satisfactory separation of a mixture
by means of air table it is important to carefully control the size range of par-
ticles to be processed.

5. CASE STUDY: AIR TABLING OF PVC/PP MIXTURE

Although the air tabling seems simple, the study on performance and
optimization of air table is not an easy task, as there are five main operating
variables that simultaneously affect the performance of air table. Thus, the set
of experiments is concerned with developing an understanding of the effects
of varying superficial velocities of the upward airflow u, longitudinal
vibrating frequency f, end slope a, side slope b, height of riffles hr, and
feed flow rate w respectively. Subsequently, the effects of these variables
upon separation efficiency are demonstrated experimentally.

The experiments are carried out on 50/50% artificial mixtures of poly-
vinyl chloride (PVC), (density of PVC: 1400 kg/m3) and polypropylene
(PP), (density of PP: 900 kg/m3). Initially, the mixture is shredded, and clas-
sified by size using a series of screens. For the reasons that stem from the
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analysis presented above (Eqn (27)), only �2.38 þ 1.63 mm (�6 þ 8 mesh)
size fraction is subject to air tabling.

The experiments are performed in a laboratory-scale operation with
the air table. Except where stated otherwise, during each test a sample
of approximately 0.20 kg is processed creating a feed flow rate of
41.4 (kg/h)/m2. A splitter cuts the product stream at the discharge end
producing only two fractions. Thus, part of product stream, i.e., low-
density fraction, is entered the left-hand compartment of collecting bin,
while the remaining part (i.e., high-density fraction) is channelled into
the right-hand compartment (Figures 1 and 2). At the end of each exper-
iment, the individual separated fractions are collected and weighed. Then,
the evaluations of the separation for the two-component mixture are made
in terms of grade (%), recovery (%), and total efficiency of separation (%).

5.1 Variation in Superficial Air Velocity
In this series of tests the superficial air velocity is the variable and ranges from
1.1 to 2.8 m/s. The other variables of the operation are kept constant at the
following values: longitudinal vibrating frequency of 11.95/s; end slope of
4.5�; side slope of 2.5�; height of riffles of 7.0 � 10�3 m. Table 1 gives
the numerical results of the tests.

Results presented in Table 1 and Figure 7 make clear that the variation in
superficial velocity of air greatly affects the total efficiency of separation. The
higher is the velocity of air, the higher becomes the recovery of the PP par-
ticles collected in the left-hand compartment and the lower becomes the

Table 1 Results for separation of PVC/PP mixture. Superficial air velocity is the
variable; (experimental conditions: PVC/PP mixture (50/50%); D ¼�3.36þ 2.38 mm;
f¼ 11.95/s; a ¼ 4.5�; b¼ 2.5�; hr ¼ 7.0� 10�3 m; w¼ 41.4 (kg/h)/m2)

Test
No.

Superficial
air velocity
(m/s)

PP fraction
left-hand

compartment

PVC fraction
right-hand

compartment
Total
efficiency
(%)

Grade
(%)

Recovery
(%)

Grade
(%)

Recovery
(%)

83 1.1 96.91 7.81 45.83 94.21 7.36
112 1.4 99.05 56.33 88.09 94.43 53.19
110 1.8 95.84 96.70 99.90 97.70 94.46
79 2.2 95.25 96.57 94.01 69.46 67.08
80 2.5 79.72 97.97 94.60 31.28 30.65
81 2.8 68.21 98.82 91.84 12.00 11.86
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recovery of the PVC ones collected in the right-hand compartment
(Table 1). This behaviour is due to the fact that with increasing superficial
air velocity more particles (especially the low-density ones) are suspended
above the deck and collected as low-density fraction into the left-hand
compartment of collecting bin. Table 1 shows that the recovery of collected
PP fraction increased from 7.81% to 98.82% in going from low (1.1 m/s) to
high (2.8 m/s) superficial air velocity. It is important to note that the upward
airflow with a velocity higher than 2.8 m/s tends to raise all the particles off
the deck, destroying any stratification effect and making the separation of the
mixture an extremely difficult task. On the contrary, the lower is the veloc-
ity of air, the greater becomes the mass of the high-density fraction of PVC
collected into the right-hand compartment (Table 1). In turn, the grade of
PP, collected in the left-hand compartment, is increased (Table 1). Table 1
also shows that the recovery of collected PVC fraction increases from 12.0%
to 94.2% in going from high (2.8 m/s) to low (1.1 m/s) superficial air veloc-
ity, reaching its peak of 97.7% at 1.8 m/s. Nevertheless, superficial air veloc-
ity lower than 1.1 m/s, caused the bed of particles to be sluggish and
accumulate at the higher end of the deck (Figure 2).

Referring to data given in Figure 7, the total efficiency of separation rises
from 7.36% and reaches its peak at 94.46%, in going from low (1.1 m/s) to
high (1.8 m/s) superficial air velocity. Thus, the experimental results
demonstrate that the optimal value of superficial velocity of air (i.e.,
1.8 m/s) is higher than the velocity of air required for minimum fluidizing
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Figure 7 Total separation efficiency of PVC/PP mixture (50/50%), showing the effect of
superficial air velocity; (experimental conditions: particle size ¼�3.36 þ 2.38 mm;
a ¼ 4.5�; b ¼ 2.5�; f ¼ 11.95/s; hr ¼ 7.0 � 10�3 m; w ¼ 41.4 (kg/h)/m2).
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condition of low-density particles of PP (i.e., umf(PP) ¼ 1.26 m/s) but similar
to the one required for minimum fluidizing condition of high-density par-
ticles of PVC (i.e., umf(PVC) ¼ 1.60 m/s). It is important to note that the
values of superficial air velocity at minimum fluidizing condition are calcu-
lated by using Eqn (22). Indeed, this optimal value of the velocity of the up-
ward airflow creates the basic premise for low-density materials to be caught
in an upward current of air and carried with it, while the high-density frac-
tion to remain in close contact with the surface of the deck, as are unable to
be supported by the air current.

5.2 Variation in Longitudinal Vibrating Frequency of the
Deck

The effects of changes in longitudinal vibrating frequency of the deck f on
the total efficiency of separation is studied by ranging f from 6.21 to 12.55/s
with corresponding stroke length of 4.5 � 10�3 m. The other operating var-
iables are maintained at the following constant values: superficial air velocity
of 1.8 m/s; end slope of 4.5�; side slope of 2.5�; height of riffles of
7.0 � 10�3 m. Values of the total efficiency corresponding to the separation
at various vibrating frequencies shown in Figure 8 are listed in Table 2
together with other results of separation.
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Figure 8 Total separation efficiency of PVC/PP mixture (50/50%), showing the
effect of longitudinal vibration frequency of deck; (experimental conditions:
particle size ¼�3.36 þ 2.38 mm; u ¼ 1.8 m/s; a ¼ 4.5�; b ¼ 2.5�; hr ¼ 7.0 � 10�3 m;
w ¼ 41.4 (kg/h)/m2).
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Considering the results, no separation is observed at the longitudinal
vibrating frequency of 6.21/s or lower, as the PVC particles in contact
with the deck shift towards the lower side and fall into the left-hand
compartment (Figure 2) contaminating the low-density fraction (Table 2,
Figure 8). Indeed, at f ¼ 6.21/s, the recovery of PVC fraction in right-
hand compartment is 1.86%, while the grade of PP fraction in left-hand
compartment is 68.69%. Moreover, when the vibrating frequency increases,
more PVC particles (i.e., particles closest to the deck) are directed towards
the higher side of the deck. In turn, the recovery of PVC fraction increases,
reaching its peak of 97.70% at 11.95/s (Table 2).

Data tabulated in Table 2 demonstrate that the effect of vibrating fre-
quency on the recovery of PP particles is irrelevant, because those particles
are not in direct contact with the surface of the deck due to the fluidizing
effect of the upward airflow. Indeed, the recovery of PP slightly changes
from 86.87% to 96.70% in going from 7.05 to 11.95/s. Moreover, data
plotted in Figure 8 show that the total efficiency of separation rises from
7.36%, reaching its peak at 94.46% in going from low (6.21/s) to high
(11.95/s) longitudinal vibration frequency. However, when the vibrating
frequency is higher than 11.95/s no further improvements on total effi-
ciency of separation are observed (Figure 8). This is due to the fact that at
higher frequencies, the jump height of the particles in direct contact with
the surface of deck is increased. As a result, the recovery of PVC and the

Table 2 Results for separation of PVC/PP mixture. Longitudinal vibrating frequency
is the variable; (experimental conditions: PVC/PP mixture (50/50%);
D ¼�3.36 þ 2.38 mm; u ¼ 1.8 m/s; a ¼ 4.5�; b ¼ 2.5�; hr ¼ 7.0 � 10�3 m;
w ¼ 41.4 (kg/h)/m2)

Test
No.

Vibrating
frequency
(1/s)

PP fraction
left-hand

compartment

PVC fraction
right-hand

compartment
Total
efficiency
(%)

Grade
(%)

Recovery
(%)

Grade
(%)

Recovery
(%)

91 6.21 68.69 88.12 32.29 1.86 1.64
90 7.05 93.40 86.87 50.42 5.15 4.47
89 8.15 94.84 88.97 74.95 25.04 22.28
88 8.97 96.83 91.97 77.01 35.11 32.29
87 10.12 96.82 92.16 84.15 37.67 34.72
86 11.16 96.99 94.13 92.22 55.07 51.84
110 11.95 95.84 96.70 99.90 97.70 94.46
108 12.55 87.03 97.51 98.80 72.58 70.77
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grade of PP decrease, as more PVC particles overflow the riffles and contam-
inate the collected low-density fraction of PP (Table 2). It can be concluded
that the longitudinal vibrating frequency of the deck has a pronounced in-
fluence on the total efficiency of separation.

5.3 Variation in Slope of the Deck
(End Slope and Side Slope)

Initially, the effect of the end slope a (Figure 2) is studied over a range of
0.0–8.0�, with other variables held constant at the following values: super-
ficial air velocity of 1.8 m/s; longitudinal vibrating frequency of 11.95/s;
side slope of 2.5�; height of riffles of 7.0 � 10�3 m.

Figure 9 depicts a plot of total efficiency against the end slope of the
deck. It shows that the highest efficiency (i.e., 94.46%) is achieved while
the end slope is set at 4.5�. Moreover, Table 3 shows a summary of exper-
imental results of the tests. Indeed, an end slope higher than 4.5� decreases
the total efficiency of separation (Figure 9) and the grade of the collected PP
fraction, as more PVC particles are directed towards the lower side of the
deck and collected into the left-hand compartment of collecting bin
contaminating the PP fraction (Table 3). On the contrary, the lower is
the end slope, the higher becomes the recovery of PVC particles (Table 3),
as more particles are directed towards the higher side of the deck (Figure 2).
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Figure 9 Total separation efficiency of PVC/PP mixture (50/50%), showing the effect of
end slope; (experimental conditions: particle size ¼�3.36 þ 2.38 mm; u ¼ 1.8 m/s;
f ¼ 11.95/s; b ¼ 2.5�; hr ¼ 7.0 � 10�3 m; w ¼ 41.4 (kg/h)/m2).
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Thus, an increase in end slope results in a shift of materials towards the lower
end of the deck, whereas a decrease in end slope results in a shift towards the
higher end.

Experimental data indicate that the recovery of PVC fraction increases
from 97.70% to 98.59% in going from 4.5 to 2.5� end slope (Table 3). How-
ever, an end slope lower than 3.5� also caused the accumulation of the low-
density particles at the higher end of the deck. This is due to the fact that at a
low end slope the direction of gravitational pull of the particles, lifted by the
upward airflow (i.e., PP particles), changes in such a direction that they fall
to the right-hand compartment of collecting bin contaminating the high-
density fraction. In turn, the efficiency of separation process sharply de-
creases (Figure 9). Nevertheless, this set of tests indicates that variation in
end slope affects, to a large extent, the direction of travel of the high-
density particles suggesting that an efficient separation is accomplished at
an end slope of 4.5�.

Table 4 and Figure 10, on the other hand, show the experimental results
in a series of tests in which the side slope b varies from 0.0 to 8.0�, while the
other variables are kept constant at the following values: superficial air veloc-
ity of 1.8 m/s; longitudinal vibration frequency of 11.95/s; end slope of
4.5�; height of riffles of 7 � 10�3 m.

Considering the results presented in Table 4, the recovery of PP frac-
tion slightly increases with increasing side slope. Indeed, the recovery of
PP increases from 92.86% to 99.73% in going from 0.0 to 8.0� side slope.
However, a very steep side slope (let us say more than 5�) resulted in a

Table 3 Results for separation of PVC/PP mixture. End slope is the variable;
(experimental conditions: PVC/PP mixture (50/50%); D ¼�3.36 þ 2.38 mm;
u ¼ 1.8 m/s; f ¼ 11.95/s; b¼ 2.5�; hr ¼ 7.0 � 10�3 m; w ¼ 41.4 (kg/h)/m2)

Test
No.

End
slope (�)

PP fraction left-hand
compartment

PVC fraction right-hand
compartment Total

efficiency
(%)Grade (%) Recovery (%) Grade (%) Recover (%)

119 0.0 97.37 22.84 66.67 99.50 22.73
112 2.5 96.95 64.22 80.59 98.59 63.32
113 3.0 97.13 70.92 93.61 98.04 69.53
114 3.5 96.41 72.17 93.51 98.00 70.72
111 4.0 96.70 87.77 98.11 97.91 85.94
110 4.5 95.84 96.70 99.90 97.70 94.46
115 5.0 87.48 99.63 99.74 57.16 56.95
118 8.0 49.96 99.98 0.00 0.00 0.00
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decrease of the total efficiency of separation to less than 8.17% (Figure 10).
This is due to the fact that an increase in the side slope tends to decrease the
residence time of particles on the deck and thus directs more high-density
particles of PVC to the left-hand compartment of the collecting bin

Table 4 Results for separation of PVC/PP mixture. Side slope is the variable;
(experimental conditions: PVC/PP mixture (50/50%); D ¼�3.36 þ 2.38 mm;
u ¼ 1.8 m/s; f ¼ 11.95/s; a ¼ 4.5�; hr ¼ 7.0 � 10�3 m; w ¼ 41.4 (kg/h)/m2)

Test
No.

Slide
slope (�)

PP fraction left-hand
compartment

PVC fraction right-hand
compartment Total

efficiency
(%)Grade (%) Recovery (%) Grade (%) Recover (%)

120 0.0 88.07 58.61 90.91 47.23 27.68
54 1.9 88.68 95.15 93.60 68.55 65.23
98 2.3 90.46 95.22 94.69 71.61 68.18
110 2.5 95.84 96.70 99.90 97.70 94.46
99 3.5 80.18 97.98 95.50 44.63 43.73
100 4.5 72.94 98.87 96.18 20.28 20.05
101 5.0 71.40 98.36 96.91 8.31 8.17
102 6.0 71.71 98.21 97.14 8.23 8.09
103 7.0 68.50 99.65 97.44 8.12 8.09
104 8.0 66.74 98.73 97.88 7.92 7.82
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Figure 10 Total separation efficiency of PVC/PP mixture (50/50%), showing the effect
of side slope; (experimental conditions: particle size ¼�3.36 þ 2.38 mm; u ¼ 1.8 m/s;
f ¼ 11.95/s; a ¼ 4.5�; hr ¼ 7.0 � 10�3 m; w ¼ 41.4 (kg/h)/m2).
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contaminating the low-density fraction of PP (Table 4). Reduction of the
side slope, conversely, enhances the separation efficiency as the residence
time of particles on the deck increases. Experimental data indicate that
the recovery of PVC fraction increases from 8.31% to 97.70% in going
from 5.0 to 2.5� side slope (Table 4). However, a side slope lower than
2.5� makes the sliding or rolling motion of particles difficult. In turn, the
recovery of PVC and PP (Table 4), as well as the total efficiency of sepa-
ration decrease (Figure 9), since more particles are retained on the deck.
Therefore, side slope should be set to the minimum at which it is possible
to achieve good distribution of materials on the deck of the air table. The
experimental results suggest that a side slope of 2.5� is suitable for achieving
the highest separation efficiency (Figure 9).

Subsequently, the experimental data, depicted in Figures 9 and 10, are
combined together with other experimental results of air tabling of more
than 25 samples processed separately at varying end slope and side slope.
The results are then plotted in Figure 11. Figure 11 shows the surface plot
and the distribution of contour lines of the variation in “total separation effi-
ciency” as a function of the “end slope” and the “side slope”. These plots are
three-dimensional representations of the experimental data that are displayed
with combination of “end slope,” “side slope” and “total separation effi-
ciency” values. Contours define lines of constant “total separation efficiency”;
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Figure 11 Surface plot (at the bottom) and contour lines (at the top) of variation in total
efficiency as a function of end slope and side slope of the deck; (experimental condi-
tions: PVC/PP mixture (50/50%); particle size ¼�3.36 þ 2.38 mm; u ¼ 1.8 m/s;
f ¼ 11.95/s; hr ¼ 7.0 � 10�3 m; w ¼ 41.4 (kg/h)/m2).
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or in other words, lines of constant values of total efficiency, across the extent
of the “map” of the end slope and the side slope values.

Figure 11 shows that variation in the side slope and particularly in the
end slope have a pronounced effect on the total separation efficiency of
PVC/PP mixture. It also shows that the process for separating this specific
mixture is a very difficult task if performed with an end or side slope higher
than 6�. Moreover, it can clearly be seen that the total efficiency reaches its
peak, while the end slope and side slope are set up at 4.5 and 2.5� respec-
tively (Figure 11).

5.4 Variation in Height of Riffles
Riffles are added to the deck for three purposes: (1) to build a deeper bed of
particles, (2) to prevent the high-density particles from contaminating the
low-density fraction, and (3) to increase the residence time of materials on
the deck. With this in mind, the other studied variable is a constructive
parameter of the design, named as height of riffles hr. Hence, the porous
deck is fitted with riffles of 4.5 � 10�3 (i.e., original design), 7.0 � 10�3

or 10.0 � 10�3 m high respectively, and the experiments are carried out
at superficial air velocity of 1.8 m/s; longitudinal vibrating frequency of
11.95/s; end slope of 4.5�; and side slope of 2.5�.

The way in which the separation results of PVC/PP mixture are
affected, as the height of riffles varies, is recorded in Table 5. Moreover,
the variation in the total separation efficiency of PVC/PP mixture with
changes in the height of riffles is shown in Figure 12. It was found that
the deck fitted with riffles of 7.0 � 10�3 m high ensures higher total effi-
ciency than the one fitted with riffles of 4.5 � 10�3 m high. This is due
to the fact that riffles of 7.0 � 10�3 m high are suitable to retain more

Table 5 Results for separation of PVC/PP mixture. Height of riffles is the variable;
(experimental conditions: PVC/PP mixture (50/50%); D ¼�3.36 þ 2.38 mm;
u ¼ 1.8 m/s; f ¼ 11.95/s; a ¼ 4.5�; b ¼ 2.5�; w ¼ 41.4 (kg/h)/m2)

Test No.

Height
of riffles
(�10�3 m)

PP fraction left-hand
compartment

PVC fraction right-hand
compartment Total

efficiency
(%)Grade (%) Recovery (%) Grade (%) Recovery (%)

106 4.5 83.85 85.12 73.47 53.75 45.75
110 7.0 95.84 96.70 99.90 97.70 94.46
107 10.0 97.49 91.42 97.09 97.06 88.74
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high-density particles (i.e., PVC particles) on the deck, thus preventing
them from being reported to the left-hand compartment of the collecting
bin, and at the same time insuring their movement towards the higher side
(Figure 2).

Experimental results indicate that the recovery of PVC and grade of PP
increase from 53.75% to 97.70% and 83.85–95.84% respectively in going
from 4.5 to 7.0 � 10�3 m high riffles (Table 5). However, at the given
experimental conditions, riffles higher than 7.0 � 10�3 m (i.e.,
10.0 � 10�3 m) hold back also the low-density particles (i.e., PP particles).
As a result, the total efficiency decreases, since the recovery of PP and grade
of PVC also decrease (Table 5, Figure 12). Considering the results, riffles of
7.0 � 10�3 m high are suitable to be employed for the separation of this spe-
cific mixture (Table 5, Figure 12).

5.5 Variation in Feed Flow Rate
The capacity of a separator (such as air table) is directly proportional to (1)
the cross-sectional area of the separating device, Ad; (2) the rising velocity
of fluid; and (3) the solid contend in the separator intake (Gaudin, 1939).
Hence,

C ¼ acAduhrs (28)
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Figure 12 Total separation efficiency of PVC/PP mixture (50/50%), showing the effect
of height of riffles; (experimental conditions: particle size ¼�3.36 þ 2.38 mm;
u ¼ 1.8 m/s; f ¼ 11.95/s; a ¼ 4.5�; b ¼ 2.5�; w ¼ 41.4 (kg/h)/m2).
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in which C is the tonnes of solid per hour, Ad the cross-sectional area (such
as surface area of the porous deck), u velocity of fluid, h the percentage of
solid by volume, r the density of solids, and ac the constant (usually
ac ¼ 0.278) required to secure C in terms of tonnes of solid per hour
(Gaudin, 1939). Nevertheless, the actual capacity for any separation can only
be fully determined by test work (Burt, 1984).

Following, the effect of changes in feed flow rate w on the total efficiency
of separation is studied by ranging w from 41.4 to 68.2 (kg/h)/m2. This is
accomplished by varying the mass of sample introduced into the porous
deck (surface area of 0.1216 m2) from 0.25 to 0.41 kg, while the operation
time of the air table remains constant at 180 s (i.e., 0.05 h). The other oper-
ating variables of air table are kept at following constant values: superficial air
velocity of 1.8 m/s; longitudinal vibrating frequency of 11.95/s; end slope of
4.5�; side slope of 2.5�; height of riffles of 7.0 � 10�3.

The way in which the separation results of PVC/PP mixture are affected, as
the feed flow rate varies, is recorded in Table 6. Moreover, the variation in the
total separation efficiency of PVC/PP mixture with changes in the feed flow
rate is shown in Figure 13. Considering the results, the separation efficiency
decreases with rising feed flow rate. This behaviour is due to the fact that with
increasing feed flow rate, the volume of bed of particles also increases, leading
to worsening the stratification of the particles. As a result, more high-density
particles of PVC overflow the riffles and less low-density particles of PP flow
on the top of the bed of materials, as they are “trapped” inside the bed. A look
at Table 6 shows that the recovery of PVC fraction (collected in the right-
hand compartment) drops from 97.70% to 63.08%, and recovery of PP frac-
tion (collected in the left-hand compartment) decreases from 96.70% to
80.93%, in going from 41.4 to 68.2 (kg/h)/m2. Consequently, the experi-
mental results indicate that the feed flow rate should be controlled carefully.

Table 6 Results for separation of PVC/PP mixture. Feed flow rate is the variable
(experimental conditions: PVC/PP mixture (50/50%); D ¼�3.36 þ 2.38 mm;
u ¼ 1.8 m/s; f ¼ 11.95/s; a ¼ 4.5�; b ¼ 2.5�; hr ¼ 7 � 10�3 m)

Test
No.

Feed rate
((kg/h)/m2)

PP fraction left-hand
compartment

PVC fraction right-hand
compartment

Total
efficiency
(%)

Grade
(%)

Recovery
(%)

Grade
(%)

Recovery
(%)

110 41.4 95.84 96.70 99.90 97.70 94.46
116 60.0 70.15 85.55 86.96 69.97 59.85
117 68.2 68.98 80.93 77.84 63.08 51.05
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The best separation occurs when the feed flow rate is as low as possible, while
maintaining a full cover of particles on the deck.

6. PERFORMANCE CURVE OF AIR TABLING

The air tabling is a dry gravity separation technique whereby particles of
mixed sizes, or different densities are separated from each other due to the dif-
ferential settling in an upward airflow and under the effect of a vibrating ac-
tion. The performance curve is, therefore, used to quantify the separation by
air table. It relates the total efficiency of separation to the respective density
differential between components of the mixture. Hence, various 50/50%
mixtures, composed of materials of known density (Table 7), are sorted in
only two density fractions by means of air table. During each test, samples
of similar shape and 2.38–3.36 mm in size are processed. Next, each separated
fraction discharged from the air table is collected to measure the mass and
calculate the total efficiency. Thus, the points for the performance curve
are then determined, knowing the difference in density between the compo-
nents of the binary mixtures taken under investigation. For density differential
ranges from 10 to 7560 kg/m3, Figure 14 shows the performance curve of air
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Figure 13 Total separation efficiency of PVC/PP mixture (50/50%), showing the effect of
feed flow rate; (experimental conditions: particle size¼�3.36þ 2.38 mm; u¼ 1.8 m/s;
f¼ 11.95/s; a¼ 4.5� ; b¼ 2.5�; hr ¼ 7.0� 10�3 m).
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tabling. The performance curve expresses the separation efficiency as a func-
tion of the density differential on logarithmic scale.

Figure 14 clearly shows that the efficiency of separation increases with
increasing density differential between components of the mixture being
processed. As a general rule, the performance curve indicates that sharp sep-
arations (i.e., efficiency higher than 90%, which corresponds to a grade
higher than 90%) are achieved, if there is a difference in density of at least
450 kg/m3. Obviously, with a composition of particles of a wider density
range the results improve, while they get worse if the composition is
more restricted.

Table 7 Composition of various binary mixtures (size fraction: 3.36 þ 2.38 mm)

Mixtures (50/50%) Density, rs (kg/m3)

Differences in
density (kg/m3)

Total
efficiency (%)

Component “a”/
component “b”

Component
“a”

Component
“b”

Copper/PVC 8960 1400 7560 99.9
Aluminum/ABS 2702 1060 1642 99.0
PVC/PP 1400 900 500 96.1
PET/PP 1350 900 450 92.5
PVC/ABS 1400 1060 340 46.0
PET/PS 1350 1050 300 36.0
ABS/PP 1060 900 160 28.1
PE/PP 960 900 60 25.7
PVC/PET 1400 1350 50 25.8
ABS/PS 1060 1050 10 25.0
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Figure 14 Performance curve of air tabling.
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GLOSSARY

Selectivity Characteristics of a membrane to differentiate among various components.
Stage cut Parameter which defines the fraction of the feed stream which permeates through

the membrane.
Pressure ratio Dimensionless parameter which describes the ratio of the total feed pressure

to the total permeate pressure.
Retentate The part of the feed stream, which is rejected by the membrane, and leaves the

module without passing the membrane on the high pressure side.
Permeate The part of the feed stream, which passes the membrane and leaves the module

on the low pressure side.
Recovery The ratio of the amount of a product, enriched in a useful product stream, to the

total amount of this component in the feed stream.
Permeability Parameter for the trans-membrane flux per unit driving force per unit mem-

brane thickness.
Permeance The trans-membrane flux per unit driving force.

NOMENCLATURE

INDICES

D Diffusivity m2/s
Ea Activation energy J/kmol
_n00 Specific mole flow kmol/m2/s
P Permeability Barrer
S Solubility kmol/m3/bar
T Temperature K
x Mole fraction e
y Mole fraction e
d Membrane thickness mm
DHL Heat of solution J/kmol
P Permeance GPU
F Pressure ratio e
Q Stage cut e

i, j, k Component i, j, k
0 Standard conditions
F Feed
P Permeate
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1. INTRODUCTION

In recent decades, next to conventional technologies, such as physical
adsorption, chemical or physical absorption and cryogenic fractioning, and
membrane processes have become an industrial alternative for gas separation.
For separation tasks with moderate flow rates and moderate purities, gas
permeation is the state-of-the-art technology in many cases. Compared to
conventional techniques, gas permeation processes are characterized by a
simple, flexible, and compact design. Table 1 shows a detailed collection
of advantages and drawbacks of gas permeation processes.

This chapter gives a condensed overview of the basics of gas permeation
processes. Both the design and operation of membrane modules as well as
approaches for process design are described. Examples of industrial mem-
brane gas separation processes illustrate the application. Detailed information

Table 1 Advantages and drawbacks of membrane gas separation processes in
comparison to conventional techniques (Favre 2011)

Advantages Drawbacks

D Operating flexibility causing
membranes to tolerate
fluctuating feed conditions
without losing quality

D Low energy requirement and/
or high energy efficiency
leading to low operating costs

D Absence of chemicals, make-up
and solvent emissions

D Easy start-up and shut-down
D No moving parts and minimal

maintenance and operator
attention

D Modular design, easy to scale
up when increased capacity is
required

D Small footprint and compact
system (advantage for offshore
applications)

D Minimal utilities required, easy
to control, simple sensors
required (pressure,
temperature, and flow rate)

- No economies of scale due to
modular design, penalty for
large-scale applications

- Pretreatment can be heavy, and,
in some cases, as expensive as the
costs of the modules

- Sensitivity to chemical
compounds

- Requires a high-quality energy
source (electrical energy for
compression), whereas
absorption processes can use
low-quality energy such as heat
(often heat excess in chemical
processes)
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about gas separation processes can be found in Baker (2004), Drioli (2010,
2011), Favre (2011), Melin 2007), Merkel 2010), Mulder (1996), Nunes
(2006), Ohlrogge (2006), and Yampolskii (2010). Yampolskii reports partic-
ularly on membrane materials for gas permeation Yampolskii (2006).

2. MEMBRANE MODULES FOR GAS SEPARATION

2.1 Module Construction
To use membranes in technical processes, the membrane material has

to be assembled into a manageable, custom-designed membrane configura-
tion. This membrane configuration is called the membrane module which is
the main building block of a membrane plant. In a membrane module, the
feed stream is separated into a concentrate stream (retentate) rejected by the
membrane and a filtrate stream (permeate) passing through the membrane.

Membrane modules for gas separation applications are generally designed
as 3-end modules with one inlet-stream and two outlet streams; 4-end
modules are used for applications with an additional sweep stream in the
permeate.

For gas separation module development, the following requirements
have to be taken into account:
• uniform fluid flow without dead zones
• mechanical, chemical, and thermal stability
• high packing density (ratio of membrane area and module volume)
• cost-efficient production
• low pressure losses.

Based on these requirements and on the availability of the membranes in
terms of flat sheet and hollow fibre membranes, three types of membrane
modules are used for gas separation processes. Hollow fibre membranes
are attached to hollow fibre modules and flat sheet membranes to spiral
wound or envelope type modules. Table 2 compares the module properties
of these three module types. Table 3 gives information about industrial gas
separation membrane suppliers.

2.1.1 Hollow Fibre Modules
Hollow fibres with an outer diameter between 80 and 500 mm are usually
arranged in parallel in a pressure pipe. Some module suppliers apply a
chaotic fibre arrangement to introduce turbulent flow on the shell side
of the module. Hence, the boundary layers on the shell side are reduced.
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The capillaries are bedded in resin for sealing against the inlet and outlet
sides (Figure 1).

The most important advantage of hollow fibre modules is their high pack-
ing density which is up to 10,000 m2/m. However, the modules are prone to
impurities and pressure losses, due to the small fibre diameter. Feed pressures
up to 15 bar lumen-sided and 70 bar shell-sided can be applied.

2.1.2 Spiral Wound Modules
For a spiral wound module, one or several membrane envelopes combined
with a spacer are spirally wrapped around a permeate collecting pipe. The
membrane envelope is built up of two membrane sheets with a permeate

Table 2 Key characteristics of the three major types of modules used for industrial
applications of gas separation processes (Drioli 2010)

Hollow fibre Spiral wound Envelope

Packing density (m2/m3) 500e10,000 200e1000 30e500
Approximate are per module (m2) 300e600 20e40 5e20
Pretreatment requirement High Fair Minimal
Resistance to fouling Poor Fair Good
Pressure drop High Fair Low
Flow distribution Good Moderate Fair
Manufacturing costs Low Medium High

Table 3 Membrane suppliers and their membrane module characteristics for gas
permeation processes (Scholz 2013)

Supplier Module type Polymer

Air liquide medal Hollow fibre Polyimide, polyaramide
Air products Hollow fibre Polysulfone
Borsig Envelope Polyethylene oxide
Evonik Hollow fibre Polyimide
IGS generon membrane

technology
Hollow fibre Tetrabromide

polycarbonate
Kvaerner membrane

systems
Spiral wound Cellulose acetate

MTR Inc. Spiral wound Perfluoro polymer,
silicone rubber

Parker Hollow fibre Polyphenylene oxide
Praxair Hollow fibre Polyimide
UBE membranes Hollow fibre Polyimide
UOP Spiral wound Cellulose acetate
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spacer in-between. The envelope is sealed on three sides and the fourth,
open side is connected to the collecting pipe. The module is placed inside
a tubular pressure vessel. The feed gas enters the module at the end wall
and passes axially through the module. Meanwhile, the permeate streams
spirally through the spacer to the collecting pipe (Figure 2).

The permeate flow path to the collecting pipe might be very long which
causes significant pressure losses. These pressure losses can be reduced by
using multiple short envelopes.

2.1.3 Plate and Frame Modules
For gas separation applications, the envelope type module, as a further
development of a classical plate and frame module, is used. Two circular
membrane sheets are glued onto the brink with a spacer in-between to
form the envelopes. A centered bore hole is inserted for a permeate collec-
tion from the inner envelope area. In alternation with seals, the membrane
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Figure 2 Spiral wound module.
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Figure 1 Hollow fibre module.
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envelopes are pushed onto a collecting pipe. For flow conduction, deflec-
tion sheaves are added, whereby the feed flow velocity can be kept in a
defined range by the selection of various envelope numbers per compart-
ment (Figure 3). The modular placing of the single membrane envelopes en-
ables the exchange of individual envelopes, but in contrast to the hollow
fibre and spiral wound modules, the envelope modules have lower packing
densities and more complex sealing is required.

2.2 Membrane Material
Several materials have been developed for membranes in gas permeation
processes. Actually, polymeric membranes are mostly used for industrial ap-
plications. Metal and inorganic membranes show advantages, especially in
high temperature applications, but these membranes are still under investi-
gation and have not yet reached the industrial scale. Therefore, this work
just outlines polymeric membranes.

A variety of polymers and polymer blends are available for the manufac-
ture of membranes. The selection of the polymers determines the chemical,
mechanical and thermal stability, but also the mass transfer of gases through
the membrane. These properties can be adjusted to the gas separation task.
However, the number of potential membranes for industrial applications is
restricted, because only a few polymer gas permeation membranes are
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Figure 3 Plate and frame module (Helmholtz–Zentrum Geesthacht) (Melin 2007).
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commercially available. An overview of the used polymers and their pure gas
permeabilities is given in Table 4.

Membranes for gas separation generally feature an asymmetric structure.
The active layer, responsible for the separation of gas mixtures, is manufac-
tured as thinly as possible to minimize the mass transfer resistance. To ensure
mechanical stability, the active layer is combined with a porous structure.
The thickness generally is around 0.05–0.5 mm for the active layer and
30–200 mm for the porous layer, respectively.

Asymmetric membranes can be differentiated as integrally asymmetric
and composite asymmetric. Integrally asymmetric membranes are produced
by phase inversion and consist of one material, so that the active layer and
the porous support structure only differ by the pore size. During the
manufacturing of composite membranes, a thin polymer layer is applied
on a porous structure, where different polymers for the active layer and
the porous layer can be selected, although a separate optimization of the
two layers with regard to stability and separation performance is possible.

2.3 Mass Transfer through Polymer Membranes
The separation of gases through membranes is a partial pressure driven sep-
aration process. The partial pressure difference between the feed and the
permeate generates the driving force for the respective gas components.

Table 4 Permeabilities of common gas separation polymers in Barrer (Nunes 2006)

Polymer

Permeability at 30 �C (Barrer)

H2 N2 O2 CH4 CO2

Cellulose acetate (CA) 2.63 0.21 0.59 0.21 6.3
Ethyl cellulose 87 3.2 11 19 26.5
Polycarbonate,

brominated (PC)
0.18 1.36 0.13 4.23

Polydimethylsiloxane
(PDMS)

550 250 500 800 2700

Polyimide
(Matrimid) (PI)

28.1 0.32 2.13 0.25 10.7

Polymethylpentene
(PMP)

125 6.7 27 14.9 84.6

Polyphenylenoxide
(PPO)

113 3.81 16.8 11 75.8

Polysulfone (PSF) 14 0.25 1.4 0.25 5.6
Polyetherimide (PEI) 7.8 0.047 0.4 0.035 1.32

1 Barrer¼ 10�10 cm3 cm/cm2 s cmHg.
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During the permeation process, the gas molecules absorb into the mem-
brane polymer on the feed side, diffuse through the membrane, and desorb
on the permeate side. According to this solution-diffusion model, the gas
transfer through the membrane can be calculated:

_n00k ¼ Pk$
�
xkpF� ykpP

�
(1)

The flux of a component k through the membrane is proportional to the
partial pressure difference. The permeance Pk is the permeability Pk related
to the membrane thickness d. The permeance is a gas specific and module
specific parameter and has to be determined experimentally. The permeance
is often indicated in GPUs (gas permeation units) whereby one GPU is equal
to 2:7$10�3m3

Nðm2h barÞ�1.
The permeance for component k is proportional to the diffusivity Dk and

the solubility Sk of component k in the membrane and inversely propor-
tional to the membrane thickness d:

Pk w
Dk$Sk

d
(2)

This correlation illustrates the importance of a preferably thin active
layer. Diffusivity and solubility depend on the respective gas but also on
the polymer.

The diffusion coefficients of gas molecules characterize their mobility in
the polymer and diffusion coefficients generally increase as gas molecule sizes
decrease.

The solubility describes the number of gas molecules sorbed in a polymer
and solubility depends on the boiling point of the respective gas. The solu-
bility rises with a rising boiling point, so that condensable gases generally
have higher solubility than permanent gases.

In view of the influence of the polymer on diffusivity and solubility, the
polymers can be divided into two groups characterized by their glass transi-
tion temperature: Polymers with a glass transition temperature lower than
the operating temperature are in a rubbery state, ones with a glass transition
temperature higher than the operating temperature are glassy. Diffusion ef-
fects dominate mass transfer through glassy polymers. Therefore, smaller
molecules preferentially pass the membrane even if their solubility is rela-
tively low. By contrast, for rubbery polymer membranes the mass transfer
mainly depends on solubility.

Membranes in a glassy state generally have high permeabilities for water va-
por, helium and hydrogen, but are less permeable for nitrogen, methane and

Gas–Gas Separation by Membranes 565



higher hydrocarbons. In contrast, membranes of rubbery polymers have high
permeabilities for organic solvents/vapors compared to the permeabilities of
permanent gases and are suited for the separation of solvents from exhaust gases.
Rubbery membranes also show high permeabilities for water vapor.

Selectivity is the characteristic of a membrane to differentiate among
various components. The ideal selectivity, the maximum achievable selec-
tivity of a membrane, for any two gases (i and j) is given by the pure gas per-
meance coefficient:

aij ¼ Pi

Pj
(3)

Where i is the faster permeating gas so that aij > 1. Statistically the selectivity
of a polymer rises with decreasing permeances. This effect was introduced by
Robeson (1991) and theoretically described by Freeman (1999).

2.3.1 Influence of Gas Phase Pressure
The permeances are often assumed to be pressure independent for the first
calculations with the solution-diffusion model. This assumption applies for
ideal permanent gases in both glassy and rubbery polymers. In contrast,
for gases which show real gas behavior, a considerable influence of the pres-
sure on the permeances is visible.

Influenced by pressure-dependent solubility, the permeances increase
progressively in rubbery membranes with increasing pressures, while the
permeances in glassy membranes are reduced. This effect can be superposed
by a second effect in glassy membranes. Plasticization increases the chain
spacing in the polymer and increases the chain mobility so that the perme-
ances increase. The changed permeances can also result in changed selectiv-
ities, which influence not only the required membrane area but also the
separation performance (Yampolskii 2006).

2.3.2 Influence of Gas Phase Temperature
Since solubility and diffusivity depend on the temperature, the permeabil-
ities of gases through polymers also depend on the temperature. The tem-
perature dependency can be described by an Arrhenius type approach:

PkðTÞ ¼ Pk0 exp

�
� E

R
$

�
1
T
� 1

T0

��
;E ¼ Ea þ DHL (4)

with Ea as the activation energy for diffusion and DHL as the heat of the
solution. Therewith, the permeabilities increase exponentially with rising
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temperatures. For both glassy and rubbery membranes, selectivity decreases
with increasing temperature.

For high pressure applications, the Joule-Thomson effect, influencing
the operating temperature, has to be attended. Components, passing the
membrane at high pressure difference and with a high Joule-Thomson co-
efficient, cause temperature reduction, which results in lower permeances
and a changed module separation performance. Example for the pressure-
and temperature-dependent Joule-Thomson coefficients of different gases
is given in Table 5.

2.3.3 Concentration Polarization Effects
The membrane preferentially retains certain components on the feed side,
which have to be transported back to the bulk stream. This diffusive trans-
port results from a concentration gradient between the membrane surface
and the bulk stream. Therefore, the concentration of the retained compo-
nents at the membrane surface is higher than the concentration in the
bulk stream and accordingly, the concentrations of the components prefer-
entially passing through the membrane are lower at the membrane surface
than in the bulk stream. This effect results in a reduced driving force for
the favored permeating components and enhances the mass transfer of the
retained gas components. Concentration polarization arises with higher
fluxes through the membrane and higher selectivities. The effects of concen-
tration polarization significantly influence the separation performance, when
the permeability exceeds 1000 GPU with a selectivity higher than 100
(Mourgues 2005).

2.4 Concepts of Flow Control
The form of module structure allows different flow control for certain tech-
nical membrane modules. The feed stream can pass the module inside the

Table 5 Joule-Thomson coefficients at 30 �C
and 10 bar (Scholz 2013)

J-T coefficient (K/bar)

N2 0.20
O2 0.26
CH4 0.42
CO2 1.05
C3H6 1.95
C3H8 2.03
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hollow fibres or on the shell side in hollow fibre modules. Furthermore, the
feed and permeate can flow in co-current, counter-current, cross flow, and
ideal-mixed compartments.

For pressures higher than 15 bar, the feed has to flow on the shell side
because of the pressure stability of the hollow fibres. Otherwise, the feed
flow through the hollow fibre lumen is advantageous. In the lumen a defined
flow is realized, whereas channeling often occurs on the shell side, which re-
duces the module separation performance. Furthermore, the influence of
pressure losses is generally lower for applications with a lumen-side feed.

Counter-current flow is to predominate flow conduction in hollow
fibre modules. Since not only the concentrations but also the pressure influ-
ences the driving force, counter current is not generally the superior flow
conduction. If the influence of pressure losses on the driving force is higher
than the influence of concentration changes, the parallel flow leads to a
favorable driving force along the membrane.

In spiral wound modules the feed and permeate stream are led in cross
flow whereupon the channels for feed and permeate are constructional pre-
determined. In envelope modules (plate and frame modules) the flow con-
struction is a combination of co-current and counter-current flows.

3. PROCESS DESIGN

3.1 Pressure Ratio and Stage Cut
Next to selectivity as a membrane property, two operating parameters

determine the separation performance of a gas separation system: the partial
pressure ratio and the stage cut.

According to the mass transfer equation, a flux of a component i through
the membrane only occurs if the partial pressure of component i on the feed
side is higher than its partial pressure on the permeate side:

xipF > yipP: (5)

Hence, the maximum separation which can be achieved by the mem-
brane is:

yi

xi
<

pF

pP
¼ 4 (6)

The enrichment in the permeate relative to the feed is always smaller
than the feed-to-permeate pressure ratio, even at high membrane
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selectivities. Even though the permeate purity rises with increasing pressure
ratios, maximum industrial applied pressure ratios are limited and depend on
the individual process. Since large pressure ratios require expensive compres-
sors or vacuum equipment and significant energy demands are required, the
applied pressure ratio is usually between five and 20.

The stage cut is the fraction of the feed stream which permeates through
the membrane:

q ¼ permeate flow rate
feed flow rate

(7)

The stage cut has an influence on the trade-off between a high purified
retentate stream and a high concentrated permeate stream. With a rela-
tively low membrane area for a defined feed stream, low stage cuts are real-
ized and the permeate stream is highly concentrated. However, only a
small fraction of the feed stream is separated and the resulting retentate
stream resembles the feed stream in flow rate and composition. In contrast,
high retentate purity is achieved at high stage cuts. In this case, a high frac-
tion of the feed stream permeates through a relatively high membrane area
and the enrichment of fast permeating components in the permeate is
insignificant.

These parameters illustrate the limit of a single module separation perfor-
mance. A retentate-sided product can be concentrated to any purity by a sin-
gle membrane module with any pressure ratio higher than one and
selectivity. Yet, the achievable product recovery declines with increasing
product purity. In contrast, the achievable purity of a permeate product in
a single membrane module is limited by the membrane selectivity and the
pressure ratio.

3.2 Driving Force Generation
The driving force for the mass transfer in gas permeation processes results
from the partial pressure difference between the feed and permeate of the
respective components. The partial pressure difference can be achieved by
increasing the feed pressure by compression or decreasing the partial pressure
on the permeate side by applying subambient pressure or by using a sweep
gas (Figure 4).

A high pressure difference is adjustable by feed compression, whereby
the required membrane area is reduced, while the energy demand increases.
By expansion of the retentate stream, mechanical energy can be recovered.
Furthermore, the capital cost for compression equipment is two-thirds to
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half of the cost of vacuum equipment of the same power requirement
(Merkel 2010).

For subambient pressure, not the whole feed stream but just the
permeate stream has to be treated. Therefore, suction becomes more and
more advantageous to compression with decreasing stage cut. Furthermore,
the pressure ratio for a certain pressure difference and therewith the
maximum separation applying suction is higher than using compression,
but the maximum pressure difference is limited. Actually, for a vacuum in
industrial gas separation applications a minimum permeate pressure of
200 mbar is realizable. Because of the limited pressure difference, higher
membrane areas are required. Furthermore the efficiency of vacuum pumps
is much lower than for compressors.

To generate the driving force by sweeping, the permeate partial pressure
for the membrane passing component is reduced by diluting the permeate
by an inert gas stream. Because membranes do not separate ideally, the
intended sweep should be present in the feed mixture, too. If not, the sweep
gas diffuses from the permeate side through the membrane to the feed and
contaminates the retentate stream. The sweep potentially has to be separated
from the permeate easily, which has to be taken into account for sweep se-
lection. Condensable vapors are potential sweep streams.

Especially for sweeping, the achievable partial pressure difference does
not provide sufficient driving force. Therefore, a combination of sweeping
with feed gas compression, suction, or a combination of both is applied. The
combination of feed compression and permeate suction can also be advan-
tageous to profit from the benefits of both concepts (Follmann 2010).

3.3 Feed Pretreatment
The chemical, mechanical, and thermal membrane stabilities have to be
ensured for long-term applications of industrial membrane processes.
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Figure 4 Different concepts of driving force generation (Follmann 2010).
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Acidic sulfur-containing gases (H2S, SO2) easily react with the mem-
brane components and cause destruction of the membrane. Water vapor
can destroy the selective active layer as well. Moreover, water vapor can
induce plasticization which significantly reduces the membrane selectivity.
Contamination of the membrane surface and support layer with liquids,
such as water or condensed hydrocarbons, reduces the mass transfer rate
through the membrane by inducing additional resistance. Particles can phys-
ically damage the active layer or block the feed or permeate channels, in
particular the thin hollow fibres have to be protected from particles. The
operating temperature significantly influences the module separation perfor-
mance and high temperatures even cause a thermal degradation of the mem-
brane material.

To reduce the impact of the treated gas on the membrane module, a feed
pretreatment has to be implemented. Applicable units in a pretreatment pro-
cess are as follows:
• a coalescing filter, knockout drum or mist eliminator vessel for liquid

elimination;
• an adsorbent guard bed for the removal of trace contaminants, such as

hydrocarbons, H2S, and SO2;
• a particle filter for dust removal after the adsorbent bed; and
• a heat exchanger to set the desired feed temperature.

3.4 Module Interconnection
The membrane selectivity and the industrially applicable pressure ratio are
limited. Therefore, a one-stage system may not provide the desired separa-
tion performance in view of purity and recovery so that several intercon-
nected modules are applied. For module interconnection two different
general concepts are used: In multistep processes the retentate is further
treated in an additional module, while the permeate is further purified in
multistage processes (Figure 5).

In a two-step process, the retentate is led into a second module. The
permeate of this module is recycled in front of the compressor. The
permeate of the first module and the retentate of the second module are
the outlet streams of the process. A higher product recovery for a desired pu-
rity can be achieved, though the energy consumption for compression and
the required membrane area increase.

In two-stage processes the permeate of the first module is recompressed
which is fed into a second module. The permeate stream of the second stage
module has a high quality as it is enriched in the first and in the second
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modules. The retentate of the second stage is recycled to the first module
inlet. A higher permeate purity compared to the one-stage process is realized,
but an additional compressor and higher membrane area are required. Even
several membrane stages can be realized theoretically, economically the num-
ber of stages is limited to two, exceptionally to three in industrial applications.

Combinations of a multistep and multistage design are possible, but they
are only rarely used due to the higher complexity of the process and higher
costs. Generally, several processes with module interconnection can be
designed. The optimum process design and economically acceptable process
complexity depend on the separation task.

Within a certain module interconnection, there are several parameters
which influence the module separation performance and have to be taken
into account. Next to specifying pressures and temperatures, the membrane
material and membrane area of each module have to be determined. The use
of various membrane materials in the different steps or stages might improve
process separation performance. The partition of the membrane area in
several identical constructed parallel lines potentially allows a dynamic
adapting of the membrane area to a change of the feed flow by switching
on and off the parallel lines.

Combining a membrane process with a conventional separation technol-
ogy in a hybrid process may be attractive in using the advantages of the
different technologies. The membrane process may outperform conven-
tional technologies for bulk removal and enrichment, but for further sepa-
ration to high purities (parts per million range) the conventional
technologies may perform better.
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3.5 Economic Parameters for Process Design
For the cost calculation of membrane processes, several full cost models are
described in the literature, but the data collection is quite extensive. Since
the main costs are caused by only a few components, a first rough appraisal
gives a significant predication about the economics of the process. In the
detailed engineering of the respective processes, the cost calculation can
be further refined.

The main process costs for a gas separation process result from the driving
force generation and from the membranes. For driving force generation
both the investment costs for the compressor or the vacuum pump and
also the operating costs for the required energy have to be included. For
the calculation of the depreciation of the investment costs, the limited life
of the membranes compared to that of the driving force equipment, has
to be taken into account. While a maximum compressor life of up to
25 years can be assumed, membranes usually have to be replaced after 5 years
at the latest (Calabr�o 2011).

Generally, the costs for driving force generation increase with increasing
pressure ratios, while membrane areas decrease. Calculating the total process
costs, a minimum for one particular pressure ratio can be determined
(Figure 6). Depending on the product value, it might be necessary to include
the costs for product losses because of the incomplete recovery in deter-
mining the most economic operating point.
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Figure 6 Example of the main costs for gas permeation processes as a function of the
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4. APPLICATIONS OF GAS PERMEATION PROCESSES

Gas permeation processes with polymeric membranes are state-
of-the-art processes for the separation of several gas mixtures. An overview
of the industrial areas, where membrane processes are applied, is given in
Table 6. Next to the challenge of further improving these membrane
processes, membrane processes for H2/CO2 separation during hydrogen
production and CO2 removal from power plant flue gas are major research
areas in which gas permeation processes are applied.

By means of nitrogen/oxygen separation and the treatment of biogas, the
applications of membrane gas permeation processes are discussed in detail
with regard to different membrane materials and process designs. The
further applications, listed in the table, are described in the literature referred
to in the introduction.

4.1 Oxygen/Nitrogen Separation
4.1.1 Nitrogen Enrichment
Meanwhile, gas permeation processes are industrially applied for inert gas
production from air next to cryogenic processes and pressure swing adsorp-
tion (PSA). Membrane processes are the most economic process for nitrogen
purification with low to medium flow rates up to 5000 m3/h and nitrogen
purities up to 99.5 Mol-%.

Since the product N2 accumulates on the retentate side of the mem-
brane, the desired purity can always be adjusted even with a single mem-
brane module. However, with increasing N2 purity, the achievable
product recovery in a single-stage process is reduced. In N2 production,
N2 recovery is less important as the raw material is air. The important param-
eters for process design and optimization are the required membrane area
and the energy demand; though energy demand strongly depends on recov-
ery, because a high fraction of the compressed feed stream permeates is use-
less to the permeate for lower recoveries.

In this chapter, the exemplary process design is discussed for three different
membrane materials. PI is a membrane material with a high O2/N2

selectivity but low permeances, whereas PDMS is a high flux membrane
with lower selectivities. Both the permeances and selectivities of PPO for
O2 and N2 are in-between the values of PDMS and PI (Table 7). Since a
high fraction of the feed stream has to permeate through the membrane to
achieve the required purities, driving force generation by compression is
favored. Sometimes, the compression is supplemented by a sweep stream
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Table 6 Industrial application areas for gas permeation processes (Melin 2007)

Gas
components Field of application Remarks and technical challenges

H2/N2 H2-recovery during
ammonia synthesis

Industrially applied, but condensable
vapor has to be removed

H2/CH4 H2-recovery during
refinement

Industrially applied, but VOC vapors
disturb (fouling, plasticization)

H2/CO Methanol synthesis gas
adjustment

Industrially applied, but methanol
has to be removed if necessary

O2/N2 Inert gas production Industrially applied, for moderate
amounts and purities
(up to 5000 m3/h and 99% N2)

O2/N2 O2-enriched air for
oxidation processes or
medical attendance

Up to 60% O2 with polymer
membranes achievable,
(issue of economics)

CO2/CH4 Natural gas/bio gas
treatment, heat value
adjustment

Industrially applied, but precleaning
necessary, higher separation
factors for higher CH4

recovery preferable
CO2/CH4 CH4-recovery for

enhanced
oil recovery

Industrially applied, but precleaning
necessary, higher separation
factors for higher CH4

recovery preferable
H2O/CH4

VOC/CH4

Natural gas drying and/
or separation of VOC

Applicable, but CH4 losses are
mostly too high

H2O/air Compressed air drying Industrially applied, air losses caused
by the internal sweep stream
reduce economic efficiency

VOC/air VOC/petrol vapor
recovery

Industrially applied, concentration
polarization and explosion control
in permeate are problems

CH4/N2 Natural gas treatment at
low gas qualities

Current available membranes do
not show sufficient selectivity for
acceptable CH4 losses

He/VOC He-recovery from
natural gas

Applicable, but low feed
concentrations require multistage
processes

He/N2 He-recovery from
diving air mixtures

Applicable, but only a small market

Gas–Gas Separation by Membranes 575



by using a partial stream of the retentate to increase the driving force for
oxygen. In this example, only compression as the driving force generator
is investigated.

4.1.1.1 Single-step Process
First, the separation performance for the single-stage processes is discussed.
The recoveries depend on the membrane selectivity. Low selective mem-
branes, such as PDMS, achieve only very low recoveries, especially when
high purities are required. Generally, the recovery decreases with increasing
purities (Figure 7 left) and increases with an increasing pressure ratio
between the feed and the permeate (Figure 7 right). The achievable product
recovery is only depending on the membrane selectivity and the pressure
ratio for single-stage processes.

Figure 8 shows the influence of the membrane material and the pressure
ratio on the required membrane area as well as the energy demand.
The required membrane area depends on the respective permeances.
Implementing the high flux membranes, the lowest membrane areas are
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Table 7 Membrane properties (Melin 2007)

Membrane material
Permeance
O2 (GPU)

Permeance
N2 (GPU)

Ideal selectivity
(e)

Poyimide (Matrimid) (PI) 20 3 6.7
Polyphenylenoxide (PPO) 110 25 4.4
Polydimethylsiloxane

(PDMS)
1185 590 2.0
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required, whereas low permeances demand greater membrane areas
(Figure 8 left). With increasing pressure ratios, the required membrane is
reduced. In contrast, the energy demand increases for higher pressure ra-
tios. Thereby, the highest energy demand occurs for the material with
the highest fluxes.

4.1.1.2 Multistep Processes
Since the achievable recovery for a defined retentate purity is limited in a one-
step process, multistep processes may significantly improve the process perfor-
mance in terms of energy demand and required membrane area. For the
N2-enrichment of air, two- and three-step processes were developed as given
in Figure 9. The data represents the operating point of 11 bar in the feed. The
same membrane area was implemented in all the process steps. The nitrogen
fraction of the permeate streams is higher than that of the feed air for the mod-
ules in the second and third steps. By recycling these streams back to the feed,
the oxygen fraction of the feed streams is reduced. This process modification
results in a reduced membrane area and reduced energy demand. Compared
to single-step processes, the membrane area and energy demand can be
reduced by about 5% for the investigated PI membrane. This process
improvement can be realized without additional costs because only a piping
change is necessary. In contrast, for a further improvement of 2% by imple-
menting a three-step process, a second compressor is necessary. Therefore,
three-step processes are generally implemented economically in large systems,
where the energy and membrane savings compensate for the higher process
complexity and the costs of the second compressor (Baker 2004). Figure 10
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shows the product recovery for the different process designs as a function of
the product purity and the pressure ratio. For multistep processes, the product
recovery is significantly increased compared to the one-step process. This ef-
fect is particularly important, when the feed is a valuable product and is not
gratis, as the air in this example. Next to the membrane material and pressure
ratio selection, the membrane area ratio between the respective process steps
can be adapted for economic process optimization.

4.1.2 Oxygen Enrichment
In contrast to N2 enrichment, with the application of membrane processes
for the production of an O2-enriched gas stream only limited O2 purities
can be achieved. Here, the permeate stream is the product stream. Since
the O2 fraction in the feed is only 21 Mol-%, the partial pressure difference
as the driving force is always higher for N2 than for O2. In combination
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Figure 9 Multistep processes for N2 enrichment (values for PI membrane with
pFeed ¼ 11 bar). (Based on Baker (2004)).
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with limited membrane selectivities, significant quantities of N2 per-
meate through the membrane. Therefore, only O2-enrichment and
no O2-purification is economically feasible in applying membrane processes
(Figure 11).

For O2-enrichment, a vacuum on the permeate side of the membrane is
more favorable than compression of the feed, since only a small fraction of
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Figure 11 Membrane processes for the production of oxygen enriched air and pure
oxygen. (Baker 2002).
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the feed permeates through the membrane. The maximum pressure differ-
ence is limited, so that the required membrane area is comparatively high
(Baker 2002).

The separation performance of a single-stage membrane process using PI
and PPO membranes is shown in Figure 12. By increasing the feed flow, the
O2-depletion in the feed stream of the membrane module is reduced. Thus,
the driving force for O2 is kept higher resulting in higher O2 purity in the
permeate. For a minimum O2 depletion a maximum O2 purity is achieved.
For the PPO membrane with a N2/O2 selectivity of 4.4, the maximum O2

purity is around 50%, for the PI membrane with a N2/O2 selectivity of 6.3
the maximum purity is around 60%.

For higher O2 purities, a hybrid process combining a membrane step
with an additional purification step can be applied. For small units in which
flow rates of up to 200 tons a day are treated, vacuum swing adsorption is
used; cryogenic processes are the most economic processes for product
flow rates of more than 200 tons a day. By air pretreatment using mem-
brane units, the second stage unit is smaller and cheaper compared to the
adsorption or cryogenic stand-alone units fed with air (Baker 2002).

4.2 Biogas Treatment
Raw biogas is mostly polluted with carbon dioxide and hydrogen sulfide.
In order to use these energy sources, the gas has to be delivered to the
central gas grid. Here, defined gas specifications in terms of accepted
carbon dioxide and hydrogen sulfide as well as gas humidity have to be
maintained.
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Figure 12 O2 purity in a one-step membrane process.
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Predominantly, the established processes, such as amine scrubbing, water
scrubbing or PSA, are used for CO2 removal. Nevertheless, the conven-
tional process equipment shows following drawbacks:
• he processes are energy intensive.
• he CH4 rich product gas is at low pressure.
• omplex systems involving several process steps are required to remove

CO2, H2S as well as H2O, hence, reducing the robustness of the system.
• Large equipment sizes.
• Associated materials such as water, amines, or activated carbon are

required.
Next to the afore mentioned advantages of membrane processes in

contrast to the conventional technologies, treatment additional significant
advantages occur in the case of biogas. First, the product gas is already at nat-
ural gas grid pressure. Therefore, no additional compression unit is necessary
for gas supply into the gas grid. Furthermore, not only can the CO2 be sepa-
rated by the membrane, but, since the trace components in the raw biogas,
like hydrogen sulfide or water vapor, permeate faster through the membrane
than CO2, the membrane unit can separate CO2, hydrogen sulfide and
water in one step. Instead of three conventional units, only one membrane
unit could be required which depends on the driving force for the trace
components. However, the membrane stability for H2S has to be ensured
(Figure 13).

Especially for small to intermediate systems, the membrane process is
economically superior to the conventional technologies. Therefore, the
application of membrane gas separation is very promising for local biogas
treatment. Instead of an extensive transport of biomass to a central biogas
plant, the biomass can be used at source, for example at a farm. The resulting
biogas can be purified on-site and directly delivered to the gas grid. The

Figure 13 Process simplification by membrane unit implementation (Scholz 2013).
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minimal maintenance and operator attention allows the operating of the unit
without detailed technical know-how.

Several process designs are discussed in the literature for membrane sup-
ported biogas treatment. The selection of the most suitable process strongly
depends on the feed composition and the required methane purities.
Figure 14 shows a selection of the discussed process designs.

Since single-stage gas permeation processes are inefficient due to signif-
icant CH4 losses, multistage gas permeation processes are applied to obtain
high product purity and simultaneously increase the CH4 recovery of the
upgrading system.

Figure 14 shows different membrane stand-alone processes. In process
(a), the first module is in charge of the CO2 bulk removal. A relatively
high CO2 fraction is received in the permeate, but the product stream leav-
ing this module does not comply with the gas grid requirements. In order to
purify the CH4 stream, a second membrane module is applied which con-
trols the product purity. In this module, the CH4 losses into the permeate are
quite high. By recycling this stream in front of the compressor, the CH4

recovery of the process is increased.
In process (b) the required product composition is obtained in one step.

Next to the CO2 and the trace components, a huge amount of CH4 perme-
ates through the membrane. Here, a second stage is added to reduce the
CH4 losses. The driving force for this module is generated by a second
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Figure 14 Membrane processes for biogas upgrading (Scholz 2013).
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compressor. The CH4-enriched retentate stream is recycled in front of the
first compressor, the CO2-rich permeate stream is led out of the process.

Process (c) is similar to process (b), but the retentate of the second stage is
not recycled. Instead, the stream is also purified up to gas grid conditions and
mixed with the retentate of the first module.

Process (d) has the same module connection as process (a). In addition to
the driving force generated by the compressor, the raw biogas is used as a
sweep stream in the second module. This sweep stream can be applied to
increase the driving force for CO2, when the CO2 fraction in the permeate
of the second module is higher than the CO2 fraction in the raw gas.

Since the highest CH4 losses occur in a membrane process when high
product purity is required, hybrid processes can also be economic for biogas
treatment. In general, two different arrangements for a hybrid process are
possible: the retentate configuration and the permeate configuration.

In the retentate configuration (Figure 15(a)), the membrane unit is used
for bulk removal. In the following absorption or adsorption unit, the
required product purity is obtained. In contrast, the gas grid specification
is obtained in the membrane module of the permeate configuration
(Figure 15(b)). In a second unit, using a conventional separation technique,
the permeate stream of the membrane unit is treated. A huge fraction of the
CH4 is recovered and mixed with the CH4 rich retentate stream of the
membrane unit (Scholz 2013).

The selection of a suitable process design should be carried out based on
the given boundary conditions with regard to feed composition, feed
volume and product specification.
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Figure 15 Hybrid process for biogas upgrading (Scholz 2013).
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1. INTRODUCTION

The measurement of the surface properties is of increasing importance
to a wide range of materials. One of the most fundamental of these proper-
ties is the surface area available for adsorption of gas molecules. Surface area is
the means through which a solid interacts with its surroundings, especially
liquids and gases. Surface area can be created by particle size reduction,
e.g., grinding and milling as well as making materials porous. Surface area
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may also be destroyed by high temperatures, e.g., melting. Surface area of a
solid material is typically determined by physical adsorption of a gas on the
surface of the solid and by calculating the amount of adsorbate gas corre-
sponding to a monomolecular layer on the surface.

2. GAS–SOLID INTERFACE

Gas-solid sorption phenomena (i.e., surface adsorption, condensation
in pores/tunnels and bulk sorption) often overlap and complicate the inter-
pretation of the gas sorption studies. Moreover, the surface of a real solid ma-
terial is often heterogeneous/anisotropic; therefore, one might encounter
several sorption mechanisms in the same material concurrently. Surface
adsorption is the accumulation of an adsorbate or a solute at an interface.
At the vapour solid interface, the amount of adsorbate adsorbed on a surface
(including irregularities and pore interiors) is described by the adsorption
isotherm which is a function of the amount adsorbed versus the partial pres-
sure at constant temperature. Hence, it is known that the tendency for an
adsorption to occur is strongly dependent on the vapour pressure, temper-
ature, and strength of the interfacial intermolecular interactions (Zografi,
1988).

2.1 Gas–Solid Interfacial Thermodynamic
In the thermodynamic description of interfaces, the interfacial excess
volume V s (or surface phase thickness ¼ 0) is zero, the Gibbs dividing
plane is located at the solid surface, and the surface excess, G, can now
be defined by:

G ¼ Ns

A

where Ns is the number of moles adsorbed and A is the total surface area of
the solid. The driving forces for adsorption are influenced by the various
quantities (enthalpies, energies, and entropies) of adsorption. When the
adsorption reaches equilibrium at a certain temperature and pressure, the
chemical potential of the molecules in the gas phase is equal to that of
the adsorbed molecules, therefore the Gibbs free energy of adsorption, DGad

becomes zero.

DGad ¼ ms � mg ¼ 0
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3. SURFACE ADSORPTION PHENOMENA

Surface adsorption can occur via two mechanisms: physisorption, and
chemisorption (Adamson and Gast, 1997). They are distinct by the nature of
the intermolecular attractions between the molecule and the surface, with
the former being a physical interaction while the latter interacts via chemical
bonding. The difference between these two types of adsorption is funda-
mentally arbitrary, and for cases exist, there are no absolutely clear distinc-
tion can be made between the two.

Physisorption involves relatively weak van der Waals forces and there-
fore it takes very little energy (1–2 kcal/mol) to remove physisorbed species
from a solid surface. This type of adsorption exhibits relatively fast kinetics in
the gas phase and all surfaces in high vacuum (w10�8 Pa or w10�10) can be
considered to be free of physisorbed species. There is no significant redistri-
bution of electron density in either the molecule or at the substrate surface,
resulting in the association of water molecules in a quasiliquid layer on the
substrate surface. Physisorption is therefore reversible and desorption can be
induced by simply increasing the temperature and/or reducing the vapour
pressure. Physisorption is also a nondissociative adsorption mode, capable
of accommodating multilayer molecules. However, physisorption informa-
tion is important, as it provides information about the material, from which
surface area, pore size and pore size distribution can be derived.

On the other hand, chemisorption is associated with chemical valence
forces – the stronger chemical interactions (10–100 kcal/mol) formed be-
tween the adsorbate and substrate. Hence it requires a great deal of energy
comparable to those associated with chemical bond formation to remove the
adsorbed species. The energy being a function of the solid surface to which,
the adsorbing species attaches itself and the character of the adsorbing species
as well (Trapnell, 1955). Chemisorbed molecules are linked to reactive parts
of the surface and the adsorption process. There is substantial rearrangement
of electron density, thus it is often dissociative and possibly an irreversible
phenomena. Chemisorption is necessarily confined to merely a monolayer
(Rouquerol et al., 1999), therefore it is useful for the characterization of
catalyst surfaces, and is also the key mechanism of heterogeneous catalysis
of chemical reactions.

3.1 Adsorption Isotherms
Several experimental adsorption isotherms can be distinguished depend-
ing on the physicochemical conditions of the interactions. Figure 1 depicts
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the eight commonly observed adsorption isotherms which can be distin-
guished based on the physicochemical conditions of the interactions
(Sing et al., 1985; Brunauer et al., 1938). These include the five major clas-
sifications of adsorption isotherms (Type I–Type V) by Brunauer, Deming,
Deming and Teller (BDDT) in 1940 (Brunauer et al., 1940). The BDDT
classification has since become the core of the International Union of Pure
and Applied Chemistry (IUPAC) classification of gas adsorption isotherms.

Adsorption isotherm in Figure 1(a) is described by Henry’s Law, where G
increases linearly with the partial pressure and is the ideal limiting case for
low G:

G ¼ KHP

where KH is the Henry constant.
The Freundlich adsorption isotherm (Freundlich, 1923) in Figure 1(b) is

for heterogeneous surfaces with high and low adsorption affinity regions.
The high affinity regions are first occupied, accounting for a steep rise at
the front of the isotherm, followed by reduced adsorption affinity due to
lateral repulsion between adsorbed molecules.

The Langmuir isotherm (Figure 1(c)) is a characteristic Type I isotherm
in the BDDT classification. The isotherm portrays a rapid rise which
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Figure 1 Schematic diagrams of eight commonly observed adsorption isotherms.
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approaches a maximum value asymptotically as the vapour pressure in-
creases, indicating the completion of monolayer adsorption (Langmuir,
1918). The monolayer capacity, from an energetic point of view (Adolphs
and Setzer, 1996), is defined as the amount of adsorbed molecules at the
maximum of surface area interaction with the adsorbent. The equation
shown below assumes that at equilibrium, the rate of adsorption and desorp-
tion are equal, regardless the occupancy of the neighbouring position. Every
molecule coming from the gas phase to the first layer of molecule is elasti-
cally reflected. Therefore due to the negligible forces of attraction of the
adsorbed molecules, multilayered molecule adsorption is not possible.

qc ¼ KLP
1 þ KLP

With

qc ¼ G

Gmono

where KL is the Langmuir constant, qc is the surface coverage, and Gmono is
the surface excess corresponding to a monolayer of molecules.

Though Langmuir isotherm behaviour is rarely observed for gases,
porous materials can observe this type of adsorption as their pores become
saturated. The limit of the uptake is governed by the accessible micropore
volume instead of the internal surface area. It is therefore primarily for
adsorption on microporous solids with relatively small external surfaces,
for instance, activated carbon, salts of heteropoly acids, molecular sieve ze-
olites, and several porous oxides (Sing et al., 1985; Gregg et al., 1982).

Type II and III isotherms (Figure 1(d) and (e)) can both be described by
the BET adsorption model 6, given as the equation:

qc ¼ n
nm

¼ cBET$x
½1 � x�$½1 þ xðcBET� 1Þ�

With

x ¼ P
P0

where n is the amount adsorbed, nm is the monolayer capacity, cBET is the
BET constant, and P/P0 is the relative pressure.

Type II BET isotherm refers to reversible and unrestricted multilayer
physical adsorption on nonporous (e.g., metal; alumina) or macroporous
solids, displaying a point of inflexion which is attributed to the formation
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of a monolayer. After the monolayer adsorption, further increase in partial
pressure result in extensive adsorption and followed by multilayer coverage.

Type III BET isotherm is characterized by the convexity towards the par-
tial pressure axis, starting at the origin. It occurs in situations where interaction
between the adsorbate molecules approaches that between adsorbate and
adsorbent, i.e., heat of adsorption is similar to the heat of condensation.
Therefore it is necessary to have significant partial pressure of adsorbate before
the adsorption process commences. Having the surface covered with adsor-
bate, the favourable adsorbated–adsorbate interaction would then lead to a
very rapid adsorption process, as the partial pressure increases. Clustering of
the adsorbate onto the surface also results in this type of isotherm.

Type IV (Figure 1(f)) is analogous to Type II isotherm, having an inflec-
tion (or knee) as the monolayer formation. This isotherm is commonly
exhibited by many mesoporous industrial adsorbents and inorganic oxide
xerogels (Gregg et al., 1982), of which the monolayered surface coverage
of the pore walls is followed by capillary condensation or pore filling. The
adsorption ceases, once all the pores are completely filled.

Type V isotherm (Figure 1(g)) is commonly observed for flat, homoge-
neous adsorbents. The initial pathway of this isotherm is similar as in Type
III. In this instance, the adsorbate preferentially interacts with the monolayer
than the adsorbent surface, due to the lower heat of adsorption compared to
the heat of liquefaction. A high affinity isotherm (Figure 1(h)) meanwhile is
typical for very strong adsorption interactions.

Isotherms are useful for predicting the gas sorption properties, however,
the BDDT and IUPAC classifications have a few deficiencies, as they give
the inaccurate impression that adsorption isotherms are always monotonic
functions of pressure, and they only consider adsorption at subcritical
temperatures.

4. BET SURFACE AREA MEASUREMENTS

Surface area is best described as the external surface area of a solid object
including surface attributable to pores. Gas adsorption provides a distinct
advantage as many classical models for particle measurement and characteriza-
tion fail to consider porosity. As mentioned earlier, physisorption is generally
weak and reversible, the solid must be cooled and a method used to estimate
the monolayer coverage from which surface area can be calculated. The area
covered may be calculated by considering the amount of gas/vapour used to
form the monolayer as well as the dimensions and the number of molecules.
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4.1 BET Equation
Though there are a number of methods in use, which take into account the
full range or part of the isotherm, by far the most prevalent and successful
methods are based on the BET method for gas adsorption onto a solid sur-
face. The BET equation, as shown below, is the most commonly used
method to determine the monolayer and specific area values in various phys-
icochemical areas.

x
V ð1� xÞ ¼

1
Vm$cBET

þ x$ðcBET� 1Þ
Vm$cBET

where V is the volume of adsorbed molecules, Vm is the monolayer volume,
cBET is the BET constant, and x is the relative pressure (P/P0). The BET
constant cBET arises from the algebraic rearrangement of the series approx-
imation for the determination of subsequent ith layer adsorption volumes.
cBET is related to the adsorbate–adsorbent interaction strength, and so to the
heat of adsorption. The higher the value of cBET, the higher the interaction.
In any case, BET equation is generally only used to give an apparent surface
area related to the adsorption capacity of the solid.

A plot of x=V ð1� xÞ as the ordinate and x as the abscissa should give a
straight line over a certain x (P/P0) range. The data are considered acceptable
if the correlation coefficient, r, of the linear regression is not less than 0.9975;
that is, r2 is not less than 0.995 (Specific Surface Area by Gas Adsorption). By
determining the slope and the intercept of the resulting linear plot, Vm the
amount of gas adsorbed if a monolayer was to form can be determined.

Slope

Slope ¼ cBET � 1
Vm$cBET

Intercept

Intercept ¼ 1
Vm$cBET

Vm (volume of monolayer)

Vm ¼ 1
Slope þ Intercept

Specific surface area (ssa) can then be derived

ssa ¼ Vm$NA$am

vm$ms
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where NA is the Avogadro’s number (6.022 � 1023 mol�1), am is the
effective cross-section area of one adsorbed molecule, vm is the molar
volume of one adsorbed molecule (22,400 mL of volume occupied by
1 mol of adsorbate gas at standard condition), and ms is the mass of substrate/
adsorbent.

4.2 Multipoint Measurement
BET equation is a standard evaluation of monolayer values for adsorbate ac-
tivity of between 5% and 35% P/P0. This is mainly due to its simplicity and
also the approval of IUPAC (Timmermann, 2003). A minimum of three
data points is typically required along the linear regression, in order to deter-
mine the ssa of the sample. However, more data points may be conducted in
cases where nonlinearity is observed at region of relative pressure close to
30% P/P0. For the higher end of the relative pressure, the BET equation
is only best fit for data obtained from conditions up to 50% P/P0, as the pre-
diction reaches infinity rapidly above 50% P/P0.

4.3 Single Point Measurement
It may be acceptable to determine the ssa of a sample using a single value of
V (volume of adsorbed molecules) on the isotherm. The BET single-point
model is derived by assuming the BET intercept (1/cBET) equals zero. This
approximation becomes valid under certain circumstances of which the cBET

approaches infinity, or if cBET is not infinite but may be invariant (Specific
Surface Area by Gas Adsorption). The single-point assumption produces
only small errors for materials with high cBET, but causes large errors for ma-
terials with low cBET for example, a common pharmaceutical lubricant –

magnesium stearate (Andrés et al., 2001).

5. SAMPLE PREPARATION

Before the ssa of the sample can be determined, it is important to
remove gases and vapours that may have become physically or chemically
adsorbed onto the surface after manufacture and during treatment, handling
and storage. If outgassing is not achieved, the ssa values measured can be low
and may be variable because an indeterminate area of the surface might be
covered with molecules of the previously adsorbed gases or vapours.

The outgassing conditions, defined by the temperature, pressure, and time,
are critical for obtaining the reproducible and accurate ssa measurements.
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Outgassing of many substances can be achieved by applying a vacuum or by
purging the sample in a flowing stream of an inert, dry gas. In either case,
elevated temperatures are sometimes applied to increase the rate at which
the contaminants (preadsorbed molecules) leave the surface and remove
chemisorbed species. Nonetheless, this has to be conducted without affecting
the nature of the surface and the integrity of the sample, i.e., melting, dehy-
dration, sintering, and decomposition.

To illustrate of the importance of pretreatment conditions, Magnesium
stearate (MgSt) is an excellent case study. MgSt, which is a waxy, lamellar
(platey) solid, is the most widely used solid excipient in pharmaceutical in-
dustry. One of the least understood physical properties, and exactly how to
measure it, is surface area as moisture content and method of drying has huge
effect on the BET surface area. The removal of tightly bound water at
110 �C significantly increases surface area. Table 1 shows the surface area
values for MgSt at different background humidities. The surface area drops
as percentage relative humidity (% RH) increases.

The adsorption method of BET assumes a simple physical adsorption
mechanism where the surface sites are populated homogeneously and there
are no adsorbate–adsorbate interactions. Therefore in principle the equation
can be applied to any adsorption system where this holds true. Historically,
this work has been typically undertaken using inert gases such as nitrogen,
argon, and krypton. For the samples to adsorb at least a monolayer of these
inert species, the experimental temperatures must be close to their boiling
point (i.e., 77 K for nitrogen adsorption).

In practice this is most likely to be applicable to nonpolar, alkane
molecules with boiling points between 350 and 400 K. Highly polar
adsorbates such as water tend to have very strong adsorbate–adsorbate
interactions and may adsorb preferentially at specific adsorption sites,
therefore in this case the BET equation should be applied with caution,
as the physical significance of the calculated surface areas will be highly

Table 1 Surface area values for magnesium stearate at
different background % (relative humidity) RH
Background RH (%) BET S.A. (m2/g) R-squared

0 4.08 0.999
35 3.31 0.999
70 3.16 0.999
0 (110 �C drying) 5.95 0.999

Surface Area: Brunauer–Emmett–Teller (BET) 593



suspect. There can be no doubt in the universality or importance of
the nitrogen BET method at low temperatures, however, in recent years,
the rapid development of newer dynamic gravimetric methods for
BET analysis offers interesting options compared with the traditional
approach.

6. VOLUMETRIC GAS ADSORPTION TECHNIQUE

In the volumetric method, the recommended adsorbate gas is
nitrogen, which is admitted into the evacuated space above the previ-
ously powder sample to give a defined equilibrium pressure, P of the
gas. The use of a diluent gas, such as helium, is therefore unnecessary,
although helium may be employed for other purposes, such as to measure
the dead volume. Since only pure adsorbate gas is used, instead of a gas
mixture, interfering effects of thermal diffusion are avoided in this method
(Figure 2).

Vacuum/Air

Sample

To cold traps and
vacuum pumps

Nitrogen
reservoir

Helium
reservoir

Vapour
pressure

manometer

Vacuum
gauge

Figure 2 Schematic diagram of the volumetric method apparatus. European Pharma-
copeia for measuring the BET surface area by nitrogen gas adsorption. (Specific Surface
Area by Gas Adsorption)
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6.1 Adsorbates
The most common adsorbate used is nitrogen; however, other adsorbates
are used in some circumstances. A list and properties of common adsorbates
used in volumetric BET experiments are given in Table 2.

For materials of low ssa (<0.2 m2/g), the proportion adsorbed is
low. In such cases, krypton at liquid nitrogen temperature is preferred
because the low vapour pressure exerted by this gas greatly reduces error.
The use of larger sample quantities, where feasible (equivalent to 1 m2 or
greater total surface area using nitrogen), may compensate for the
errors in determining low surface areas. All gases used must be free from
moisture.

Total surface of the sample is at least 1 m2 when the adsorbate is nitrogen
and 0.5 m2 when the adsorbate is krypton. Lower quantities of sample may
be used after appropriate validation.

6.2 Advantages and Limitations
The measured surface area values may be influenced by not allowing suf-
ficient drying equilibrium time at different points. The method would
not accurately predict the multilayer adsorption behaviour above
P/P0 ¼ 0.5 (capillary condensation/pore filling with liquid adsorbate). The
best straight line through the data should be used by discarding under-
equilibriated data points, which are too low or too high in P/P0. A suitable
range of P/P0 values should be selected for linearity. Figure 3 shows the

Table 2 Adsorbates used in volumetric methods for determining BET surface area

Gas
Temp
(�C)

a factor � 105

(1/mm Hg)
Cross-sectional
area (Å2/mol)

Molecular
weight (g/mol)

Ar �195.8 11.4 14.2 39.948
�183 3.94

CO2 �78 2.75 19.5 44.01
0 1.75
25 1.55

CO �183 3.42 16.3 28.01
N2 �195.8 6.58 16.2 28.0134

�183 3.78
O2 �183 4.17
C4H10 0 14.2 46.9 58.12

25 4.21
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gradual decrease or increase in slope in the BET plot, at too low or too high
pressures.

Samples must be exposed to very low pressures and temperatures, which
would completely dry most pharmaceutical hydrates and cause fragile crys-
tals to collapse. Krypton adsorption would be used for surface areas below
0.5 m2/g. The surface area values calculated from nitrogen and krypton
adsorption may differ by a factor of six (Andrés et al., 2001).

7. GRAVIMETRIC DYNAMIC VAPOUR
SORPTION TECHNIQUE

A comparison of volumetric and gravimetric techniques is given
below:

Gravimetric dynamic vapour sorption (DVS) is a well-established
method for the determination of vapour sorption isotherms. It is based on
a very accurate gravimetric system, which allows one to follow the adsorp-
tion and desorption of extremely small amounts of probe molecule. Sorp-
tion experiments can be undertaken with water and organic vapours. The
benefit of using nonpolar vapours for the determination of surface areas at
ambient temperatures is the pure, dispersive interaction, whereas water
can interact in different ways, which makes it less reliable as a probe mole-
cule. DVS experiments on a series of model compounds were reported by
Marshall and Cook, 1994. Although vacuum techniques have been well

Relative Pressure, P/P0

P/
 V a

 (P
-P

0)

Figure 3 Gradual increase or decrease in slope in the (Brunauer–Emmett–Teller)
BET plot.

596 Majid Naderi



established for studies of porous and inorganic materials (O’Hanlon, 1989),
they are not ideal for materials with low surface areas. In addition, the
ambient pressure dynamic flow technique would offer a relatively smaller
sample size to minimize the adsorbate diffusion path length and speed up
vapour sorption equilibrium, accurate control of vapour concentration, dy-
namic flow of vapour minimized vapour concentration gradients within the
sample chamber and optimal heat transfer into and out of the sample
compared to vacuum methods. Table 3 gives a comparison between static
volumetric and dynamic gravimetric sorption techniques for BET surface
area determination.

7.1 Principle
The classical BET Eqn (1) is given below where x is the partial vapour pres-
sure of vapour above the surface and V is the amount of vapour adsorbed.

1
V

x
1 � x

¼ c � 1
cVm

x þ 1
cVm

(1)

A plot of (1/V)[x/1 � x] as the ordinate and x as the abscissa should give
a straight line. By determining the slope and the intercept of this line, Vm the
amount of gas adsorbed if a monolayer was to form and c a constant related
to the adsorbate–adsorbent interaction strength can be determined.

Table 3 Comparison of volumetric and gravimetric (Brunauer–Emmett–Teller) BET
surface area determination

Traditional
volumetric BET Gravimetric BET

Adsorbing species Nitrogen, argon,
krypton

Liquid vapours at 300 K

Temperature Always at very low T,
i.e., 77 K

Can be undertaken
at ambient T

Sample size Typically 1 g Typically 100 mg
Surface area Gives the surface area

seen by small
molecules, i.e., N2

(limited access to
materials with surface
areas smaller than
0.5 m2/g)

Gives the surface area as
seen by a “real world”

molecule

Experimental
conditions

Low temperatures
and vacuum

Ambient temperature
and pressures
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The BET equation assumes a simple physical adsorption mechanism
where the surface sites are populated homogeneously and there are no
adsorbate–adsorbate interactions. Therefore, in principle the equation can
be applied to any adsorption system where this holds true. In practice this
is most likely to be applicable to alkane molecules with boiling points be-
tween 350 and 400 K. Highly polar adsorbates such as water tend to have
very strong adsorbate–adsorbate interactions and may adsorb preferentially
at specific adsorption sites, therefore, in this case the BET equation should
be applied with caution, as the physical significance of the calculated surface
areas will be highly suspect.

7.2 Sample Preparation and Experimental Procedures
The samples were analysed on a DVS automated moisture sorption instru-
ment at 25 �C with sample sizes of 50–90 mg for the analysis. The samples
were initially dried for 300 min under a continuous flow of air to establish
the dry mass. The samples were then exposed to the following typical partial
pressure profile: 0–95% RH in 5% steps.

At 25 �C, the DVS-Advantage instrument has a working concentration
range of 0–98% P/P0; a temperature stability of 0.1 �C; and up to 10 vapour
cycles on the same sample can be programmed per experiment. Addition-
ally, multiple experiments on the same sample can be preprogrammed to
run in sequence. For instance, experiments could be run over several tem-
peratures. Or, experiments switching between two preloaded solvents can
be run without any further user interface. The DVS Advantage can measure
and actively control both water and organic vapour concentrations in real
time. Further, the temperature range for the DVS Advantage is 5–60 �C.
Also, the DVS-Advantage has a sample preheater which allows heating
the sample in situ up to 200 �C. In addition to water, a wide range of organic
solvents can be used. The exhaust organic vapours from the system were
vented to a fume extraction system for safety considerations.

Table 4 below shows a list of typical DVS adsorbates with their molec-
ular size, dispersive component of their surface energy, and their chemical
character.

Isotherms were measured on a-Lactose monohydrate in the partial pres-
sure range 0–1.0 using n-octane at 25.0 �C.

Figure 4 shows isotherm data for the adsorption of octane on a-Lactose
monohydrate. The data is plotted as percent change in mass referenced to
the mass after drying in “dry” air (<0.1%RH). The isotherm shows typical
type II/IV adsorption shape and hysteresis between sorption and desorption
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is minimal. The fact that the uptake is relatively low (<0.1% at saturation
partial pressure) together with fast sorption kinetics indicates a surface-
only sorption mechanism. Therefore, the BET model may be appropriately
applied in this case.

Analysis of the experimental results using the BET equation gave a
good straight line data fit shown in Figure 5, over the partial pressure range

Table 4 Properties of (dynamic vapour sorption) DVS adsorbates

Molecular
size Å2

Dispersive surface
energy mN/m
(at 25 �C)

Specific
characteristic

Hexane 51.5 18.4 Neutral
Heptane 57.0 20.3 Neutral
Octane 62.8 21.3 Neutral
Nonane 68.9 22.7 Neutral
Chloroform 44.0 25.0 Acidic
Carbon tetrachloride 46 26.8 Acidic
Acetone 42.5 16.5 Basic
Ethyl acetate 48.0 19.6 Basic
Isopropyl alcohol 44b 19.8 Amphoteric
Water 10.4e12.5a 21.8 Amphoteric
Nitrogen 16.2 Neutral
aDepends on strength of interaction and thus surface packing dependent.
bCalculated from bulk properties.
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0.05–0.3. The surface area obtained of 0.25 m2/g using octane is consistent
with published nitrogen surface area values of between 0.2 and 0.8 m2/g for
this material.

The results were in good coincidence with other methods such as in-
verse gas chromatography (IGC) and volumetric nitrogen measurements.
The dynamic gravimetric BET methods offer new opportunities for study-
ing powder and particle surface area properties when combined with tradi-
tional nitrogen BET methods. This includes the possibility of studying small
sample sizes at ambient temperature and pressure with a wide range of
adsorbing vapour species. In addition, the sensitivity of the ultra-
microbalance gravimetric technique also allows relatively low surface areas
to be measured.

7.3 Advantages and Limitations
Although the experiments can be performed at ambient temperature
and ambient pressure and background humidity may be applied while
measuring second isotherm, the most reliable results are obtained by
using P/P0 values between 0.10 and 0.35. Also, the calculations assume
only surface adsorption. If a probe that has significant bulk absorption
is used, then the results may not be reliable. Therefore, the use of this
method for polymeric type materials where bulk absorption can be signif-
icant is limited. The method works best with highly crystalline materials
or “rigid” inorganic materials (i.e., alumina, silica, minerals, glass
fibres, etc.).

Although the use of polar probe molecules such as water is not recom-
mended they may still give the user some valuable information. The values
would not be indicative of total surface area. The values may give some in-
formation on the water sorption capacity which is not the same as BET sur-
face area. With food materials, water will most likely give a Type III
isotherm and be dominated by bulk absorption.

Other limitations include small mass changes for low surface area mate-
rials and some probes may not access all surface due to steric effects, e.g.,
microporous materials.

8. CHROMATOGRAPHIC ADSORPTION TECHNIQUE

For practical purposes an investigation at ambient temperatures or
above is of greater interest since elevated temperatures are more relevant
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in industrial processes and quite often, material behaviour varies with tem-
perature. Testing at ambient temperatures also permits the use of various
gases and vapours for the measurement, whereas experiments at 77 K are
restricted to just a few probe molecules.

A convenient method for the study of sorption under the desired condi-
tions is IGC. IGC was demonstrated in various papers as a quick method to
determine isotherms at finite concentration using organic probe molecules at
ambient temperatures. From these isotherms BET surface areas and pore size
distribution functions can be derived (Baumgarten and Weinstrauch, 1977;
Roginskii, 1960). Due to its sensitivity IGC proves especially beneficial in
the determination of small surface areas.

8.1 Principle
IGC has been demonstrated in various papers as a quick method to deter-
mine isotherms at finite concentration and ambient temperatures, using
organic probe molecules (Condor and Young, 1979). A unique injection
mechanism and variable injection pulse sizes provide major improvement
in allowing the BET region, within the partial pressure range of 5–35%
P/P0 of the isotherm, to be obtained more accurately, especially in the
case of materials with small surface areas.

Generally IGC measurements can be configured in two ways: as an
elution or a frontal experiment. In a frontal experiment the probe molecule
is added continuously to the carrier gas, whereas a pulse measurement in-
volves a single injection of a certain amount of vapour. The vapour is trans-
ported by the carrier gas through the IGC to the column. The amount
adsorbed from the sample in the column is eluted by the carrier gas and
in the ideal case an equilibrium state is reached. In the case of a frontal exper-
iment a breakthrough curve is observed. A pulse experiment results in a
peak, the shape of which depends strongly on the shape of the solid-
vapour sorption isotherm (Figure 6).

In the case of infinite dilution a symmetrical (Gaussian) peak is observed
representing a linear (Henry) isotherm. At high concentration (finite dilu-
tion) tailing or leading will occur. In the case of a type I, II or IV isotherm
there is a tailing because adsorbent/adsorbate interactions are much stronger
than adsorbate/adsorbate interactions. This is usually the case when
nonpolar probe molecules adsorb on solid surfaces. Thus, sorption isotherms
in this paper were calculated based on the method of Cremer and Huber
(Cremer and Huber, 1962).
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In this calculation partial pressures are obtained from the peak height h
and the net retention volume VN from the retention time.

VN ¼ j$w=m$ðtc� t0Þ$TC=273 (1)

In this equation w is the carrier gas flow rate, m the sample mass, TC the
column temperature, tc the gross retention time, t0 the dead time and j the
James-Martin correction for the pressure drop across the column. The net
retention volume is divided by the gas constant and the column temperature
to obtain the pressure related retention volume.

The partial pressure is obtained from the peak height by equation

p ¼ h=E (2)

where E is the conversion factor calculated according to Equation 3.

E ¼ F$w$Tloop
��

Vloop$psat$P
�
P0$273

�
(3)

In Equation 3 F is the area under the peak, psat the saturation pressure of
the gas probe molecule, and Vloop the volume of the gas probe loop.

Figure 6 Correlation of peak form and sorption isotherm for finite and infinite dilution.
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A plot of the pressure related retention volume versus the partial pressure
represents the first derivation of the isotherm (with the pulse method only
desorption data is available for these types of isotherms). The retention vol-
umes and partial pressures can either be obtained from the maxima of peaks
at different concentrations (Peak Maximum method) or from the tailing of a
high concentration peak (Elution by a Characteristic Point, ECP method).
Graphical or numerical integration gives the desorption isotherm in both cases.

8.2 Sample Preparation and Experimental Procedures
The ssas of two nonporous alumina Reference BET Standards Certified
Reference Material 170 and 171 (CRM 170 and CRM 171) as well as
hydrophobic glass beads (Supelco) were determined by measuring the oc-
tane adsorption isotherms at 30 �C and 0% RH. Alumina CRM 170 and
CRM 171 are standard BET reference materials with surface areas of
1.05 m2/g and 2.95 m2/g, respectively. The mean particle sizes of
9–13 mm for glass beads and w7 mm for alumina were obtained by laser
diffraction. The BET ssas of the samples were subsequently calculated
from the corresponding octane isotherms, within the partial pressure range
of 5–35% P/P0.

For the isotherm determination, presilanised glass columns with 30 cm
length and a 4 mm ID were filled with 1 g of glass beads, 500 mg of CRM
170 and 200 mg of CRM 171 by gentle tapping. Each column was precon-
ditioned for 2 h at 30 �C and 0% RH with helium carrier gas to remove any
physisorbed water. All experiments were carried out at 30 �C with 10 sccm
total flow rate of helium. All IGC Surface Energy Analyzer (SEA) analyses
were carried out using IGC SEA, and the data were analysed using both stan-
dard and advanced SEA analysis software. Table 5 summarizes the BET ssas of
the samples obtained by IGC SEA and their reference surface area values.

Table 5 The BET specific surface areas of the samples obtained by IGC SEA and their
reference surface area values

IGC SEA surface area
(m2/g) (R2 ¼ 0.9999)

Reference surface area
values (m2/g)

Glass beads 0.55 0.50
Reference CRM 170 1.01 1.05 � 0.05
Reference CRM 171 2.95 2.95 � 0.13

IGC, inverse gas chromatography; SEA, Surface Energy Analyzer; BET, Brunauer-Emmett-Teller.
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Figure 7 shows isotherm data for the adsorption of octane on of non-
porous alumina Reference BET Standards CRM 170 and CRM 171
(Commission of the European Communities Community Bureau of
Reference Material Alumina No 170 and 171). The isotherms show a sig-
nificant uptake at low partial pressures followed by relatively smaller
adsorption at intermediate vapour concentrations, which is typical type
II/IV isotherm.

The fact that the uptake is relatively low (<0.1% at saturation partial
pressure) together with fast sorption kinetics indicates a surface-only sorp-
tion mechanism. Therefore the BET model may be appropriately applied
in this case.

Figure 7 Sorption isotherm plots of octane on (a) CRM 170 and (b) CRM 171 at 30 �C.
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Analysis of the experimental results using the BET equation gave a good
straight line data fit shown in Fig. 8, over the partial pressure range 0.05–0.3.
The BET linearized plots over the partial pressure range 5–35% for the stan-
dard CRM 170 and CRM 171 reference materials are shown in Figure 8(a)
and (b), respectively. The corresponding surface area values for the standard
CRM 170 and CRM 171 reference materials were found to be 1.0125 and
2.9524 m2/g, which are in good agreement with the published nitrogen sur-
face area values of 1.05 and 2.95 m2/g, respectively.

Porosity information is often obtained based on BET isotherm of nitro-
gen. For some materials it can be difficult to differentiate between surface
adsorption and micropore filling, although pore size distributions can be
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estimated from BJH type equations (Brunauer et al., 1940). However, IGC
can overcome this problem. After equilibrium adsorption of cyclohexane
under conditions of high p/p0 and low temperatures would be attained,
the samples would then undergo a rapid thermal desorption process. Since
surface adsorption and pore filling mechanisms are driven by different heats
of interactions, the difference in time for cyclohexanes molecules desorbing
from the sample bed is indicative of the strength of their interaction.

8.3 Advantages and Limitations
As for the Dynamic Gravimetric Sorption Technique although the experi-
ments can be performed at ambient temperature and ambient pressure and
background humidity may be applied while measuring second isotherm,
some probes may not access all surface due to steric effects, e.g., microporous
materials. The use of polar probe molecules such as water is not recommen-
ded due to cluster formation rather than monolayer formation. In situ con-
ditioning allows for direct measure of thermal and RH sample history.

9. SUMMARY

The dynamic gravimetric BET methods offer new opportunities for
studying powder and particle surface area properties when combined with
traditional nitrogen BET methods. This includes the possibility of studying
small sample sizes at ambient temperature and pressure with a wide range of
adsorbing vapour species. In addition, the sensitivity of the ultra-
microbalance gravimetric technique also allows relatively low surface areas
to be measured.

IGC SEA has shown to be an accurate technique for the determination
of isotherms and derived parameters such as BET surface areas for alumina
standards, allowing low surface areas to be measured. Results were in
good agreement with nitrogen sorption experiments demonstrating excel-
lent reproducibility of the data as well as the possibility of studying small
sample sizes at ambient temperature and pressure with a wide range of
adsorbing vapour species.
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NOMENCLATURE

a straight line slope
A projected area (pixel)
Ac area of the convex bounding polygon (pixel)
b straight line origin
C circularity
Deq equivalent diameter (pixel, length, and unit)
Df fractal perimetric dimension
dmax maximal distance (pixel)
E, E 0 aspect ratiosbe estimated breadth (pixel)
Fmax maximal Feret diameter (pixel)
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Fmin minimum Feret diameter (pixel, length, and unit)
ICs surfacic concacity index
k prefractal factor
l box side length (pixel)bL estimated length (pixel)
LCI largest concavity index
N number of boxes
P perimeter (pixel)
Pc Crofton perimeter (pixel)
r rectangularity
R radius (pixel)
Rob robustness
xi pixel i position according to image rows
yi pixel i position according to image lines
q angle (radian)
ui order of morphological erosions
r straight line parameter in polar coordinates
s standard deviation

1. INTRODUCTION

It is now well established that particle size analysis is important for
understanding the behaviour of powders and suspensions. But it is also realized
that many of the physical properties of finely divided systems do not just
depend on the size of particles but also on their shape. Clearly a suspension
of spherical particles will behave differently from a suspension of needle-like
particles. In this case simple methods, usually based on ratios of characteristic
sizes often measured manually, have until recently been the only practical
means of quantifying particle shape. However, more subtle differences in
behaviour due to particle shape may not be revealed by such methods. Even
though observation by electronic and optical microscopy or video can distin-
guish differences visually it is can be difficult to quantify such observations.

This state of affairs has changed radically in the last few years due to the
rapid development of image analysis, itself benefitting from recent advances
in computation power, software and imaging methods. This has lead to
establishing new concepts and methods for describing the shape of particles
and new investigations into the practical application for describing the prop-
erties of particle systems based on quantification of shape and the structure of
particle agglomerates.

Particle shape and size are two concepts which are intrinsically con-
nected. Simple objects such as a sphere or a cube are the only objects whose
size can be characterized by a single parameter: their diameter or side length.
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For any other object some assumptions are necessary about its shape to pro-
vide information on its size. To make these assumptions the best way is to
look at the object. Depending upon the size range, various visualization tools
can be used. The development of digital image capture and its subsequent
automated analysis has been favoured by the progress in computer science
(hardware and software). It has however to be recognized that an image is
a two-dimensional space, which will introduce a bias for the determination
of the three-dimensional shape of particles. For deformable particles such as
paper fibres, flocs, or fungal hyphae, the apparent shape depends even more
upon the preparation of sample for visualization.

Figure 1 summarizes the different steps to be accomplished whatever the
image acquisition might be, whether static or dynamic.

2. IMAGE ACQUISITION

Both static and dynamic image acquisition can be used. In static visu-
alization, usually preferred for very small particles, the particles will be
disposed on a surface such as a glass slide. Visualization devices range from

Figure 1 Image acquisition and analysis general flowchart.
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the transmission electron microscope (TEM) for the very smallest particles to
the flatbed scanner for quite large objects. Sample preparation and the sub-
sequent imaging is a key step, which should be performed with the highest
care to ensure the best final results in terms of shape and size quantification.
Contacts between particles should be avoided, although they are not always
easy to detect, especially for particles with irregular shapes such as twinned
crystals or agglomerates. Dry dispersion in a chamber under controlled con-
ditions is an efficient technique, but fragile particles could be broken.
Dispersion in a viscous liquid (gelatine, sucrose, etc.) in which the particles
do not dissolve is another option: a drop of the suspension is deposited on a
glass slide and a coverslip is placed on the top to spread the drop. With such
preparation methods the particles will be displayed in their most stable me-
chanical position and it is the shape of their silhouette which will be assessed,
rather than their real three-dimensional shape. The use of a sticky surface,
such as double-side carbon tape for scanning electron microscopy prepara-
tion, may lead to other positions. For optically transparent particles, the
addition of a liquid with an adequate refractive index can improve the visu-
alization of their contours (Belaroui et al., 2002), which will be very helpful
during the image analysis step.

Although automated image capture has been developed with fully
controlled microscope stages, static image acquisition is often judged
cumbersome and time-limiting by users. Each slide should be scanned
without frame overlapping and without selecting the “best” particles.
Several slides may be necessary to get a meaningful number of particles.

Several dynamic image acquisition systems, for particles in motion,
have been proposed (ISO 13322-2, 2006). Such systems are convenient
for analyzing a large number of particles (Figure 2). Sheath-flow cells
can ensure that the particles are well in focus: elongated particles and plate-
lets tend to align along the direction of flow. An image treatment should be
used to remove out of focus particles in agitation or circulation cells. In a
free-falling system the particles are fed on the focus plane. For the three
latter systems, it may be assumed that there is a random positioning with
respect to the shape. The speed of motion should be properly selected
with respect to the exposure time to avoid blurring. Particles on a pneu-
matic belt lie in their most stable mechanical position as in the static
acquisition mode. Gao et al. (2012) developed an illumination system
based on three solid-state lasers to increase the size of the field of view
on a conveyor belt.
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In situ microscopes have been developed for real-time visualization in
crystallizers (Calderon de Anda et al., 2005; Bluma et al., 2009; Wang
et al., 2008; Zhou et al., 2009), liquid/liquid contactors (Maab et al.,
2011) as well as in bioreactors. In the latter case applications are mainly
for yeast cells (Bittner et al., 1998; Akin et al., 2011; Belini et al., 2013)
and mammalian cells, either in suspension (Joeris et al., 2002; Guez et al.,
2010) or attached to microcarriers (Rudolph et al., 2007). Low-cost in
situ imaging using a medical endoscope has been tested for crystallization
monitoring (Simon et al., 2012). In all these cases, the main difficulty is to
avoid the superposition in the image plane of objects of interest. It is also
recommended that the magnification be chosen so that the maximum size
parameter (diameter, length) of the largest particle does not exceed
one-third of the image height (ISO 13322-2, 2006). Unlike manual image
acquisition it is more likely that particles are not fully in view when using
dynamic image acquisition, or automated static image acquisition. To avoid
missing particles, Liao et al. (2010) have developed an on-line full scan in-
spection system based on a line scan CCD (Charge-coupled device) camera:
the comparison of two successive stored frames enables to retrieve the
particles in contact with the frame border.

Technically a digital image is a large matrix. The value taken by each of
its elements corresponds to the intensity of the light signal captured by an
electronic device on a small surface picture element or pixel of the field

Sheath flow cell (can be ver�cal 
or horizontal)

Circula�ng system Cell under agita�on

Vibra�ng system with feeder Conveyor belt

Figure 2 Dynamic image acquisition systems.
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of view. For size and shape characterization monochrome 8-bit images (i.e.
with 256 grey levels) are sufficient. Except when real time is a necessity
(reactor control, for example) image acquisition and image analysis can be
decoupled.

3. IMAGE TREATMENT

All the examples of image analysis and treatment used here have been
obtained using the image analysis software Visilog version 6.9 (FEI Visuali-
zation Sciences Group, Mérignac, France).

The first step of image treatment for size and shape characterization is
segmentation, which consists in discriminating the silhouette of the objects
of interest from the background. After this binarization, the image grey
levels will be reduced to two, with value of 0 for the background and
one for the objects. The quality of the image background (presence of a
halo or uneven illumination) can complicate the procedure which is not
unique and may also depend on the operations offered by the image analysis
software. The case of opaque particles is usually simpler, as their contour is
better defined. Segmentation should be automated as far as possible so as to
eliminate interaction with the operator and to allow for analysis of large
series of images. Image cleaning is then performed to eliminate small artifacts
(presence of dust or debris, particles of interest but in contact with the image
borders or too small to be correctly analyzed later on) and to fill the silhou-
ette of transparent objects. The particles finally retained after this process are
then individually identified. Figure 3 shows the critical steps of such a treat-
ment applied to NaCl crystals:
• Grey-level image (Figure 3(a))
• Binary image (Figure 3(b)): an automatic segmentation algorithm has

been applied, the selection of the threshold being based on a variance
criterion. The idea is to divide the grey-level histogram into two regions,
one for the objects of interest and one for the background, the limit
between them (i.e. the threshold) being selected so the sum of the
variances of the two regions is minimized (Figure 4). In the present case
the threshold is equal to 24.

• Hole-filling (Figure 3(c)): to fill any hole within the particle outline. This
step is particularly useful for transparent particles such as the sugar crystals
depicted in Figure 5.
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• Border-killing (Figure 3(c)): to remove particles which are in contact
with the image frame and which may, therefore, not be fully in view.

• Noise elimination (i.e. dust particles or debris the user does not want to
consider further) (Figure 3(c)): a series of morphological erosions is
applied first, the number of erosions depending upon the size of the
object to be removed. Then the image is reconstructed using as seed
particles what remain after the series of erosions.

• Particle labelling: each particle silhouette is identified and given a label.
From this step, image analysis (i.e. size and shape characterization) can
start.

(a) (b)

(c)

(e) (f)

(d)

Figure 3 Basic image analysis treatment (a) Grey-level image, (b) Binary image, (c) Hole-
filling, (d) Border-killing, (e) Noise elimination, and (f) Particle labelling.
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4. BASIC SIZE DESCRIPTORS

With image analysis size (and shape) characterization is always done in
terms of pixels, without considering the real size of a pixel. This means that it
can be applied to many different fields of activity, irrespective of the object
size range. The conversion of pixels into real-world dimensions should be
made prior to reporting results.

Figure 4 Grey-level histogram of Figure 3(a) image (black line), sum of variances (*),
and threshold (red line) (For interpretation of the references to colour in this figure
legend, the reader is referred to the online version of this book).

Figure 5 (a) Grey-level image of transparent particles (sugar crystals) and (b) Final
binary image.
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The primary parameter measured on a particle silhouette is its projected
area (A) (i.e. the area occupied by its silhouette in the binary image), which is
the number of pixels with a value of 1. The equivalent diameter (i.e. the
diameter of the disc of surface A) is given by:

Deq ¼ 2
ffiffiffiffiffiffiffiffiffiffi
A=p

p
The equivalent diameter is not well suited to elongated particles such as

rods, needles, or straight fibres. For these types of particles a first approach is
to determine the Feret diameters in several directions: for each of these di-
rections the Feret diameter, defined as the distance between the two parallel
planes perpendicular to that direction and bounding the object (i.e. its
convex hull). The largest and the smallest of these Feret diameters (respec-
tively Fmax and Fmin) are commonly used as estimates of the length (bL ) and
the breadth (be) of the particle (Figure 6). This is appropriate for rod-like par-
ticles (Guo et al., 2012), short fibres (Pabst et al., 2006; Bekker et al., 2012),
or straight needles but not so much for more rectangular shapes, as the largest
Feret diameter is the diagonal of the bounding box. For them the length can
be estimated by:

bL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F2

max � F2
min

q
or bL ¼ A=Fmin

For curved fibres, their length cannot be deduced as simply as their
breadth based on the maximum value of their Euclidian Distance Map
(EDM), built by applying a distance transform: each pixel taking the value
of its distance (in terms of number of pixels) to the nearest boundary point.
If dmax is the maximum distance (in pixels),

bez2:dmax � 1 and bL ¼ A=be

Figure 6 Meaning of maximum (Fmax) and minimum (Fmin) Feret diameter for a square
(a), rectangles (b) and (c), and straight fibres (d).
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In the example shown in Figure 7, dmax ¼ 8 pixels, be ¼ 15 pixels,
A ¼ 6500 pixels and bL ¼ 435 pixels:

5. SHAPE DESCRIPTORS

Basic shape descriptors are easily deduced from the equivalent diame-
ters and the estimated length and breath. They are invariant with respect to
the size or the particle and its position in the image. These can be given
different names depending upon which software and which textbook are
used. Thus the formula should be checked to avoid confusion. Aspect ratios
are classically evaluated by:

E ¼ bL=be or E0 ¼ bL=Deq

The ratio between the major and minor axes of the equivalent ellipse,
obtained from the centroid and the moments of inertia of the particle silhou-
ette can also be used as an aspect ratio (Mulchrone and Choudhury, 2004).
A best-fit rectangle approach has been proposed by Wang (2006), which
combines the determination of the orientation based on the moments of
inertia and of the size descriptors using the Feret diameters.

Other shape factors are based on the comparison between the surface and
the perimeter (P ) of the particle silhouette. The determination of a particle
perimeter is not obvious in terms of image analysis as a simple count of the
border pixels, without taking into account their neighbourhood, is far from
the real perimeter value. A better approximation is obtained via the Crofton
formula (often called Crofton perimeter, Pc) (Russ, 1994). Circularity (C ),
also called roundness, is based on the comparison with a disc:

C ¼ P2
c

4pA

Figure 7 a) Binary image of two curved particles; (b) Corresponding Euclidian Distance
Map: the red zones represent the pixels the farthest from the particle’s boundary (For
interpretation of the references to colour in this figure legend, the reader is referred to
the online version of this book).
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For a disc, C¼ 1 when calculated with Pc and 1.6 without the Crofton
correction. Circularity increases when the silhouette departs from this refer-
ence shape, either because it gets elongated or because its roughness increases.

Figure 8 gives examples of circularity and aspect ratios for different
shapes. Circularity and aspect ratios increase regularly when going from a
disc to an elongated 2D-ellipsoid in sub-set A. In subset B, although the
number of branches increase, both aspect ratios remain close to one and
circularity is the only discriminating descriptor. For subset C, the three de-
scriptors discriminate the objects one from the other and also from the ob-
jects of subsets A and B. For the curved fibres of Figure 7, their true aspect
ratio (in this case the term elongation is often used) is about 30 when the
ratio Fmax/Fmin is close to three.

A rectangularity factor has been proposed by Bekker et al. (2012):

r ¼ 2
�bL þ A

�bL��P

r takes values close to one for convex shapes (rectangles but also discs) and
decreases for nonconvex shapes. For the elongated crystal of Figure 9(a)
r ¼ 1, whereas for the three particles of Figure 9(b), r varies between 0.66
and 0.72.

More complex shape descriptors have been proposed (Mora and Kwan,
2000; Al-Rousan et al., 2007), based on:
• length measurements as for circularity or aspect ratio,
• analysis of the R(q) function: R is the distance between the centroid of

the particle and its boundary and q the directional angle (Figure 10).

Figure 8 Comparison of values taken by circularity ( ) and aspect ratios (E ( ) and E0
(D)) descriptors for some shapes.
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Fourier series and wavelets have been proposed to analyze this periodic
function (Gonzalez and Woods, 1992).

• mathematical morphology (i.e. series of erosions and dilations)
• fractals

6. TWINNED CRYSTALS AND AGGLOMERATES

In crystallization twinned crystals and agglomerates are frequently
observed. In comparison to their convex bounding polygon their projected
silhouette presents many small or large concavities. Snow crystals as those
depicted in Figure 11 are good examples of complex crystalline structures.
Specific descriptors have been proposed (Pons et al., 1997):

the robustness

Rob ¼ 2:u1=
ffiffiffiffi
A

p
;

the largest concavity index

LCI ¼ 2:u2=
ffiffiffiffi
A

p

Figure 9 Calculation of rectangularity for different crystalline particles (a) elongated
particle (b) twinned crystals.

Figure 10 Relative radius versus angular position for a square.
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and the surfacic concavity index

ICs ¼ A=Ac

where u1 and u2 are the maxima of the Euclidian Distance Map of the
particle silhouette and of the concavity image, respectively, and Ac the area
of the convex bounding polygon (Figure 11). In fact u1 and u2 are the
orders of the morphological erosions necessary to make the silhouette and its
residual set (i.e. the concavities) disappear completely. Table 1 gives ex-
amples of application for selected crystals.

7. FRACTAL-LIKE PARTICLES

Self-similarity and iterative patterns are characteristics of theoretical
fractal objects. Nanoparticles aggregates (Lee et al., 2013; Romanello and
de Cortalezzi, 2013) and mineral flocs (Jarvis et al., 2005; Li et al., 2007;
Maggi, 2007) are often considered as fractal objects. The structured walk
(Kaye et al., 1994) and the covering box method are two of the algorithms
used to evaluate the fractal dimension (Wettimuny and Penumadu, 2003).
In the latter, assuming N(l) is the number of boxes of side length l (in pixels)
necessary to cover the contour of the particle, the fractal perimetric dimen-
sion Df is defined through the equation:

NðlÞ ¼ k$l�Df

Original grey-level
image

Binary image Convex bounding
polygon

Concavi�es

(a)

(b)

Figure 11 Snow crystals shape analysis. (a) Stellar plate (b) Stellar dendrite. Snow
crystals images adapted from Bentley and Humphreys (1931).
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In the example shown in Figure 12, 29 boxes are required to cover the
contour of the particle. The fractal perimetric dimension of the particle is
1.09, as calculated from the slope of the plot (Figure 12(c)). In Figure 13,
the fractal perimetric dimension of some artificial particles have been plotted.
Many parameters such as the image resolution and quality (Wozniak et al.,
2012), the roughness and orientation of the aggregates or the box size range,
affect the results (Lottin et al., 2013). An example is shown in Figure 14: the
spatial resolution of the mineral floc on the left side is not sufficient: the

Table 1 Crystal Characterization Based on Mathematical Morphology
Rob LCI ICs

0.55 0.12 0.85

0.59 0.16 0.82

0.52 0.18 0.81

0.55 0.07 0.84

0.50 0.26 0.38
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(a) Df = 0.993  Df = 1.17(b)

Figure 14 Grey level and binary images of two mineral flocs (a) dynamic image acqui-
sition in a water column (b) static image acquisition with an optical microscope.

Figure 12 Box covering method (b) for the determination of the fractal perimetric
dimension (c) of a virtual particle (a).

Figure 13 Examples of synthetic complex particles and their fractal perimetric
dimension.
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calculated Df is 0.93, which is wrong as it should be between 1 and 2. The floc
on the left side has a fractal perimetric dimension of 1.17. Nevertheless, the
image segmentation step is critical for that type of shape characterization.

8. BIOLOGICAL PARTICLES

There is an abundant literature on the use of image analysis techniques
to assess the size and the shape of microorganisms, either single or devel-
oping complex architectures, such as hyphae, filamentous pellets, or flocs.
The difficulty is that, in many cases, they are highly deformable. So the
apparent shape in a microscope image depends very much upon the way
the slide has been prepared.

Budding is an important biological phenomenon for yeast cells such as
Saccharomyces cerevisiae. Individual S. cerevisiae cells are usually modelled as
prolate ellipsoids thus, by fitting to an ellipse, their size characteristics can
be estimated (Pons et al., 1993; Tibayrenc et al., 2010). It is also possible
to count the number of buds and their size. Extracting information on cells
in colonies is more difficult: Doncic et al. (2013) have developed a method
to detect budding cells based on a set of thresholds instead of using just a
single one for segmentation.

Filamentous species (yeast, bacteria, and fungi) are probably the mi-
croorganisms which have received the most attention for size and
shape quantification by image analysis. For well defined hyphae features
such as the number and the size of hyphal branches are often calculated
by detecting the end points and the triple points (i.e. branching points)
of their skeleton and removing them to obtain individual branches
as shown in Figure 15. The skeleton is the result of a morphological

Figure 15 Analysis of individual hyphae: (a) binary image, (b) triple points, (c) end
points, and (d) separated branches.
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transformation based on the thinning of connected components until a line
is achieved (Russ, 1994). The thickness of the hyphae can be estimated us-
ing the Euclidian Distance Map, as for fibres (Figure 7). However,
this approach is not possible in the case where filaments are entangled.
For pellets (Figure 16) several parameters should be combined, based on
projected area, concavity index, etc. (Wucherpfennig et al., 2010; Posch
et al., 2012).

Activated sludge flocs are assemblies of filamentous and nonfilamentous
bacteria involved in biological wastewater treatment. The filamentous bac-
teria constitute the backbone of the flocs and are the key features for the floc
settling in the final clarifier of wastewater treatment plants. Filamentous bac-
teria overgrowth (Figure 17) is associated to filamentous bulking and
severely decreases the floc settling velocity, leading to biomass loss into

Figure 16 Entanglements of filaments (a) and filamentous pellet (b).

Figure 17 Activated sludge flocs with protruding filamentous bacteria.
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the aquatic environment. Automatically quantifying the abundance of
protruding filaments out of flocs (da Motta et al., 2001) is a way of
improving the control of wastewater treatment plants by being able to
quickly detect any onset of filamentous bulking (Figure 18) (see also Costa
et al., 2013 for a review).

9. CASE OF IN SITU IMAGES

The quality of images captured by an in situ microscope is generally
poorer than that of static microscope images (Zhou et al., 2009): the in
situ images require some grey-level enhancement procedure to help
the segmentation step. Edge detection algorithms are useful: they
compute the magnitude of the gradient of pixel intensity values. Depend-
ing upon the threshold selection the edges, which correspond to rapid
spatial changes of grey levels, are detected. Figure 19 shows an example
of caffeine crystals: the edges are better detected with a Sobel detector
(Russ, 1994) than by a simple segmentation based of the original grey-
level image.

In the case of elongated crystals (needles, rods), another option could be
to detect lines in the image by applying a Hough transform (Gonzalez and
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Figure 18 Flow sheet of the treatment of activated sludge image.
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Woods, 1992). This type of transform allows detecting shapes defined by
analytical functions (lines, circles, etc.).

If M1(xi,yi) and M2(xi,yi) are two points in an image, all the straight lines
passing through M1 and M2 respectively are described by the following
equations in the slope-intercept form (Figure 20(a)):

ðDAÞ : yi ¼ a$xi þ b and ðDBÞyj ¼ a$xj þ b

or in the parameter space (a, b) (Figure 20(b)):

ðDAÞ : b ¼ �a$xi þ yi and ðDBÞ : b ¼ �a$xj þ yj:

The only common point (a0;b0) of DA and DB is the straight line between
M1 and M2. This means that all the points belonging to a straight line in the
image are transformed into a unique point in the parameter space. In general
it is easier to work with polar equations:

x$cosðqÞ þ y$sinðqÞ ¼ r

The (r, q) plane is discretized (Figure 20(c)) and transformed into
an image (Hough image). In practice, a unique point per line in the

Figure 20 Hough transform for straight lines detection.

Original image Magnittude image Edges (binary image) Crystals (binary image) 

Figure 19 Detection of elongated crystals using a Sobel edge detector or by simple
thresholding.
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parameter space is not found and only small accumulation zones are found,
which should be examined one by one. This is related to the discrete
nature of images and to the nonperfect linearity of the axis for many real
“straight” features. In Fig. 21 the Hough transform has been applied to
the silhouette skeleton to find the main axis of the needles. The Hough
transform is efficient but very memory and time consuming as speed is
related to the discretization step of the parameter space. Larsen et al.
(2006, 2007) prefer to use the Burns line detector (Burns et al., 1986)
not only for this reason but also because it can detect short and long straight
features in the image.

10. SELECTION OF MAGNIFICATION

The selection of the optimal resolution (i.e., magnification) results
from a compromise:
• Each particle should be represented by a number of pixels which allows a

minimization of the inaccuracy of its boundary, keeping in mind that
pixelization introduces jaggedness along this boundary (Figure 22). This

Figure 21 Detection of crystal axes using the Hough transform.

Figure 22 Effect of pixelization (b) on the boundary of a particle (a).
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jaggedness affects the definition of the perimeter, which is critical for
those shape parameters based on this measure (circularity, perimetric
fractal dimension). The accuracy is a function of the shape of particle and
increases with the ratio of the real particle boundary length to its real
projected area (Zeidan et al., 2007). This means that the accuracy is less
for an elongated rod or a needle than for a square. In the case where the
set of particles to be analyzed have a distribution of shape, the accuracy
depends upon their shape.

• On the other hand, high resolution leads to longer computation times,
either because of the larger number of pixels in the image or because a
larger number of images are necessary to analyze a sufficient number of
particles. One has to also remember that particles truncated by the image
boundary cannot be taken into account.

11. DISTRIBUTIONS

In image analysis, the size and shape distributions are always given in
numbers. The first question which arises is how many particles should be
analyzed. The stability of the means and the standard deviations of the
size and shape descriptors can be used for this analysis. Figure 23 gives an
example for a sample of sodium chloride particles visualized by optical mi-
croscopy on glass slides. Whilst a smooth variation of the equivalent diam-
eter with respect to the number of particles can be seen, this is not so for the
aspect ratio, the irregularity around 250 particles being linked to a change
of slide.

According to the International Standards Organization for static image
analysis (ISO 13322-1, 2004), it is necessary to count about 6100 particles
to get the mean volume diameter within 5% error with 95% probability

Figure 23 Stabilization of the mean equivalent diameter and its standard deviation.
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for a powder sample with a standard deviation of 1.60. This number in-
creases to 61,000 if a mass median diameter is needed.

In any case results obtained by image analysis cannot be directly
compared to those provided by other sizing techniques as shape should be
taken into account. For poly-disperse short fibres, with average aspect ratios
varying between 5 and 16, laser diffraction measurement of medians from
volume-weighted size distributions were found to be close to the medians
of the minimum Feret diameter distributions, after transformation of the
later into volume-weighted distributions (Pabst et al., 2006). Igathinathane
et al. (2009) have discussed how difficult it is to compare size distribution of
elongated particles obtained by mechanical sieving with particle size distri-
butions obtained by image analysis, due to the way these particles pass
through the sieve openings.

It is not easy to visualize simultaneously size and shape distributions.
This is illustrated by the following example, for which two sodium chlo-
ride samples (salts “B” and “D”) have been visualized by static optical mi-
croscopy, with the same equipment and the same magnification. Typical
images are shown in Figure 24. The image analysis treatment applied is
that described in Figure 3. Table 2 summarizes some overall statistical
parameters obtained for both of these salts, namely means, standard devia-
tions, minimum and maximum values obtained on counts of more than
1700 particles. The values related to their size (i.e. Deq and Fmin) differ be-
tween the two salts: salt “B” has smaller mean values of Deq and Fmin than
salt “B” although the standard deviations for the latter are smaller. The
overall statistical parameters related to shape (aspect ratio, circularity and
robustness) are very similar for both salts. Going into more detail with

(a) (b)

Figure 24 Typical optical microscopy images of the two sodium chloride samples
tested (a) Salt “B” (b) Salt “D”.
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boxplots of the distributions of single size and shape descriptors leads to
similar results (Figure 25).

Although some authors manage to discuss their results based on the sta-
tistics of each size and shape descriptor taken individually (Ulusoy, 2008), it
is often necessary to combine size and shape to see the difference between
the samples, as proposed in Fig. 26:
• salt “B” has a bimodal particle population with, on the one hand, a first

subpopulation of small and elongated particles (crystal fragments) and on
the other hand a second subpopulation of larger particles (in the range
150–400 mm) with a 2D-circular shape (circularity between 1 and 1.1). It
is the larger circularity of the smallest particles which impacts the average
circularity of the sample.

Figure 25 Deq (a) and aspect ratio (b) boxplots for salts “B” and “D”.

Table 2 Statistical Parameters Obtained for Salts “B” and “D”: Mean, Standard
Deviation (s), and (min–max)

Salt “B” (n ¼ 1855) Salt “D” (n ¼ 1749)

Deq (mm) 187 (s ¼ 129)
(30e684)

230 (s ¼ 57)
(30e423)

Fmin (mm) 171 (s ¼ 121)
(24e554)

208 (s ¼ 52)
(27e426)

Aspect ratio 1.34 (s ¼ 0.33)
(1.02e7.91)

1.32 (s ¼ 0.20)
(1.05e4.07)

Circularity 1.16 (s ¼ 0.28)
(1.00e9.56)

1.19 (s ¼ 0.32)
(1.01e9.09)

Robustness 0.76 (s ¼ 0.07)
[0.32e0.96]

0.75 (s ¼ 0.07)
(0.34e0.96)
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• salt “D” has a unimodal particle population, with a narrower size distri-
bution than salt “B” and a larger circularity than the second subpopu-
lation of salt “D”.
Another option would be to plot length versus width, especially for

elongated particles as proposed by Eggers et al. (2008).
When more shape parameters need to be included, visualization gets to

be more difficult. In such cases, data-mining techniques such as clustering or
principal components analysis are used (Belaroui et al., 2002; Pons et al.,
2002; Duchesne et al., 2012).

12. 3D SHAPE

Shape is essentially a 3D feature of an object and assessing it
through 2D images is of course a limitation. Efforts have been made
for 3D shape characterization. Yamamoto et al. (2002) have developed
a tri-axial viewer to measure the 3D shape from three orthogonal direc-
tions, a single 2D image being captured for each of these directions.
A particle is then characterized by three 2D shape factors and located in
a shape space. However, the particles have to be visualized one by one,
which is a strong limitation for statistics. Lee et al. (2007) have proposed
a laser triangulation technique to characterize shape in terms of angularity
for particles on a belt conveyor. However, the test particles (coarse agglom-
erates between 8 and 32 mm) were rather large. Atomic Force Microscopy
(AFM) has been tested on platy materials such as clay or pigments, the grey
level being associated to the thickness of the platelets (Gélinas and Vidal,
2010). Kempkes et al. (2010) have introduced two mirrors in a vertical
flow cell setup (Figure 2) for the stereoscopic imaging of particles. 3D
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Figure 26 Example of size-shape plots for salts “B” (a) and “D” (b).
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information on the shape of the particles can be obtained from the two
images captured at a 90� angle.

13. CONCLUSIONS

It has long been recognized that the behaviour of finely divided sys-
tems of particles can be strongly influenced by the shape of particles involved
and that, whilst observation by electronic and optical microscopy or video
can easily distinguish particles by shape, it is necessary to translate observa-
tions into quantitative measurements for better characterization of the phys-
ical properties of particle systems. Here we show how developments in
digital image capture and subsequent automated analysis, favoured by the
progress in computer science (hardware and software), can be used for
detailed quantification of particle shape.

Common to all methods is the correct acquisition of digital images
whether from classical static microscopy or from images of moving systems,
necessarily followed by basic digital image treatment leading to binary im-
ages. It is then shown how these treated images can be used to give basic
particle size descriptors, which can be combined in different ways to give
shape descriptors such as circularity and aspect ratios. Such methods are ex-
tensions of traditional shape characterization by making ratios of two
different particle sizes but can be more precisely targeted.

Furthermore we show that the procedures used in digital image treatment:
erosions, dilations, determining bounding perimeters, etc., can be used to give
more detailed shape descriptors based on the concepts of mathematical
morphology. Examples of these methods are presented to characterize the
shape of twinned crystals and particle agglomerates. Other methods are
described to characterize fractal structures and biological particles.

In conclusion, the methods described here may seem rather fastidious
and over detailed but it should be noted that they can be directly automated
to give rapid measurements for process control. Properly used they can
quantify very pertinent differences in the behaviour of particle systems.
An example is the control of wastewater treatment by clear identification
of the onset of filamentous bulking. The examples given here are not exclu-
sive and in general when the critical factors for a given particle system are
identified it is usually possible to develop very specific shape descriptors
for rapid characterization of any system. Measuring particle shape by image
analysis is, therefore, a general method for particle systems characterization
applicable to any system where valid images can be obtained.
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1. IMPORTANCE OF PARTICULATES IN PROCESS AND
MUNICIPAL WATERS

In many industries the concentration of particulate matter is important
for quality control and process optimization. Particulate matter can adhere to
heat transfer surfaces such as those found in heat exchangers, cooling ducts
and radiators and interfere with the rate of heat exchange. In cooling towers
and many municipal applications, suspended solids can shield microorgan-
isms or create a disinfection demand that interferes with effective disinfec-
tion (Allhands, 2007).

Particulate contaminants may vary from several nanometres to several
millimetres in size. Consequently, cost-effective removal of these particles
from the large volumes of water required by many communities represents
a significant challenge for water treatment engineers. In the process of
removing contaminants from water, certain particles may also be added to
the water. Water treatment facilities must take into account the need to
remove particles that are added or created during treatment as well as those
present in the raw water. Natural weathering of minerals produces a variety
of particles in water. Inorganic particles may consist of iron oxides such as
goethite, haematite, and amorphous iron hydroxide; silica dioxide; calcites;
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clays such as kaolinite, montmorillonite, muscovite, or bentonite; pure and
mixed oxides of aluminium; and many other minerals. Alone, these particles
are objectionable in water because they affect the water’s aesthetic qualities.
However, in the form of small colloids, even small mass concentrations of
these particles may present substantial surface areas for the adsorption of nat-
ural organic matter (NOM), pesticides and other synthetic organic chemicals
(SOCs), metals, and other toxic substances. Bacteria and viruses may also
attach to inorganic particles, and there is some concern that particulate ma-
terials (organic and inorganic alike) may “shield” pathogens from chemical
disinfectants. In addition, asbestos fibres, which may come from natural or
anthropogenic sources, are possible carcinogens when introduced into the
gastrointestinal tract.

Clays, metal hydroxides, and other particles originating from mineral sour-
ces typically vary from several nanometres to several microns in diameter. The
distribution of materials over this range is likely to be continuous. However, in
surface waters most of these particles appear to be approximately 0.1–1 mm in
diameter. Their small size renders them relatively stable in suspension. More-
over, particles in this size range scatter visible light efficiently and may create a
cloudy appearance in water at very low concentrations.

Particulate matter is typically expressed as total suspended solids (TSS)
measured by gravimetric analysis whereby particles are removed from a
volume of water by dead-end filtration using a rinsed membrane of known
dry weight. Membranes with a nominal pore size of 0.45–2 mm are often
used. The membrane is then dried and weighed to determine the mass of
particles deposited on the membrane. If the mass concentration of the sus-
pension is low, relatively high volumes of water need to be filtered to depo-
sit measurable amounts of solid material and minimize inherent errors in
measurement. Measurements of the mass concentration of particles in the
water by this method will be affected by the specific gravity of the particles,
the effective pore size of the membrane, and the mass of material lost during
drying. Some particles, such as algae or bacteria, may represent a relatively
large particle volume concentration in the raw water. However, because
of their high water content they may account for only a small mass of solids
after drying. Similarly, organic compounds that volatilize during the drying
process will reduce the estimate for the solids concentration in the sample.

The operational definition of particulate and dissolved materials is linked
to the effective pore size of the membrane used to collect suspended mate-
rials. In addition, a cake of material that builds up on the membrane during
filtration may become the effective membrane. In either case, significant
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concentrations of colloidal material may pass through the membrane and be
excluded from the measurement of suspended material. In some cases this
error may be important, particularly in estimating the quantities of
colloid-bound pollutants.

2. ADVANTAGES OF TURBIDITY MEASUREMENTS

If rigorous laboratory procedures are adhered to, gravimetric measure-
ments have the potential for accurate measurements. However, they are
notorious for providing inconsistent results, particularly for more dilute sus-
pensions. They are also time-consuming and are not convenient for real-
time process-control work.

Turbidimetry on the other hand, is a more straightforward test and,
although still not without its own challenges, is a reliable measure of
source-water clarity and the effectiveness of subsequent treatment. In water
treatment practice, turbidity is the most widely used indicator of the concen-
tration of particles in water.

Turbidity is a measure of the scattering of light by particles suspended in a
medium such as water. The deflection or scattering of light is related to a
number of optical phenomena that in turn depend on the concentration,
size, and shape of the particles as well as the wavelength of the incident light,
the angle of observation, the optical properties of the particles, and the
refractive index of the suspending medium (AWWARF/IWSA, 1997).

Originally, turbidity was a parameter used in limnological work to study
the depth at which light can penetrate a body of water. Field measurements
still use the Secchi disk, shown in Figure 1. The disk is lowered in the water
until it becomes obscure. Figure 2 shows a relationship between Secchi disk
readings and standard turbidity readings (see also Davies-Colley, 1988).

In the past, the turbidity of water was measured based on the attenuation
of light passing through a sample, as viewed through a Jackson candle turbi-
dimeter, shown schematically in Figure 3. This instrument could measure
the clarity of water down to 25 Jackson Turbidity Units (JTU). The Jackson
candle turbidimeter used a graded glass tube that was gradually filled with
water until a person looking down through the tube could no longer discern
the candle. This method took into account the effects of both light scattering
and absorbance, and the reported value for turbidity was an apparent value.

The appearance of a water sample is the product of the combined ef-
fects of scattering and absorption of light by dissolved and suspended ma-
terial. It is a reasonable approximation that dissolved material absorbs light
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but particulate matter absorbs light and reemits part of it as scattered light.
Scattering of light is the cause of a hazy or milky appearance which is
described by the turbidity, while colour is generally regarded as being
imparted by dissolved material. This separation of the two effects is not
rigid because substances in solution do scatter light to some degree and
particles in suspension, such as iron compounds, may be coloured. At

Figure 1 Use of the Secchi disk.
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Figure 2 Secchi disk depth versus turbidity in 27 New Zealand Lakes. From Vant and
Davies-Colley 1984.
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high suspended solids concentrations the appearance of a sample may be
due as much to attenuation of light by absorption as to the scattering of
light. For practical purposes the contribution of particulate matter to
appearance can be measured as turbidity directly on the water sample,
but measurement of colour generally requires the removal of suspended
material by filtration.

Eye

Scattered Light is as
Intense as Transmitted
Light — Image of Flame
Disappears at this Depth

Scattered Light

Scattered Light Weak —
Transmitted Light Strong

Length of Arrow
Proportional to Intensity
of Beam of Light

Flame

Candle

Figure 3 The Jackson candle turbidimeter.
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There was a gradual shift from expressing turbidity as an aesthetic
criterion, to stipulating turbidity goals for health reasons. This required
accurate measurements of low levels of turbidity, far lower than was possible
with the Jackson candle method. Typical ranges of required turbidity mea-
surements at water treatment plants are presented in Table 1 (Burlingame
et al., 1998).

As an example of the health-based role of low-level turbidity measure-
ments, the Pennsylvania Department of Environmental Protection in 1996
pointed out the relationship between turbidity spikes and Giardia break-
through in filtered water: a 10- to 50-fold increase in cyst breakthrough
from filter media disturbance could occur with only a corresponding in-
crease in turbidity of 0.1 NTU (Burlingame et al., 1998).

Monitoring turbidity at each step of the treatment process is performed at
many water treatment plants. The Long Term two Enhanced Surface Water
Treatment Rule (LT2ESWTR, USEPA, 2003) proposed a 0.5 log Crypto-
sporidium removal credit for a combined filter effluent turbidity less than
0.15 NTU in 95% of samples each month and (with certain conditions) a
1.0 log credit for filtered water turbidities of less than 0.10 NTU in 95%
of daily maximum values from individual filters.

As more sensitive instruments developed, they adopted a tungsten
filament light source at a colour temperature of 2200–3000 K that
impinged on a water sample held in a clear glass sample cell. A spectral
peak response detector tuned between 300 and 400 nm was located at
an angle to the incident light beam to measure the amount of light reflected
towards the detector. Eventually this angle was fixed at 90�. This instru-
ment is called a nephelometer and gives values in nephelometric turbidity
units or NTU. However, in the past, a number of other turbidity units
were used, based on the synthetic dispersions used to calibrate the instru-
ments. The units are not interchangeable and NTU is currently the
preferred unit. Some of the different turbidity units that have been used
are listed in Table 2.

Table 1 Example turbidity ranges at water treatment plants
Location Turbidity range (NTU)

Surface water 1 to >100
Settled water applied to filters 0.5e1.5
Filtered water under steady state operation 0.05e0.15
Filtered water during ripening 0.05e0.50
Filter backwash water 10e500
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3. TURBIDITY AS SURROGATE FOR PARTICLE
CONCENTRATIONS

Turbidity is often assumed to be a surrogate for TSS. It is generally
true that the higher the TSS then the more particles are expected in suspen-
sion, and the higher should be the turbidity. However, suspended particles,
particularly in natural waters contain a large variety of material that could
include clays, silts, inorganic matter, organic matter, vegetation, and living
organisms that produce a large variety of particle sizes and optical character-
istics. Therefore, there is no universal means of turbidity calibration that can
define turbidity for all water sources.

Bratby (2006) compiled the relationships found between turbidity
(NTU) and TSS (mg/L) for a number of raw water sources. The values pre-
sented were: 0.74; 0.80; 1.0; 1.25; 1.40; and 1.60 NTU/TSS. Results using
the overflow from water treatment sludge gravity thickeners were reported
as ranging from 2.0 to 2.27 NTU/TSS. These results demonstrate that
turbidity is not a universal or inherent measure of suspended material.

Light scattering and light absorption depends on the range of optical
properties of a suspension, which is dependent on the shape, size and
refractive index of the particles. For example, particles less than 0.1 mm
in diameter do not produce significant turbidity responses; particles less
than 1 mm produce the highest turbidity responses; and particles greater
than 1 mm can produce progressively lower turbidity readings (Burlingame
et al., 1998).

The above is not to say that turbidity is not a good indicator of the pres-
ence of suspended particles, but that there is not a clear conversion factor
between TSS and turbidity. However, for a given water or application,

Table 2 Different turbidity units
Nephelometric Turbidity Units NTU
Formazin turbidity units (various) FTU
Jackson turbidity units JTU
Silica (Kieselgur) units mgSiO2/L
Fullers earth (Fulbent 570) units mgF.E./L
Absolute units (Zeiss-Pulfrich turbidity unit) A.E.
Mastic units Drops of mastic
Langrohr units (reciprocal length) C
Coleman Nephelos units (TiO2) CNU
Helm units (BaSO4)

From Water Research Centre (1979).
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under a given set of circumstances, empirical correlations between
TSS measurements and turbidity readings can be useful, although the rela-
tionship between the two parameters may vary over time and particularly
seasonally for raw water sources, requiring periodic checks on the empirical
relationship.

The true value of turbidity in modern water treatment plants is that it
allows on-line monitoring of treated water quality, at extremely low levels
of particle concentrations. In this case the conversion between such low
levels of turbidity and TSS becomes almost meaningless. Concerns with
cyst breakthroughs from water treatment filters are of concern to most wa-
ter treatment utilities. The advent of modern high precision instruments,
particularly those relying on laser technology have been shown to provide
reliable indicators of particle breakthroughs from filters. Figure 4 demon-
strates one case where an online particle counter was unable to adequately
detect some of the particle breakthroughs, whereas an online laser turbi-
dimeter did detect the breakthroughs (Sadar, 2005). The major difference
between the two instruments is that the particle counter detected particles
larger than 2 mm, whereas the turbidimeter was able to detect submicron
particles.

Figure 4 Side-by-side filtered water quality using a laser turbidimeter (FT600;
1 mNTU ¼ 0.001 NTU) and a particle counter. From Sadar (2005).
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4. PRINCIPLES OF TURBIDITY MEASUREMENT

When light is directed towards a suspension of particles, the intensity
of light is reduced due to absorption and scattering of light. Absorption re-
sults in loss of energy from the light which is transferred to heat. Absorption
of specific light wavelengths manifests as a characteristic colour.

Unlike absorption, light scattering results in no net loss of energy from the
light beam and results in radiation of energy in all directions at the same fre-
quency as the incident light radiation. The intensity of the scattered light de-
pends on the refractive index of the particles, and the difference between the
refractive indices of the particles and the water, or other suspending medium.
The refractive index of pure water is approximately 1.33, although the value
changes with temperature and the concentration of dissolved organic and
inorganic compounds. Temperature effects are relatively minor, within the
ranges commonly encountered in water treatment. The effect of dissolved
compounds is generally to increase the refractive index of water.

For a given particle size and wavelength of incident light, turbidity de-
creases with increasing refractive index of the suspending medium. Turbidity
also increases as the particle size increases from zero up to a diameter equal to
the wavelength of the incident light. As particle size increases further,
turbidity then progressively decreases. These phenomena are mathematically
complex and are described sby the theory attributed to Gustav Mie, using
Maxwellss equations to solve for regions inside and outside the particles
(AWWARF/IWSA, 1997). Figure 5 schematically shows the light scattering
phenomenon expected with a small particle, of diameter smaller than 10% the
wavelength of the incident light. Such small particles exhibit a relatively sym-
metrical scattering distribution in both the forward and backward directions.
The small particle absorbs the light energy and reradiates the light energy in all
directions as if it were a light source itself (Hach, 1985).

Figure 5 Scattered light pattern for very small particles (smaller than 10% the wave-
length of the incident light) (Hach, 1985).
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Figure 6 shows the scattered light pattern for a relatively large particle,
with an assumed diameter approximately one-quarter the wavelength. Light
scattered from different positions around the particle create interference pat-
terns that are additive in the forward direction, resulting in forward-scattered
light that is a higher intensity than light scattered in other directions.

Figure 7 shows the scattered light pattern for particles with diameters that
are larger than the wavelength of the incident light. In this case the scattering
in the forward direction is increased even further, with scattering also at
other angles.

Since light scatters in all directions, there are essentially two methods of
measuring turbidity: by measuring the reduction in intensity of the trans-
mitted light, and by measuring the scattered light intensity, usually at 90�
to the transmitted light beam (Gregory, 2006). Although the 90� angle is
not the most sensitive to concentration it is probably least sensitive to vari-
ations in particle size.

Turbidity is calculated from the ratio of the light scattered by the sample
to that produced by a suspension selected as a turbidity standard. However,
different instruments can give different readings for the same sample, even
when they have been similarly calibrated. Characteristics of the light source
and detector determine the effective spectral distribution of the light source
which could give rise to differences in the results between different nephe-
lometer instruments.

Figure 6 Scattered light pattern for large particles (approximately 25% of the wave-
length of the incident light) (Hach, 1985).

Figure 7 Scattered light pattern for larger particles (larger than the wavelength of the
incident light) (Hach, 1985).
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5. TURBIDITY INSTRUMENTS

Light scattered by suspended particles is measured using a nephelom-
eter, a schematic of which is shown in Figure 8. Basically, a light source
(tungsten filament or LED) directs light through a sample chamber and a de-
tector measures scattered light, usually at 90⁰ to the incident beam.

There has been an attempt at standardization of turbidimeters so that
measurements are relatively reproducible. There are two principal standards,
summarized in Table 3. United States Environmental Protection Agency
(US EPA) 180.1 is widely used throughout the world. It calls for a
tungsten-filament lamp and a spectral peak response for the detector be-
tween 400 and 600 nm corresponding to the wavelengths of visible light.
The objective is that turbidity measurements should be most sensitive to par-
ticles that are 400–600 nm (0.4–0.6 mm) in diameter. This range of sensi-
tivity should not be strongly dependent on the presence of dissolved
compounds or the angle at which turbidity measurements are made.

Figure 8 Schematic of a nephelometric turbidimeter (Sadar, 1999).

Table 3 Summary of design standards
Requirement USEPA 180.1 ISO 7027

Primary detector 90� � 30� 90� � 1.5�
Light source Tungsten filament lamp

with colour
temperature between
2200 and 3000 K

Wavelength of 860 nm
(LED or a combination
of tungsten filament
lamps with filters can
be used)

Spectral response peak
for the detector

400e600 nm (primary
wavelengths of light)

Spectral bandwidth of the
light must be within
860 nm � 30 nm

Measurement range 0e40 NTU (any sample
above 40 NTU must
be diluted)

0e4 NTU (any sample
above 40 NTU must
be diluted)

NTU, nephelometric turbidity units
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Method USEPA 180.1 is particularly applicable to clean water samples,
below 1.0 NTU, which is the critical range for drinking water treatment.
However, the method is sensitive to colour that absorbs light in the
400–600 nm range of wavelength, and the tungsten filament lamps require
lengthy warm-up times to achieve stability, and should be calibrated
frequently. It is for this reason that laboratory instruments using this technol-
ogy are often recommended to be permanently switched on for regular use.

Method ISO 7027 originated in the brewing industry and is commonly
used in Europe. The method calls for a near monochromatic light source
that is stable, has low absorbance interference with samples, and results in
low stray light. However, the disadvantage of the long wavelength source
adopted in this standard is a reduced sensitivity to small particle sizes. If
the reduced sensitivity is electronically amplified this can result in increased
background noise at low turbidity levels. Instruments using this method can
have a disadvantage when measuring very low turbidities required in water
treatment plants.

There are a number of turbidimeter configurations that have been
designed to achieve increased accuracy or to reduce interferences. Figure 9
shows a schematic of a ratio turbidimeter. In addition to a primary light
detector positioned at 90� to the incident beam, it also includes secondary
detectors situated (for example) at 0� and possibly at 15� to the transmitted
light beam. The signals from the multiple light detectors combine electron-
ically to give the turbidity reading. Such ratio-type instruments are useful
when measuring the turbidity of coloured liquid suspensions, such as beer,
by minimizing the effect of light-absorbing soluble substances on the
turbidity measurement. Some instruments are provided with a switch to
activate or deactivate the secondary detectors thus changing the instrument
from a ratio to standard design.

Figure 9 Schematic of a ratio turbidimeter (Sadar, 1999).
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A major benefit of turbidity measurements is that they are well suited to
on-line process control. Figure 10 shows a schematic of one such instrument
which includes a network of baffled chambers exposed to atmosphere
thereby minimizing the chance of false readings due to the presence of bub-
bles. This design also includes a “keyhole” design to reduce stray light and
maximize the accuracy of the readings.

An alternative design of process instrumentation is shown in Figure 11.
This is an example of a surface scatter turbidimeter in which the light source
and detector are mounted above the turbidimeter body thereby isolating
optical components from the process water. The sample flow is introduced
into the centre of the body and overflows a weir at the top forming a near
perfect optical flat surface. The light beam is focused on the sample surface at
an acute angle of about 15� and light scattered by the particles in the illumi-
nated area is detected by the photodetector. The stray light in this instru-
ment can be kept to a minimum by providing an entrance slit for the
light beam, shielding baffles over the photocell, and providing an optical
black surface to the sample container body. Stray light has been measured
at an equivalent of less than 0.01 NTU. The instrument is particularly suited
to wide-range measurements.

A turbidimeter design suited to very low in-line turbidity measure-
ments is based on laser technology, as shown in Figure 12. The light source
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Figure 10 Schematic of an inline process turbidimeter (Sadar, 1998).
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in the instrument shown is a laser diode with a wavelength of 660 nm. The
response system is optimized to detect this specific wavelength. The design
produces a high beam power intensity that maximizes scattered light inten-
sity from smaller particles. A light trap at the bottom of the nephelometer
body reduces the stray light by about 50% compared with traditional
instruments (Sadar, 2005). The instrument includes optical fibres to maxi-
mize the signal conveyed to the detector. The instrument is capable of
detecting changes in turbidity down to 0.3 mNTU (0.0003 NTU).
Some instruments include a Relative Standard Deviation (RSD) feature
that quantifies the fluctuations in the laser turbidity measurements. This
allows detection of precursors to turbidity events and impending turbidity
spikes.

Figure 11 Schematic of an inline process surface scatter turbidimeter (Sadar, 1998).
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Figure 13 shows a turbidimeter suited to high solids concentrations. This
type of instrument is used in filter backwash troughs or in activated sludge
basins. The instrument shown includes an LED light source that transmits
a beam of infrared light into the sample stream at an angle of 45� to the
sensor face. A pair of photoreceptors detect scattered light at 90� to the trans-
mitted beam. A backscatter photoreceptor can be mounted at 140� to the
transmitted beam to detect light scattered in high solids sample streams.
The sensor face can also include a self cleaning wiper device to minimize
biological growth on the face of the device.
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Figure 12 Schematic of an inline process laser turbidimeter (Sadar, 2005).
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6. INSTRUMENT CALIBRATION

Turbidimeters should be regularly calibrated to ensure consistency
between readings. Calibration includes adjusting the instrument to known
turbidity standards. It is usually recommended that the instrument be cali-
brated to a standard suspension that is the closest to the expected range of tur-
bidities of the samples to be measured. The primary standard for calibrating
nephelometric turbidimeters has long been considered to be that based on
formazin. It is prepared by accurately weighing 10 g of hydrazine sulphate
and 100 g of hexamethylenetetramine in 1 L of distilled water (method
180.1, USEPA, 1979). The solution develops a white turbidity after standing
at 25 �C for 48 h. The polymer formed consists of random shapes and sizes,
ranging from 0.01 to 10 mm and the suspension is highly reproducible. Care is
required in handling and storing the chemicals due to their toxicity.

The turbidity of this suspension is 4000 NTU and working suspensions
of lower turbidity are prepared by diluting the 4000 NTU suspension using
particle-free water, typically less than 0.03 NTU.

Since formazin is considered a primary standard, it can be used in any
instrument to calibrate against known turbidity values.

The 4000 NTU stock suspension is generally stable for up to 1 year.
However, diluted suspensions have a shelf life that ranges from minutes to

Figure 13 Schematic of a high solids turbidimeter (Hach 1985).
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weeks, depending on the dilution. A diluted suspension of 2 NTU is gener-
ally considered the minimum practicable. Studies have shown that a
40 NTU solution decayed to 28 NTU in 18 h and a 1 NTU solution
decayed to 0.4 NTU in 19 h, even with refrigeration (Burlingame et al.,
1998).

Because of issues with handling formazin suspensions, one manufacturer
provides more stable formazin suspensions prepared in sealed cuvettes down
to 0.10 NTU. According to the manufacturer, these preparations are stable
for at least 2 years. The suspensions are prepared using an excess of hexa-
methylenetetramine. The characteristics of the stable suspensions are the
same as the original formazin standard suspension (Sadar, 1999).

An alternative standard for calibration provided by one manufacturer
uses suspensions of microspheres made of styrene divinylbenzene (SDVB)
copolymer. Suspensions of SDVB have been shown to be as stable as
concentrated formazin and much more stable than diluted formazin. Similar
to the preprepared stable formazin suspensions, the SDVB suspensions are
provided prediluted in sealed cuvettes, ready to use. SDVB suspensions
are prepared to agree with formazin standards and are considered secondary
standards.

Due to the monodispersed nature of the SDVB size distribution, incident
light may over-scatter in the forward direction resulting in inaccurate cali-
bration with some machines. This is the case with ratio turbidimeters, for
example, where the manufacturer provides a special formulation to obtain
acceptable readings when the instrument is tested against formazin standards.

Letterman et al. (2004) conducted comparative tests on a range of
filtered, settled or disinfected only waters from different treatment technol-
ogies and water treatment plants from 10 geographically different water sup-
ply systems. They evaluated analyst techniques; 10 different instruments and
12 different instrument mode categories; sample turbidities ranging from
0 to 0.6 NTU; and four different calibration materials. The calibration ma-
terials evaluated were as follows:
• User-prepared formazin (following USEPA method 180.1). Subsequent

dilutions used laboratory reverse osmosis (RO) water;
• Commercially supplied formazin stock solutions, subsequently diluted

with RO water;
• Stabilized commercial formazin, prepared and sealed in a range of usable

dilutions by the manufacturer;
• SDVB microspheres supplied by the manufacturer in a range of predi-

luted suspensions.
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Principal findings from this study are summarized as follows:
• The light source of the various instruments (tungsten filament, green

LED, or infrared LED) cause minimal differences in readings. Instru-
ments with LED light sources gave readings approximately 3% higher
than tungsten filament instruments. For ratio instruments the discrepancy
between the two light sources dropped to less than 0.5%.

• The calibration material used had minimal effect on the results of all
instrument modes and water sources.

• A significant difference was noted between two groups of instruments
when measuring low turbidity levels. The instruments that automati-
cally set a predetermined reading (for example, 0.02 NTU) when a
deionized low particle water sample (for example, the laboratory RO
water used for dilution of the calibration material) is placed in the in-
strument during calibration, subsequently gave significantly lower
readings than instruments that do not operate this way. It was suggested
that the differences between the two groups is related to the different
electronic processes used in “zeroing” and calibrating the instruments
(Letterman et al., 2004). Instruments that do not operate this way
measure the turbidity of the dilution water and store the result in the
instrument software. This value is then used to subtract the turbidity of
the dilution water from the measured values of the other turbidity
standards used to perform a calibration (Sadar, 1999).

• Analyst technique when calibrating and measuring low turbidities is a
significant factor in the accuracy of the results.

7. TECHNIQUES FOR ACCURATE TURBIDITY
MEASUREMENTS

A number of workers have pointed out techniques that are important
for accurate and reproducible turbidity measurements. It is also important to
follow the specific instrument operations manual. A number of the principle
techniques are summarized below:
• It takes only a small amount of suspended matter, or a slightly dirty

sensor, or a slightly dirty cell to cause significant inaccuracies when
measuring low turbidities, for example at the 0.1 NTU range
(Burlingame et al., 1998).

• The cleanliness of sample cells is an important issue for low-level
turbidity measurements. One manufacturer recommends the following
for ultra-low turbidity measurements:
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• Wash sample cells with soap and deionized water;
• Soak the washed sample cells in 1:1 hydrochloric acid for at least 1 h.

Sample cells can also be placed in a sonic bath to release particles from
the glass surfaces;

• Rinse the cells with ultra-filtered deionized water (RO or 0.2 mm
filter) at least 15 times;

• Immediately cap the cells to prevent contamination and to prevent
drying out of the inner cell walls;

• Polish the outside of the cell with silicone oil to prevent particle
attachment and to fill in small imperfertions in the outer glass.

• At low-level turbidity readings, it becomesmore important that sample cells
be indexed. Cells vary in optical quality; one side reflects more light,
whereas another side absorbs more light. Burlingame et al. (1998) describe
their practice whereby new cells are indexed and tested against the
requirement that they not vary by more than 0.01 NTU. As many as 25%
of the new cells are discarded. The recommended procedure is as follows:
• Once the sample cells have been cleaned, fill them with ultra-filtered

low turbidity water;
• Let samples stand to allow any bubbles to rise;
• Then polish the cells with silicone oil;
• Measure the turbidity at several points of rotation of the sample cell in

the instrument;
• Find the orientation where the turbidity reading is the lowest and

mark the cell on the side in such a way that it can always be lined
up the same way in the instrument’s chamber for future
measurements.

• If possible, use one sample cell for the low turbidity readings, particularly
one that has been demonstrated to be of high optical quality and has been
indexed.

• Dust inside the instrument can increase stray light, especially when it is
stirred up when closing the instrument lid. Stray light can cause errors
from less than 0.01 to greater than 0.04 NTU. It is important to follow
the instrument operations manual in this regard.

• Condensation on the exterior glass window of the light source can inter-
fere with low turbidity readings by causing noise and drift of the readings.
Follow the instrument operations manual.

• Decay of the incandescent lamp or its variation over time can be signif-
icant at low-level measurements and can be a significant source of noise
and drift in readings. Follow the instrument operations manual.
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• It is important to remove bubbles from the sample before taking
readings. Gas bubbles reflect light, produce light scatter and cause false
turbidity responses and erratic instrument behaviour. The first measure
should be to fill the sample cell slowly to avoid entraining bubbles. Then
let the sample stand for several minutes to allow bubbles to vacate the
sample. If the sample needs to be mixed, gently invert the sample several
times to avoid introducing bubbles.
If bubbles are still observed in the cell, for example attached to the cell

wall, the capped cell can be rotated in the horizontal plane to dislodge
the bubbles and allow them to rise to the headspace when returned to the
upright position.

A vacuum can be applied to the sample, although care must be taken to
avoid contaminating the sample with the vacuum device. One method in-
serts a 50 mL syringe through a single hole in the cap of the sample cell. The
plunger on the syringe is retracted to cause a partial vacuum. The vacuum is
held until the formation of gas bubbles is no longer evident.

Sonication can also be applied for 1–2 s to samples that are warming up
to room temperature. Care should be taken with sonication since it could
cause particles to fracture and change size, and cause particles attached to
the sample cell wall to detach and cause higher turbidity of the sample.
• The use of in-line instruments is expected to reduce some of the errors

caused by sampling. Grab sample collection can be affected by the
cleanliness of the sample bottles; the sample holding time; sample
storage conditions; particle breakup, clumping or settling; or particles
sticking to the sample bottle. Some in-line process models include
bubble traps or dissipaters that reduce the effects of bubbles on the
turbidity readings.
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1. INTRODUCTION

Capillary suction time (CST) was originally developed as a simple
method of determining both sludge dewaterability (i.e., the release of water
from the sludge matrix) and for evaluating the effects of pretreatment chem-
icals (i.e., conditioners, flocculants, and coagulants) on sludge filterability.
Modern measurements still employ the original method and apparatus
developed at the Water Pollution Research Laboratory in Stevenage,
England (now the Water Research Centre(WRc)) (Gale and Baskerville,
1967; Baskerville and Gale, 1968).

When a solids suspension is retained in a column a layer or bed of
concentrated solids will form at the base. A thin porous layer, such as a filter
paper, exposed to the base of this bed will allow the free water not chemically
bound to the solids to drain either from the solids or through the solids bed
from the water above. This water travels radially from the base of the column
due to capillary suction pressure of the porous layer. The rate of movement
through the porous layer is primarily dependent on the permeability of the
bed of concentrated solids, and the water holding capacity of the solids
both settled and in suspension. Where the settled solids form a dense com-
pacted bed with small interstices, water will pass through slowly (i.e., low
CST). Where solids form large aggregates or are less compacted with larger
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interstices then water will pass through the bed at a higher rate (i.e., high
CST) (Figure 1). In certain circumstances no settlement occurs with the
solids equally distributed within the water phase. However, the solids can still
bind water chemically by hydration reactions, which can reduce the rate of
water movement through the porous layer (i.e., low CST) (Besra et al.,
2005). Capillary suction creates a much larger force than that created by
the hydrostatic head alone. So as long as there is sufficient sample of test
material to give a CST value, the test can be considered independent of
the volume of test material when using the standard test apparatus. Outside
the standard test environment, the height of the sample in the test column
will increasingly become a factor. The CST test is a widely used alternative
to the more complex specific resistance to filtration (SRF) test developed by
Coakley and Jones (1956). Although the SRF test has been modified it
remains a quite difficult and expensive alternative to CST (Christensen
and Dick, 1985a,b; Novak and Knocke, 1987; Sawalha and Scholz, 2009).

2. METHODS

The most widely used CST apparatus is produced by Triton Electronics
Ltd (www.tritonel.com/) (Figure 2). A similar unit is manufactured in the
USA by OFI Testing equipment Inc. (www.ofite.com/products/294-50.asp).

Forms a dense compact
bed with smaller pore
spaces through which
drainage of liquid is slow

Forms a more open bed
with larger pore spaces
through which liquid can
drain faster

Unaggregated particle bed

Aggregated particle bed

(a)

(b)
Figure 1 Schematic illustration of the nature of sediment bed formed by (a) dispersed
suspension and (b) aggregated suspension. Reproduced from Besra et al. (2005) with
permission from Wiley Inc. New York.
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The standard test apparatus consists of filtration block and timing unit.
The filtration unit comprises two Perspex blocks between which the fil-
ter paper is placed (Figure 3). The lower block is recessed to allow the
insertion of a standard size piece of absorbent chromatography paper
(Whatman No. 17). An upper Perspex plate in which three electrical
contacts are embedded is placed on top of the filter paper. A stainless steel
funnel (either 10 or 18 mm internal diameter) for holding the test suspen-
sion is inserted into a central hole in the upper plate. The larger funnel
is used for heavier sludges to reduce the time taken for the test to be
completed and to reduce variability (Sawalha, 2010). The CST is measured
by recording the time in seconds for the water draining from the sludge
poured into the central funnel to travel a set distance. This is achieved
by two electrodes that are embedded in the upper Perspex plate at a stan-
dard distance from the funnel that opens and closes a circuit as the water in
the filter passes the electrodes.

The test starts when the funnel is filled with a standard volume of
liquid or sludge. Water is pulled from the sludge by capillary action
into the filter paper creating a wetted area that slowly expands outwards.
When the wetted area reaches 18.6 mm from the centre of the funnel it

Figure 2 The standard type 304 CST apparatus manufactured by Triton Electronics Ltd,
Dunmow, Essex, UK. CST, capillary suction time. Reproduced with permission.
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reaches the first two electrical (Figure 3-1A or 1B) contacts that form a cir-
cuit that turns on the timer to start the test. When the wetted area of the
filter paper reaches the third contact position located 22.3 mm from the
central position (Figure 3–2) the timer stops and displays the CST result
in seconds. So in practice, sludges that release their water readily have a
low CST and vice versa (Figure 4).

Standard versions of the CST method have been published in the United
Kingdom (Department of the Environment, 1985) and the United States as
Standard Test Method 2710G CST (Standard Methods, 2012).

Figure 3 The capillary suction time (CST) test apparatus. Reproduced from the Department
of the Environment (1985) with permission of her Majesty’s stationery office, London.
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A number of different modifications to the standard apparatus have been
proposed. Scholz (2006) reported improved precision by replacing the cir-
cular funnel of the standard CST test apparatus with a rectangular funnel.
He also recommended using a cheaper filter paper with similar or improved
characteristics to reduce consumable costs. Sawalha and Scholz (2007) also
studied the funnel geometry of the standard CST apparatus and were able
to improve test repeatability by replacing the standard circular funnel with
a novel rectangular design. They also proposed the use of a funnel sealant,
to reduce leakage between the funnel and the paper, which reduced their
test variability by 63% of the coefficient of variation (Sawalha and Scholz,
2009). Schozl (2005, 2006) found that stirring the sludge within the sludge
chamber improved CST precision by preventing sedimentation, although
this has not been confirmed in subsequent studies (Sawalha, 2010). The
test bed has also been modified, most notably into a linear CST unit
(Unno et al., 1983; Tiller et al., 1990), although the radial flow unit remains
the standard. Herwijn et al. (1995) have replaced the filter paper with a
ceramic plate that permits the wetted area to be monitored continuously
over time as it advances.

Modelling the CST has proven difficult due to the variability of the equip-
ment, test conditions, and the sludge characteristics (Unno et al., 1983).
Vesilind (1988) has explored this in detail and has proposed a model for
the test based on a filterability constant. Since then filterability as measured
by the CST test has been widely examined and discussed by a number of
different authors using the piston-like (Unno et al., 1983; Meeten and

Figure 4 The effect of chemical conditioning on the capillary suction time(s) (CSTs) of a
wastewater sludge.
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Smeulders, 1995) and diffusion-like models (Lee, 1994; Lee and Hsu, 1992)
which are compared by Lee and Lin (1996).

More recently a simple model to estimate filterability has been proposed
by Sawalha (2010) as:

log Y ¼ b0 þ b1

ffiffiffiffi
X

p

where Y is the predicted mean CST value (s), b0 is the intercept (the predicted
mean CST (s) when the distance4 between the starting and stopping elec-
trodes of the CST device is zero), b1 is the filterability which is the slope of the
regression line (s/m2), and X is the distance4 (m) between the electrodes.

Sawalha and Scholz (2010) were able to predict the SRF from CST tests
using the model:

log SRF ¼ 46:128 � 1:346 T þ 0:035 T 2 þ 13:760 F
�

TSS

where SRF is the specific resistance to filtration (m/kg), T is the temperature
(�C), F is the filterability (log s/m2), and TSS is the total suspended solids
concentration (g/l). This model must be used with caution as it is only valid
for the range of solids concentration tested.

3. FACTORS AFFECTING CST MEASUREMENTS

Many papers have been published on the factors affecting the CST test.
These have dealt with the characteristics of the filter papers used, the effect of
temperature, and solids concentration on the test and harmonization of the test.

Filtration paper: Using four different sludges, Sawalha and Scholz (2007)
compared 12 different filter papers to the standard Whatman No. 17 chro-
matographic paper and found that several cheaper alternative papers could
be used to estimate CST. They found that the anisotropic Whatman No.
17 filter paper did not produce the most consistent results of the papers tested
or in the shortest time. They observed better repeatability with certain sludges
using the alternative isotropic filter papers which were cheaper and quicker.
Sawalha and Scholz recommend filter paper SS1107 as most suitable for testing
heavy sludges. Problems have occurred when testing very small particles, such
as bentonite suspensions, which can become trapped in the large pores of
Whatman No. 17 filter paper (pore size 8 mm) giving erroneous results.
This can be overcome by placing a filter paper of a suitable pore size between
the funnel and Whatman No. 17 paper (Meeten and Smeulders, 1995).

Temperature: Vesilind (1988) showed that CST should vary in a linear
manner with viscosity, which can be altered by temperature. This was
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shown to be true for inert sludges (Figure 5) and also organic sludges but
only up to 60–65 �C, beyond which the cells increasingly lysed which
altered the particle distribution within the sludge causing an increase in
CST (Figure 6). However, Sawalha (2010) recorded a nonlinear relationship
between CST and temperature. She explains this is most likely due to
the complex effects that temperature has on sludge viscosity, filterability,
settleability, desorptivity, and flocculation behaviour. For this reason she
recommends replicate tests should be done at a constant temperature, which
should always be recorded.

Figure 5 Linear decrease of CST of an inert calcium carbonate slurry as temperature
increases. CST, capillary suction time. After Vesilind (1988).

Figure 6 CST of digested sludge falls with increasing temperature until the cells lyse at
>65 �C which changes the nature of sludge causing a rapid increase of CST. CST,
capillary suction time. After Vesilind (1988).
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Solids concentration: There is a linear relationship between solids concen-
tration of inert solids and CST. Vesilind (1988) also reported a linear
relationship using mixed digested sludge, although in practice the rate of
increase slows at higher solids concentration (Figure 7).

Harmonization: The complex and diverse nature of wastewater sludges
makes it difficult to compare CST test units and to make modifications
that can be universally adopted. Sawalha and Scholz (2007) have developed
a standardized sludge that can be used to standardize results and harmonize
between test units. The application of synthetic sludge can support the testing
of experimental methodologies and should be used for subsequent bench-
marking purposes (Sawalha and Scholz, 2007). CST varies between the in-
struments used, the temperature at which the test is conducted (normally
ambient air temperature), and the specific solids concentration. Therefore
CST values cannot be compared between different water and wastewater
treatment plants. For that reason, unlike SRF which is independent of solids
concentration, CST is not generally considered to be a fundamental sludge
dewatering parameter, (Vesilind, 1988).

4. EXAMPLES OF CST USE

CST has been used for over 40 years as a simple measure of primarily
wastewater sludge filterability and conditionability, but also of water treat-
ment sludges. It is also used to calculate the optimum dosage of conditioner
required by comparing filterability before and after conditioner is added to
the sludge. Sludge filterability, as measured by the CST, is used to optimize

Figure 7 The CST increases with solids concentration of wastewater sludges, although
not always linearly as reported by Vesilind (1988). CST, capillary suction time.
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the performance and operation of most sludge dewatering processes
including belt and filter presses, vacuum filters, centrifuges, and drying
beds. CST has also been used to evaluate the characteristics of activated
sludge and also to measure the fouling potential by extra cellular polymers
produced by the microbial biomass in submerged membrane reactors (Jin
et al., 2004). Although other methods are available to measure the dosage
of conditioner required, such as SRF, CST remains the most widely used
due to its simplicity, speed, and reliability (Department of the Environment,
1985). Typical CST values for conditioned sludges with a 5% dry solids con-
centration using the 18 mm funnel are 10 s for belt presses, 15 s for filter
presses, 40 s for both vacuum filters and centrifuges, and 300 s for drying
beds.

While used primarily to assess the filterability of domestic and indus-
trial wastewater sludges (Gale and Chem, 1977; Sengupta et al., 1994,
1997), the CST method has also successfully been used in a number of
other applications. These include the study of the colloidal properties of
clay suspensions, measuring the dispersion characteristics of powder
suspensions such as ceramic powders and the calculation of dispersant
or flocculent dosages (Besra et al., 2005) (Figure 8), and the precipitation
of hydrous oxides (Soehnel et al., 1980). It is used in for a variety of appli-
cations in the mining and quarrying industry, as well as in the production of
sugar and paper pulp and by the metal extraction and potash industries.
Another major application of the test is in the oil and gas industry to

Figure 8 The effect of pH on the CST of a 1.28 vol.% alumina suspension with and
without the addition of a dispersant (Darvan-C at 2.29 mg/g). CST, capillary suction
time. Besra et al. (2005).
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characterize shales and to optimize the electrolyte concentration in drilling
fluids in order to minimize their effect on shale formations (Wilcox and
Fisk, 1983), although there is a general acknowledgement of the limitations
of the test for many of these purposes and a need for alternative test
methods to be developed (Pagels et al., 2012).

5. CONCLUSIONS

The CST test is a simple and precise measure of the rate at which
water is released from a sludge matrix and can be used as a substitute for
SRF to assess sludge dewaterability. However, the CST is not a universal
parameter in a strict sense but a comparative tool for use with specific sludges
and test apparatus. Where standard dose–response curves for sludge condi-
tioners are created care must be taken to minimize any differences between
the experimental method and the temperature at which the test is conduct-
ed. Consideration should be given to using a standard rather than ambient
temperature for CST measurements. The use of a synthetic sludge as
suggested by Sawalha and Scholz (2007) for standardization of results and
harmonization (i.e., repeatability and reproducibility) between test units
will expand the applicability of the CST test.
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mean equivalent diameter stabilization,

629, 629f
size-shape plots, 631–632, 632f
sodium chloride samples, 630, 630f
statistical parameters, 630, 631t

3D shape, 632–633
fractal-like particles, 621–624, 623f
image acquisition, 611f

automated image capture, 612
dispersion, 611–612
dynamic image acquisition, 612, 613f
static visualization, 611–612

image treatment, 616f
binary image, 614, 615f
border-killing, 615, 615f
grey-level image, 614, 615f
hole-filling, 614, 615f
noise elimination, 615, 615f
particle labelling, 615, 615f
Visilog version 6.9, 614

magnification, 628–629, 628f
shape descriptors

circularity and aspect ratios, 619, 619f
Crofton formula, 618
rectangularity calculation, 619, 620f
relative radius vs. angular position,

619–620, 620f
in situ images, 626–628, 627f–628f
size descriptors

binary image of curved particles, 618,
618f

equivalent diameter, 617
Feret diameter, 617, 617f
pixels, 616

twinned crystals and agglomerates,
620–621, 621f, 622t

Particulate fluidization, 461
Passive transport, LM technology

carrier-mediated diffusion, 160–161, 160f
solution-diffusion, 159–160, 159f
uniport mechanism, 160–161

Pervaporation. See also specific pervaporation
Antoine equation, 107–108
azeotropic behaviour, 113–114

chemical potential, 107
definition of, 102–103
dehydration, 104
enrichment factor, 115
ethanol purification and production, 137f

classical process scheme, 135–136, 135f
Clostridium family, 139
distillation, 136
permeate concentration, 138, 138f

ethyl tert-butyl ether, 104
feed mixture vs. permeate composition,

113–114, 114f
Henry’s law, 107
hybrid systems

distillation, 131, 133f
flow sheet for, 131, 131f
isopropanol-water separation, 132,

134f
intermediate heat exchangers, 106, 106f
Langmuir model, 110–111
logarithmic average, 112
Maxwell–Stefan theory, 109
membranes/reactors, 117f

dewatering applications, 116–117
elastomers, 117–119
esterifications, 140
hydrophobic zeolites, 120
materials, 116, 118t
methyl isobutyl ketone, 141, 142f
miniaturization, 140–141
molecular surface engineering, 119
PDMS, 117
SBS, 117–119
support layer, 115–116
tertiary ether, 142
zeolite 4A and ZSM-5, 121

permeation rate, 102–103
pervaporation separation index, 115
phase transition, 101–102
polydimethylsiloxane membranes, 104
selectivity, 115
solution-diffusion model, 106, 109

Pervaporation separation index (PSI), 115
Physisorption, 587
Plate/frame modules, 562–563, 563f
Polishing filtration

Certus MF filter, 407
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Polishing filtration (Continued )
Fractor, 408–409, 409f
Scamsonic clarification filter, 409–411,

410f
Sofi MF filter, 407–408, 407f
three-stage fractionations, 409, 410f

Polydimethylsiloxane (PDMS), 117–119
Polyvinyl chloride/polypropylene

mixture, 541
end slope and side slope

separation results, 546–547, 547t,
548t

total separation efficiency, 546–547,
546f, 548f

feed flow rate, 551–553, 553f, 552t
longitudinal vibrating frequency,

544–546, 544f, 545t
riffles, 550–551, 551f, 550t
superficial air velocity, 542–544, 543f,

542t
Positron emission particle tomography

(PEPT), 14–15
Positron emission tomography (PET),

14–15
Pressure-drum filter, 341–342, 342f
Primary active transport, 161–162
Pulsating high-gradient magnetic

separation, 301
principle of

magnetic particles capture, 305, 306f
matrix depth, 303, 304f
schematic diagram, 301, 301f
separating zone, 302
slurry pulsation, 305
velocity curve of slurry, 303, 303f

SLon pulsating high-gradient magnetic
separator, 306–307, 306f, 310–313,
310f

R
Residence time theory, 10
Reynolds averaged Navier–Stokes

(RANS), 13
Rotary Membrane System, SpinTek,

33–34, 35f
Rotating disk module (RDM), 37, 38f
Rotating screw-press, 343–344, 343f

S
Saccharomyces cerevisiae, 624
Saline water desalination

batch electrodialysis process
computation, 257
current density changes, 257–258, 258f
current efficiency changes, 257–258,

260f
desalting ratio changes, 257–258, 261f
energy consumption changes,

257–258, 260f
salt concentration changes, 257–258,

257f, 259f
solution volume changes, 257–258,

259f
water recovery changes, 257–258, 261f

cell voltage
vs. energy consumption and desalting

ratio, 240, 243f
vs. ion and solution flux, 236, 242f
vs. pressure drop, 240, 244f

current density
vs. energy consumption and desalting

ratio, 240, 243f
vs. ion and solution flux, 236, 241f

limiting current density, 241–243, 245f
real limiting current density, 241–243,

245f
salt concentration

vs. energy consumption and desalting
ratio, 240, 244f

vs. ion and solution flux, 236, 242f
specifications and operating conditions,

236, 241t
Scamsonic clarification filter, 409–411,

410f
Secondary active transport, 162
Selective catalytic reduction (SCR), 508
Shear-enhanced filtration. See Dynamic

filtration
Silicalite-1, 120
Single-species Maxwell–Stefan

diffusivities, 113
SLon-1000 dry vibrating high gradient

magnetic separator
application, 315–316, 316t
schematic diagram, 314, 314f
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technical parameters, 315, 315t
SLon pulsating high-gradient magnetic

separator, 306f
operation

magnetic induction, 310
pulsating stroke and frequency,

310–311, 311f
ring diameter selectivity, 312–313,

313f
rod matrix selectivity, 312, 312f

technical specifications, 307,
308t–309t

working principle, 307
Sludge dewatering

cake filtration, 412–414, 413f
pretreatment, 411–412

Sofi MF filter, 407–408, 407f
Soft sensors, 16
SolarSpring GmbH, Germany, 75
SonoSep�, 403–404
Spacer-filled membrane distillation

channel, 80–83, 81f
Spinning basket module (SBM), 37, 38f
Spiral wound modules, 561–562, 562f
Standing wave separation

acoustic cell retention system, 403–404,
404f

agglomeration, 403
applications, 403–404
standing acoustic field, 403, 403f

Styrene-butadiene-styrene block
copolymer (SBS), 117–119

SUPER FILTRON�, 337
Surface adsorption

chemisorption, 587
isotherms

classifications, 587–588, 588f
Freundlich adsorption isotherm, 588,

588f
Langmuir isotherm, 588–589,

588f
type II-V isotherms, 588f, 589–590

physisorption, 587
Sweeping gas membrane distillation

(SGMD), 63–65
Synthetic ion exchangers, 475–476
Synthetic organic resins, 476–477

T
Teflon AF2400, 129
Tetrahydrofuran (THF), 125–126
Thermodynamics, ion exchange process

electrostatic field, 446
standard entropy, 445
variations, 446, 446t

Thermostatic sweeping gas membrane
distillation (TSGMD), 66

Travelling-wave dielectrophoretic force
(TW-DEP), 368

Turbidity measurements
advantages

Jackson candle turbidimeter, 639, 641f
ranges, 642, 642t
Secchi disk, 639, 640f
turbidity vs. Secchi disk depth, 639,

640f
units, 642, 643t

instruments
calibration, 652–654
design standards, 647, 647t
high solids turbidimeter, 651, 652f
inline process turbidimeter, 649, 649f
ISO 7027, 648
laser turbidimeter, inline process,

649–650, 651f
nephelometric turbidimeter, 647, 647f
ratio turbidimeter, 648, 648f
surface scatter turbidimeter, inline

process, 649, 650f
USEPA 180.1, 648

particle concentrations, 643–644, 644f
principles

absorption, 645
calculation, 646
Maxwellss equations, 645
scattering phenomenon, 645–646,

645f–646f
techniques for, 654–656

Turbulent two-phase models, 11

U
Ultrasonically assisted separation processes

membrane filtration
equipment, 415, 415f
high flux enhancements, 416, 416f
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Ultrasonically assisted separation processes
(Continued )
MPI clamp, 416, 417f
transducer clamp-on technology,

417–418
origin

cavitation, 400–401, 401f
liquid jet, 400–401
standing wave, 401
synergetic effects, 402–403
transient cavitation threshold, 400–401,

402t
polishing filtration

Certus MF filter, 407
Fractor, 408–409, 409f
Scamsonic clarification filter, 409–411,

410f
Sofi MF filter, 407–408, 407f
three-stage fractionations, 409, 410f

sieving, 405–406, 406f
sludge dewatering

cake filtration, 412–414, 413f
pretreatment, 411–412

standing wave separation
acoustic cell retention system,

403–404, 404f
agglomeration, 403
applications, 403–404
standing acoustic field, 403, 403f

Ultrasonic sieving systems, 405–406, 406f
Uniport mechanism, 160–161

V
Vacuum membrane distillation (VMD), 66
Vibrating membrane bioreactor (VMBR),

39, 40f
Vibratory shear-enhanced process (VSEP)

applications
MF and UF, 42–45, 45f
NF and RO, 46–47, 46f

commercial modules, 31–32, 31f
membrane shear rate, 41–42
Series i84, 31–32
Series LP, 31–32

Volatile organic compounds (VOCs), 63
Volumetric gas adsorption technique

adsorbates, 595, 595t
advantages and limitations, 595–596, 596f
diluent gas, 594
schematic diagram, 594, 594f

W
Wire cloth electrodes, 374, 375f

X
XZero AB, Sweden, 75, 76f
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