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Preface

The volume contains latest research work presented in the Second Edition of the
Mediterranean Symposium on Smart City Applications (SCAMS2017) held on
October 25–27, 2017, in Tangier, Morocco. This book presents original research
results, new ideas, and practical development experiences. It includes papers from
all areas of Smart City Applications.

Topics related to smart mobility, big data, smart grids, smart homes, smart
buildings, smart environment, cloud, social networks and security issues will be
discussed in SCAMS2017.

The conference stimulates the cutting-edge research discussions among many
academic researchers, scientists, industrial engineers, and students from all around
the world. The topics covered in this book also focus on innovative issues at
international level by bringing together the experts from different countries.

The scope of SCAMS2017 includes methods and practices which bring various
emerging Internetworking and data technologies together to capture, integrate,
analyze, mine, annotate, and visualize data in a meaningful and collaborative
manner. A series of international workshops are organized as invited sessions in the
SCAMS2017:

• The 2nd International Workshop on Smart Learning and Innovative Educations,
• The 1st International Workshop on Smart Healthcare,
• The 1st International Workshop on Mathematics for Smart City,
• The 1st International Workshop on Industry 4.0 and Smart Manufacturing.

We would like as well to thank the Local Arrangement Chairs for making
excellent local arrangements for the conference. We also would like to thank the
Workshop Chairs for their delicate work.

Many thanks to the Springer staff for their support and guidance. In particular,
our special thanks to Dr. Thomas Ditzinger and Ms. Varsha Prabakaran for their
kind support.

Mohamed Ben Ahmed
Anouar Abdelhakim Boudhir
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SCAMS2017 Keynote Talks



Smart Cities Promised Technological
and Social Revolution

Mohamed Essaaidi

ENSIAS, Mohammed V University, Rabat, Morocco

Abstract. Many cities around the world are currently transitioning toward
smart cities to attain several key objectives such as a low-carbon environ-
ment, high quality of living, and resource-efficient economy. Urban per-
formance depends not only on the city’s endowment of hard infrastructure,
but also on the availability and quality of knowledge communication and
social infrastructure. There is a growing importance of information and
communication technologies (ICTs) and social and environmental capital in
profiling the competitiveness of cities. Information and communication
technologies play a critical role in building smart cities and supporting
comprehensive urban information systems.

This brings together citizens and integrates technologies and services
such as transportation, broadband communications, buildings, health care,
and other utilities. Advanced communication and computing techniques can
facilitate a participatory approach for achieving integrated solutions and
creating novel applications to improve urban life and build a sustainable
society. Extensive research is taking place on a wide range of enabling
information and communication technologies, including cloud, network
infrastructure, wireless and sensing technologies, mobile crowdsourcing,
social networking, and big data analytics.

The main purpose of this keynote talk is to present an overview of smart
city technologies, applications, opportunities, and research challenges.



Inclusive Smart City for Specially
Abled People

Parthasarathy Subashini

Avinashilingam University, India

Abstract. The concept of smart city itself is still emerging, and the work of
defining and conceptualizing it is in progress. This concept is used all over
the world with different nomenclatures, context, and meanings stressing the
need for public and private stakeholders to put the citizen at the heart of any
smart city project. Citizens, the inhabitants of the intelligent cities become
agents of change, fully aware of the city challenges and play a qualified role
in the civic network, characterized by participation, civic engagement, ter-
ritorial commitment, and the will of sharing knowledge of creativity. The
challenges in the cities and societies are mostly related to the fact that
disability causes specific barriers, such as limitations of mobility, visual and
hearing impairments, and a high disease susceptibility. ICT solution
implemented in the cities can help overcome mobility and visual and cog-
nitive movements. Innovations in areas such as remote sensors, embedded
systems, robotics, or wireless mobile networks provide building blocks for
intelligent ambient systems that can support especially abled people and
allow them to move around the city without any assistance.

The current market tends to expand products designed to serve large
portions of the population, providing tools, objects, and furnishings with a
design that meets the requirements or needs of people with or without
disabilities. Regarding that perspective, there has been an increase in the
variability of these products marketed to the most diverse purposes,
including for daily life activities.

Assistive technologies are a key tool to any physically challenged person
when checking their ability toward accessibility. Understanding of these
technologies goes hand in hand with understanding the requirements of their
accessibility also. Assistive technology can be defined as “any item, piece of
equipment, or product system, whether acquired commercially or off the
shelf, modified, or customized, that is used to increase, maintain, or improve
functional capabilities of individuals with disabilities.” Assistive technology
includes assistive, adaptive, and rehabilitation devices for people with dis-
abilities. Especially, the ability to communicate is fundamental to a basic
quality of life, yet for many people effective communication is difficult
because of a physical impairment, language disorder, or learning disability.
The proposed topic is toward various assistive technology systems that
facilitate people who face just such challenges.

Assistive technology service includes any service that directly assists an
individual with a disability in the selection, acquisition, or use of an assistive
technology device.



The use of ATs can improve the physical and social functioning of
persons with disabilities and elderly people.

The proposed keynote speech describes about various opportunities and
challenges related to “inclusive smart city,” expanding the possibilities for
persons with special needs in the urban space.

Inclusive Smart City for Specially Abled People xvii



Cognitive IoT for Smart Urban Sensing

Mounir Ghogho1,2

1 University of Leeds, UK
2 UIR, Morocco

Abstract. In this talk, I will briefly introduce the Internet of things (IoT) and
its enabling technologies. Then, I will give a brief overview of the different
wireless connectivity solutions (cellular and non-cellular) that compete to
have a share of the IoT market. Fundamental limits on coverage/throughput
and their relation with network density will be presented and used to explain
the advantages and disadvantages of the different wireless solutions. I will
then present the concept of cognitive IoT, its components, and its chal-
lenges. The focus will be on cognitive sensing, communication, and energy
harvesting. Finally, I will briefly present my ongoing IoT projects on urban
sensing.



Data for Smart Spaces

Hajar Mousannif

Cadi Ayyad University, Morocco

Abstract. With the significant advances in information and communication
technology over the last half-century, cloud computing, big data, Internet of
things, and mobile technology are rapidly emerging as new pillars of the
next generation of IT.

With the cloud, we have infinite power of computation right in our
pockets. Big data takes advantage of the technically “unlimited” storage and
computing capabilities of the cloud to make predictive and prescriptive
analytics to extract insights about every aspect of our lives, while the
Internet of things connects everything that can be connected. They also
generate huge amounts of data waiting to be processed and analyzed.
Mobile technology makes the picture even more beautiful by making
information available anywhere anytime!

Cloud computing, big data, Internet of things, and mobile technology
blur the traditional boundaries and profoundly revolutionize the value chain
of many vital sectors including health care, transportation, education, and
industry. They also raise many pressing ethical issues waiting to be
addressed. The aim of this talk is to highlight the potential of all afore-
mentioned technologies through four real-world deployment projects we
carried out in Morocco, which fall under four categories: smart health, smart
transportation, smart education, and smart monitoring. Interesting proto-
types will be demonstrated.



New Modeling Approaches for Micro-Grids
Enabling Frugal Social Solar Smart City

Aawatif Hayar

University Hassan II Casablanca Morocco, ENSEM

Abstract. The Frugal Smart City concept we recommend for Casablanca
and, in general, for developing countries puts citizens at the center of the
transformation process, creating a public–private–people partnership where
citizens are actors in and builders of their smart city. This concept is also
aiming at limiting investment risks by adopting data-driven cost-effective or
“frugal” bottom-up approach. It is based on the use of mobiquitous devices,
such as smartphones, crowdsourcing tools, and open data analysis tech-
niques, to develop IT-driven innovation cycle and e-services that track and
answer citizens’ economic cultural, social, and ecological needs.

This participatory-oriented social innovation approach will allow,
step-by-step, to build a set of interconnected pilot projects to set up grad-
ually a sustainable smart city and collaborative innovation ecosystem cre-
ating at the end inclusive sustainable economy which turns societal and
economic challenges into business opportunities.

This talk will present the Frugal Smart City concept and some appli-
cations based on data-assisted green energy integration and management in
smart micro-grids.

We will also present some recent theoretical advances and practical
results in smart grids modeling and implementation from pilot projects set
up in the context of Casablanca Frugal Smart City.



Intelligent Transport Systems

Abdelhakim Senhaji Hafid

University of Montreal, Canada

Abstract. Intelligent Transportation Systems (ITS) make use of advanced
communications and information technology to improve the safety and
efficiency (e.g., in terms of mobility and energy consumption) of trans-
portation. Mobile vehicular networks represent the key component of ITS;
indeed, they are the foundation of a wide spectrum of novel safety, traffic
control, and entertainment applications which are realized mainly through
vehicle to vehicle (V2V) and vehicle to infrastructure (V2I) communica-
tions. To enable these applications, novel schemes and protocols need to be
developed to support their requirements in terms of performance and reli-
ability. In this talk, we define mobile vehicular networks and we present a
number of applications that can be supported by this type of networks. Then,
we present key challenges facing the realization of the potential of vehicular
networks. We will also briefly overview related contributions produced by
the Network Research Laboratory at the University of Montreal. We con-
clude by presenting our view on the future of vehicular networks.



Contribution of IoT Applications to Enhance
Authenticating Individual’s Geo-location

Hassan Zili

Abdelmalek Essaadi University, Morocco

Abstract. This talk is about the invention that relates to geo-locations
software management utility. Specifically, it provides a method and system
for authenticating an individual’s geo-location via a communication network
and applications using the same. The method comprises the following steps:

• Providing an individual with a smartphone having a GPS receiving unit
associated with a communications network;

• Providing the individual with a biometric user identification technology
that may effectively utilize a wristband worn by the individual for
passive biometric user identification and wherein the wristband is
wirelessly coupled to the smartphone to obtain the individual’s
electrocardiogram;

• Obtaining via the communications network the geo-location of the
smartphone utilizing the GPS receiving unit;

• Identifying the user with the biometric user identification technology by
obtaining biometric characteristics that are unique to each human (in our
case, it’s the heartbeat);

• Verifying the biometric user identification technology is within a preset
proximity to the smartphone to authenticate the individual’s
geo-location.

This invention is directed to a cost-effective, efficient, method and system
for authenticating, accessing, acquiring, storing, and managing each indi-
vidual’s geo-location position data via a communication network.

This method includes recording the individual’s authenticated
geo-locations for a period of time, wherein during recording of the indi-
vidual’s authenticated geo-locations.

Reference

Patent number: 9801058
Patent Publication Number: 20160021535
Inventors: Tarik Tali (Lakeway, TX), Hassan Zili (Tangier), Abdelhak Tali (Tangier)
Application Number: 14/699,460



Big Data in the Smart City:
The Big Bridge Example

Gaetan Robert Lescouflair1 and Serge Miranda2

1 LSIS, University of Marseille and Aix, France
2 MBDS, University of Nice Sophia Antipolis, France

Abstract. We entered a new data-centric economy era with the widespread
use of supporting big data infrastructures to deliver predictive real-time
analysis and augmented intelligence in the three “P” sectors (Public, Private,
and Professional). Every economic sector will be drastically impacted. Such
big data infrastructure involves two major scientific fields: computer science
for data integration (i.e., building a virtual or real data lake) and mathe-
matics for machine learning—ML—(AI for deep learning—DL). This
concept of data lake was first introduced in 1999 by Pyle.

Three types of data are involved in a big data architecture: structured
data (with predefined schema), semi-structured data (around XML with
metadata), and unstructured data (no schema, no metadata). A data lake is a
generalization of data warehouse to semi-structured and non structured data.
The data lake could be real (with pumping systems like in most data
warehouses) or virtual with distributed large data sets. Today, there is no
SQL standard to manage a data lake with many proprietary proposals
encompassing new key features like “external tables”.

Expected use of a data lake is predictive real-time analysis by data
scientists using a large variety of ML and DL methods generally in super-
vised, unsupervised ou reinforcement modes; no interactivity exists among
these methods.

This conference encompasses two parts:

– A state of the art of SQL extensions to manage NO SQL data bases and
a real or virtual data lake.

– A presentation of the BIG BRIDGE project with the creation of a data
lake within Nice smart city, with historical SQL data (air pollution and
heart emergencies in the hospital) and NO SQL data coming from smart
watch (monitoring heart beat for people at risk).



SDN for Smart City

Noureddine Idboufker

Cadi Ayyad University, Morocco

Abstract. In spite of the increasing popularity that the concept of smart city
has gained over the past few years, there is still no universal definition for it.
Smart city concept is mainly about a city that provides ICT-based services in
different sectors of activity, in order to mitigate urban challenges, increase
efficiency, reduce costs, and enhance the quality of life. Generally, Smart
city definition varies in function of city resources, development, and its
ability of changing.

The role of ICT for enabling smart city features should be highlighted;
especially with the advent of new technologies provided by new features
and characteristics (high throughput, low latency, high QoS.).

It is inevitable to mention WSN as a basic layer that should be present in
each smart city initiative. Indeed, the WSN layer allows service provider to
design, to develop, and to provide a rich service catalogue with a real added
value. However, WSN is based on the use of sensors with limited energy
efficiency, processing, and storage capabilities.

We propose the Software Defined Networks (SDNs) approach, as one
of the potential solutions to face the challenge associated with the use of
sensors in smart city. SDN is based on separating control and data planes,
and centralizing network intelligence within SDN controllers, which are
directly programmable. Thus, this new paradigm provides a deep knowledge
of the state of the network resources, in order to alleviate the load and add
agility and flexibility to network. By separating control and data planes,
SDN makes possible the use of a wireless layer based on sensor with a high
level of energy efficiency and low level of processing and storage, leading to
a real improvement of the Network Scalability.



New Technology for Effective E-learning
and Smart Campus

Noura Aknin

Abdelmalek Essaadi University, Morocco

Abstract. Technology is one of the main factors that regularly disrupts the
world of education in terms of educational resources and learning envi-
ronment. Its implementation facilitates the transition from a traditional
knowledge transfer model to a more efficient system based on collaboration,
autonomy, and involvement.

Today, there is a growing importance of information and communication
technologies (ICTs) and their applications offer momentous opportunities
for development of new approaches that allow the learner to deepen his
knowledge and develop the necessary skills to succeed his “cognitive pro-
ject.” In addition to these approaches, the actors and educational leaders are
obliged to reconsider the necessary spaces for an efficient and intelligent
learning.

Among the latest technologies, the Internet of things (IoT) used to sense
its surrounding environments plays a key role for the future development of
smart campus. Indeed, its implementation in campus using e-learning can
enable interaction between all components of the educational system and
physical spaces for learning purposes or communication. Thus, with the
proliferation of connected objects, campuses can collect data more easily to
interpret learner behaviors and activities for effective e–learning application
toward a smart campus.

This talk focuses on new advanced technologies for effective learning
and challenges of a smart campus.



Partial Differential Equation (PDE) Models
for Ocean Modeling

J. Rafael Rodríguez Galván

Universidad de Cádiz, Spain

Abstract. We focus on Partial Differential Equation (PDE) models for ocean
modeling. In particular, we consider the Boussinesq equations (with variable
density depending on temperature and salinity) and the well-known
incompressible Navier–Stokes equations. Different simplifications which
are usually introduced in oceanography are considered. Then we focus on
one of them, where the anisotropy between vertical and horizontal scales in
maritime domains leads to anisotropic Navier–Stokes equations (a gener-
alization of Primitive Equations of the ocean).

The additional difficulties which are introduced by anisotropic Navier–
Stokes equations are analyzed, and some recent techniques for the numerical
approximation of these equations by means of the finite element method are
introduced. Some numerical simulations are shown, focusing in water flow
along the Gibraltar Strait.



Toward Efficient Numerical Models
for Assessment and Management

of Sea-Pollution Risks

Mohammed Seaid

Durham University, UK

Abstract. Nowadays risk management is a key success for designing smart
cities and sustainable development. In our contribution, we present recent
trends in modeling sea-pollution and its management. Modeling hydrody-
namics for water free-surface along with dispersion of contaminants are part
of this study. Here we consider both the single-layer and multi-layer
depth-averaged Navier–Stokes equations for flow modeling and advection–

diffusion models for the concentration of pollutant. To solve the flow
equations, we consider a robust finite volume method with mesh adaptation,
and for the transport and dispersion of contaminants, we propose a new
particle method. Stochastic and turbulent effects are accounted for in these
models, and efficient numerical tools are presented for their treatment.
Inverse problems to localize the pollution source on the sea surface are also
presented in the current work. Installing alert systems along the coast areas
are also examined, and optimal solutions will be provided. As a real-life
application, we present results obtained for oil spills on the North Sea.



Use of 3D Laser Scanning Technology
in Plant Virtual Planning

Younes Gouaiti

Business Development and Marketing Director of Enigma, Morocco

Abstract. In recent years, 3D laser scanning has revolutionized the areas of
digital plant planning, documentation of industrial facilities, architecture,
monument protection, landscape, and virtual reality. Visualization of
buildings or complex geometries in three dimensions allows a more precise,
safer, and faster work.

Laser scanners scan their environment by sending a laser beam. The
reflected signal creates a very dense cloud of points. These points, with the
help of appropriate algorithms, make it possible to reconstruct an image
of the environment. The scanner associates these points with photos of the
real environment. The result is a reproduction of the surfaces in a
three-dimensional space.

The applications are diverse we quote:

– Transformations and Extensions: Precise 3D documentation of the real
state of buildings as a planning basis for transformations and extensions;

– Off-Site Manufacturing: Off-site manufacturing and assembly capability
with high accuracy made possible by accurate 3D CAD data retrieval and
dimensional control;

– Asset Management: Simplification of facilities management, mainte-
nance, training, etc., thanks to complete 3D data, simulations, and virtual
trainings;

– Supervision of Works: Improved coordination of different trades, com-
plete documentation, and supervision of all works;

– 3D Digitization of Crimes Scenes or Accidents: capturing essential
details for the subsequent reconstruction of the crime or accident;

– Deformation Control: determine if the object or structure studied changes
shape or moves;

– Quality Control: ensure that the final state of the as-built conforms to the
design plans.

The research areas associated with 3D laser scanning are diverse and
cover the whole process: from acquisition to restitution through identifica-
tion and recognition techniques, classification, analysis, and processing.
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Abstract. IPv6 address space is a public resource that must be man-
aged in a prudent manner. Wherever possible, address space should
be distributed in a hierarchical manner. This is necessary to permit
the aggregation of the routing information by ISPs (Internet Service
Providers) and to limit the expansion of internet routing tables.

The aim of this paper is to propose a model that may help to resolve
the massive growth in the size of routing tables. Inspired from the tree
of Pythagor, we get to distribute the prefixes in a hierarchical manner
that minimizes and divides up the routing tables. The process of building
the logical model, presented in this paper, is a grouping tool that can
be used by network architects of autonomous systems or companies to
build their networks with minimal routing tables.

Keywords: Model · Network · Logical · Autonomous systems
Routing table · IPv6 · Tree of Pythagor

1 Introduction

1.1 Related Work

There has in recent years been a surge of interest within the research commu-
nity in modeling the dynamic and the structure of complex networks including
internet, we cite for example [1–7]: Erdos-Renyi random graph model, Barabasi-
Albert model, Watts-Strogatz small world model and Kleinberg model. All these
models are elegant and simple but all of them have some limitations such as:
The number of nodes N is fixed, the internet is the result of a growth process
that continuously increases N. The size of the network influence the readability
of the graph: the bigger the size of the network the less we can see the nodes
and the connections between them.

More importantly, the graphs presented by these models are significantly dif-
ferent from the structure of internet. They lack of what we call in this paper the
representative nodes. For example: The computers are nodes, they are connected
c© Springer International Publishing AG, part of Springer Nature 2018

M. Ben Ahmed and A. A. Boudhir (Eds.): SCAMS 2017, LNNS 37, pp. 3–16, 2018.
https://doi.org/10.1007/978-3-319-74500-8_1
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to internet through routers therefore the routers are special nodes which we call
the representative nodes they can represent a group of computers as well as a
group of routers by using the summarization technique.

1.2 The Internet Structure and the Growth of Routing Tables

The structure of internet is determined by the routed protocols such as IPv4
and IPv6. In other words, how the IP addresses are assigned or distributed.

With the rapid development of the internet applications and the explosion
of the end users, the IANA announced in February 2011 the exhaustion of the
available public IPv4 addresses. Besides the exhaustion problem, the random
distribution of public IPv4 addresses enormously grows the routing tables [8].

The summarization technique that was used to minimize the routing table
was useless because this technique should go hand in hand with the geographic
distribution. For example: According to the topology presented in Fig. 1a, the
routing table of the router R contains 9 records as shown in Table 1.

Fig. 1. (a) Random distribution of IPv4 addresses: We have 3 servers in Africa
(200.1.1.8/24, 10.3.4.1/24 and 128.2.0.1/16), 3 servers in Europe (200.1.2.8/24,
10.3.2.1/24 and 128.3.0.1/16) and 3 servers in America (200.1.3.8/24, 10.3.1.1/24 and
128.1.0.1/16). (b) Geographic distribution of IPv4 addresses: All the IPs that begin with
128 (Resp. 200.1 (Resp. 10.3)) will be found in Africa (Resp. America (Resp. Europe)).

The problem of the random distribution arises when the routing table of R
contains hundreds records, in this case if the packet destination address was
200.1.1.8/24, the router R has to search in all its long routing table to decide
which link (1, 2 or 3) will be used to deliver the given packet.

Applying the summarization technique, in the topology presented in Fig. 1a,
will not resize the routing table of R. However, by reassigning the IPs (See
Fig. 1b) then using the summarization technique, the routing table of R will
contain just 3 records instead of 9 records (See Table 2).

Finally, by comparing Tables 1 and 2, it is obvious that using the geographic
distribution of IPs and the summarization technique may resolve the problem
of enormous growth of global routing tables. On one hand, this solution can-
not be applied in the IPv4 addressing because the IPs that are dispatched ran-
domly could not be retrieved and the available public IPv4 addresses are already
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Table 1. The routing table of R: Whenever R receives a packet whose destination
address is 200.1.1.8/24, R uses link 3 to deliver it.

Destination Next hop

200.1.1.8/24 link 3

10.3.4.1/24 link 3

128.2.0.1/16 link 3

200.1.2.8/24 link 2

10.3.2.1/24 link 2

128.3.0.1/1 link 2

200.1.3.8/24 link 1

10.3.1.1/24 link 1

128.1.0.1/16 link 1

Table 2. The new routing table of R: Whenever R receives a packet whose destination
address starts with 200.1, R uses link 1 to deliver it whatever the remaining address
bits are (The routers in America will deliver it to the right server or destination).

Destination Next hop

200.1.0.0/16 link 1

10.3.0.0/16 link 2

128.0.0.0/8 link 3

exhausted. On the other hand, it can be used in the IPv6 addressing. However,
the tools used by network architects to design networks such as GNS3, Microsoft
Visio and Packet tracer give them total freedom to assign IPs and connect sub-
nets together without controlling the sizes of the routing tables.

In this paper, we do not try to model the whole structure of internet, but
we focus on modeling the structure of its components. Therefore, we propose
a logical model of an autonomous system (or a network) based on summary
routes. This logical model may help network architects and network managers,
implementing IPv6 in their organizations, to design their networks with optimal
routing tables.

The structure of the paper is organized as follows. In Sect. 2, we review the
networking and mathematical concepts used in the proposed method. In Sect. 3,
we discuss how we get inspired. In Sect. 4, we illustrate the proposed model.

2 Definitions and Concepts

2.1 IPv6 Summary Routes

In OSPFv3, the network is subdivided to areas. An area is a collection of routers
where each router interface belongs to an area.
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Fig. 2. The summary
route.

The Area Border Router (ABR) is a kind of router
whose interfaces belong to multiple areas and it (ABR)
is responsible for the delivery of the summaries. For
example: In the topology presented in Fig. 2, the Area
Border Router R3 receives from R1 and R2 the prefixes:
2001 : 0DB8 : 6783 : 045A :: /64 and 2001 : 0DB8 :
6783 : 045B :: /64. Subsequently, they are added to its
routing table.

As being ABR, R3 delivers their summary (2001 :
0DB8 : 6783 : 045A :: /63) to R4 and R5. Thus, whenever R4 or R5 receives a
packet whose first 63 bits of the destination address is 2001 : 0DB8 : 6783 : 045A,
they deliver it to R3 without seeing the remaining bits. By seeing the 64th bit
of this address, R3 can decide to deliver the given packet to R1 or R2.

2.2 The Basic Address Plan Structure

The illustration shown in Fig. 3 represents the basic address plan structure.

Fig. 3. Basic address plan structure: Level 0 represents an organization’s primary
IPv6 allocation from the ISP or RIR. Level 1 represents blocks of subnets defined
and assigned to some network or attribute within the organization. Level 2 would be
the next block of assigned subnets within each level 1 subnet. Level 3 would likely be
the smallest assignable subnet (again, with each instance of level 3 fitting into each
level 2 subnet) [9].

2.3 Pythagorean Tree

Fig. 4. The Pytha-
gorean tree

The construction of the Pythagorean tree begins with a
square. In the top edge of this square, we construct a right
isosceles triangle whose hypotenuse is the edge of the square.
Along each of the other two sides of this isosceles triangle
we construct squares. The same procedure is then applied
recursively to the two smaller squares. The limit of this con-
struction is called the Pythagorean tree (See Fig. 4).
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3 Synthesis: Comparison, Inspiration and Assumption

3.1 The Representative Node

By returning to Fig. 2, the routers R4 and R5 do not know the prefixes: 2001 :
0DB8 : 6783 : 045A :: /64 and 2001 : 0DB8 : 6783 : 045B :: /64. But they know
their summary: 2001 : 0DB8 : 6783 : 045A :: /63.

Hence, we define the summary 2001 : 0DB8 : 6783 : 045A :: /63 as the
representative of 2001 : 0DB8 : 6783 : 045A :: /64 and 2001 : 0DB8 : 6783 :
045B :: /64. In this paper, we schematize this kind of relation between prefixes
with the graph presented in Fig. 5.

2001:0DB8:6783:045A::/63

2001:0DB8:6783:045A::/64 2001:0DB8:6783:045B::/64

Fig. 5. The representative node (the black node): The leaf nodes represent the prefixes
2001 : 0DB8 : 6783 : 045A :: /64 and 2001 : 0DB8 : 6783 : 045B :: /64. The both
leaves are connected to a new node (The representative node) that has their summary
(2001 : 0DB8 : 6783 : 045A :: /63) as a label. A node in this representation can be a
router or a representative of a group of routers

3.2 Pythagorean Tree versus Autonomous System (AS) Structure

We assume that the Pythagorean tree represents nearly the logical structure
of an AS. The reasons why we came up with this assumption are explained as
follows.

On one hand, the summarization technique consists of grouping small prefixes
to get one large prefix, however the construction of the Pythagorean tree consists
of creating small squares from large square. Thus, the construction processes go
in the opposite direction but the final shapes are similar: Large entity (square
or prefix) connected to two smallest entities (Squares or prefixes).

On the other hand, in order to limit the expansion of internet routing tables,
the AS has to optimize its internal routing tables and represent the generated
subnets with the generating prefixes by using the summarization technique. By
looking at the tree presented in Fig. 4, we notice that all the leaf squares (the
smallest squares) are originally created from the root square (the largest square).
Furthermore, suppose that the construction of the Pythagorean tree (Fig. 4) was
done from the leaf squares to the root square (the opposite direction of the real
construction), then in each level of aggregation every pair of consecutive small
squares is represented by a new large square as shown in Fig. 6.

Despite the difference in the number of aggregated elements, the aggregation
process presented in Fig. 6 is similar to the summarization technique: By looking
at Fig. 6, we notice that we always gather just two small squares to get one large
square, however in the summarization technique we can aggregate two or more
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Fig. 6. Pythagorean tree versus summarization technique: In the first level of aggre-
gation, the squares 1 and 2 (Resp. the squares 3 and 4) are represented by the square
5 (Resp. the square 6). In the second level of aggregation, the squares 5 and 6 are
represented by the square 7.

small prefixes to get one large prefix. In Sect. 3, we illustrate how we preserve
the hierarchical idea of the Pythagorean tree to get the logical model of an
autonomous system.

4 The Proposed Method

Generally speaking, the proposed method is actually a grouping process that
minimizes the size of the routing tables. To illustrate our algorithm, suppose
that an ISP is given the prefix 2C0F : F B20 :: /32.

Table 3. The generated prefixes

2C0F : FB20 :: /36 2C0F : FB20 : 8000 :: /36

2C0F : FB20 : 1000 :: /36 2C0F : FB20 : 9000 :: /36

2C0F : FB20 : 2000 :: /36 2C0F : FB20 : A000 :: /36

2C0F : FB20 : 3000 :: /36 2C0F : FB20 : B000 :: /36

2C0F : FB20 : 4000 :: /36 2C0F : FB20 : C000 :: /36

2C0F : FB20 : 5000 :: /36 2C0F : FB20 : D000 :: /36

2C0F : FB20 : 6000 :: /36 2C0F : FB20 : E000 :: /36

2C0F : FB20 : 7000 :: /36 2C0F : FB20 : F000 :: /36

The ISPs usually classify
their clients into 3 categories:
The first and the second client
categories are large-sized clients
and medium-sized clients. They
are, usually, respectively given
prefixes with /48 and /56 as
length. The third client category
is the small-sized clients which
usually has prefixes with /60 or
/64 as length.

To aggregate the prefixes or the subnets generated from the prefix 2C0F :
F B20 :: /32, we propose the following process:

Let k and n be integers where k is the number of client categories and
n ∈{2, 4, 8, 16}.

Step 1: Determine k and the prefix length of each category:

– 1st case: k = 1.
In this case, the ISP is using the prefix 2C0F : F B20 :: /32 to generate
prefixes for one client category. For illustration purposes, we take /36 as the
prefix length of this category.

– 2nd case: k > 1.
In this case, the ISP is using the prefix 2C0F : F B20 :: /32 to generate
prefixes that will be offered to clients from different categories. For illustration
purposes, we take k = 2, /36 and /40 as the prefix lengths of these categories.
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Step 2: If k = 1 then we follow the following substeps:

1. Generate all the subnets related to 2C0F : F B20 :: /36. We get the prefixes
listed in Table 3.

2. Sort the generated prefixes in ascending order (The prefixes in Table 3 are
already sorted). We consider that: A000 < B000 and 1000 < 2000.

3. Represent each prefix in Table 3 with a node (See Fig. 7):
4. From the left to the right we begin the aggregation, in every aggregation level:

– We specify the value of n.
– We arrange the nodes into groups of n nodes. Each group will be repre-

sented by a new node.
– The new node label is the, nodes labels, summary of its corresponding

group.
– We aggregate the new nodes in the next aggregation level.

We repeat the aggregation process until we get one node. By applying this
process we get:
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Fig. 7. Representation of prefixes with nodes: The nodes are sorted in ascending order.

Level 0: In this level (See Fig. 8), we have the same nodes as in Fig. 7.
Level 1: In this level, we aggregate the nodes of Level 0. Let n = 2 (It

can also be 4, 8 or 16), as shown in Fig. 8, the first group of n nodes is
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formed from the nodes labeled with the prefixes 2C0F : F B20 :: /36 and
2C0F : F B20 : 1000 :: /36, this group is represented in Level 1 with a black node
(The representative node) labeled with the summary 2C0F : F B20 :: /35 (The
summary of 2C0F : F B20 :: /36 and 2C0F : F B20 : 1000 :: /36). In the same
way, we create the representative nodes (The black nodes) for the remaining
groups as shown in Fig. 9.

2C
0F

:F
B

20
::/

36
2C

0F
:F

B
20

:1
00

0:
:/3

6

2C
0F

:F
B

20
:2

00
0:

:/3
6

2C
0F

:F
B

20
:3

00
0:

:/3
6

2C
0F

:F
B

20
:4

00
0:

:/3
6

2C
0F

:F
B

20
:5

00
0:

:/3
6

2C
0F

:F
B

20
:6

00
0:

:/3
6

2C
0F

:F
B

20
:7

00
0:

:/3
6

2C
0F

:F
B

20
:8

00
0:

:/3
6

2C
0F

:F
B

20
:9

00
0:

:/3
6

2C
0F

:F
B

20
:A

00
0:

:/3
6

2C
0F

:F
B

20
:B

00
0:

:/3
6

2C
0F

:F
B

20
:C

00
0:

:/3
6

2C
0F

:F
B

20
:D

00
0:

:/3
6

2C
0F

:F
B

20
:E

00
0:

:/3
6

2C
0F

:F
B

20
:F

00
0:

:/3
6

L
ev

el
0

2C
0F

:F
B

20
::/

35

2C
0F

:F
B

20
:2

00
0:

:/3
5

2C
0F

:F
B

20
:4

00
0:

:/3
5

2C
0F

:F
B

20
:6

00
0:

:/3
5

2C
0F

:F
B

20
:8

00
0:

:/3
5

2C
0F

:F
B

20
:A

00
0:

:/3
5

2C
0F

:F
B

20
:C

00
0:

:/3
5

2C
0F

:F
B

20
:E

00
0:

:/3
5

L
ev

el
1

Fig. 9. The aggregation process

Level 2: In this level, we aggregate the nodes of Level 1. Let n = 2 (It can
also be 4 or 8, but it cannot be 16 because the number of nodes to aggre-
gate is not multiple of 16). As shown in Fig. 10, the first group of n nodes
is formed from the nodes labeled with the prefixes 2C0F : F B20 :: /35 and
2C0F : F B20 : 2000 :: /35, this group is represented in Level 2 with a black
node (The representative node) labeled with the summary 2C0F : F B20 :: /34
(The summary of 2C0F : F B20 :: /35 and 2C0F : F B20 : 2000 :: /35). In
the same way, we create the representative nodes (The black nodes) for the
remaining groups.

Level 3: In this level, we aggregate the nodes of Level 2. Let n = 2 (n can also
be 4 but it cannot be 8 (Resp. 16) because the number of the nodes to aggregate
is not multiple of 8 (Resp. 16)). As shown in Fig. 11, the first group of n nodes is
formed from the nodes labeled with the prefixes 2C0F : F B20 :: /34 and 2C0F :
F B20 : 4000 :: /34, this group is represented in Level 3 with a node labeled with
the summary 2C0F : F B20 :: /33 (The summary of 2C0F : F B20 :: /34 and
2C0F : F B20 : 4000 :: /34). Likewise, we create the representative nodes for the
remaining groups as shown in Fig. 11.

Level 4: In this level, we aggregate the nodes of Level 3. Let n = 2, it
cannot be 4 (Resp. 8 (Resp. 16)) because the number of the nodes to aggregate
is not multiple of 4 (Resp. 8 (Resp. 16)). As shown in Fig. 11, we can create
just one group of n nodes which is formed from the nodes labeled with the
prefixes 2C0F : F B20 :: /33 and 2C0F : F B20 : 8000 :: /33, this group is
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Fig. 10. The aggregation process
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Fig. 11. The aggregation process: The basic logical model
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represented in the level 4 with a black node (The representative node) labeled
with the summary 2C0F : F B20 :: /32 (The summary of 2C0F : F B20 :: /33
and 2C0F : F B20 : 8000 :: /33).

Level 4 (See Fig. 11) contains just one node, therefore the aggregation process
is ended.

Step 3: If k > 1 (the 2nd case) then we proceed as follows.

1. Select the client category that has the smallest prefix length.
2. Apply the substeps of Step 2.
3. From the remaining client categories, select the client category that has the

smallest prefix length.
4. Use at least one of the leaves labels, of the tree gotten in (2), as a prefix and

apply the substeps of Step 2.
5. We recursively reapply the substeps (3) and (4) as long as we have remaining

client categories.

In other words, for illustrative purposes, in the 2nd case we took k = 2, /36
and /40 as prefix lengths of the client categories. According to the basic address
plan structure shown in Fig. 3, we generate the prefixes related to the category
/36 then we use at least one of them to generate prefixes related to the category
/40. Therefore, to generate the corresponding logical model, we do the following
substeps:
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Fig. 12. The aggregation process: Level 0: We have the generated prefixes. Level 1:
We aggregate the nodes of Level 0 with n= 4 (It can also be 2, 8 or 16). Level 2: We
aggregate the nodes of Level 1 with n= 2 (It can also be 4 but it cannot be 8 (Resp.
16) because the number of nodes to aggregate is not multiple of 8 (Resp. 16)). Level
3: We aggregate the nodes of Level 2 with n = 2, n cannot be 4 (Resp. 8 (Resp. 16))
because the number of nodes to aggregate is not multiple of 4 (Resp. 8 (Resp. 16))
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1. We select /36: it is the category that has the smallest prefix length.
2. By using 2C0F : F B20 :: /36 as a prefix we apply the substeps of Step 2.

In the end we get the tree seen in Fig. 11.
3. We have only one remaining category: /40, thus we select it.
4. From the leaves labels of the graph presented in Fig. 11, we choose one: let

be the label 2C0F : FB20 :: /36. Afterwards, we consider the prefix 2C0F :
F B20 :: /36 as the generating prefix, instead of 2C0F : F B20 :: /32, then we
reapply the substeps of Step 2:
(a) From 2C0F : F B20 :: /36, we generate all the subnets related to the

category /40.
(b) We sort the generated prefixes. We consider that: 0A00 < 0B00.
(c) We represent the prefixes with nodes (See Fig. 12-Level 0).
(d) We aggregate the nodes (See Fig. 12):

In Fig. 12, the root of the tree (The black node) is already a leaf in the tree
presented in Fig. 11. Thus, by merging the two graphs we get the tree presented
in Fig. 13.

Finally, the AS is given in general more than one Global Routing Prefix
therefore its logical structure is a forest where the Global Routing Prefixes are
the roots of its trees.
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Fig. 13. Aggregation process
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5 Discussion

The basic address plan structure (Fig. 3) depicts how to generate subnets. How-
ever the logical model proposed in this paper shows how to group these subnets.
Furthermore, the hierarchical structure of the proposed model allows to mini-
mize and divide up the routing tables and consequently increase the speed of
the routing process: On one hand, by looking at the logical model presented in
Fig. 11, the network architects may know the order of connecting the subnets
together, and the order of connecting the flows or the traffic coming from them.
The more we mess the order presented in Fig. 11, the more the routing tables
sizes of this network become bigger. On the other hand, as already mentioned
the node X is the node that deliver the summary X, in Fig. 11 whenever the
node 2C0F : F B20 :: /32 receives a packet whose destination is one of the leaf
nodes, the node 2C0F : F B20 :: /32 has two options whether give it to the node
2C0F : F B20 :: /33 or the node 2C0F : F B20 : 8000 :: /33. The both will have
also two options. Furthermore, suppose the leaf nodes are directly connected to
the root, in this case the node 2C0F : F B20 :: /32 has 16 options in its routing
list. It is obvious that searching in a list of two options is faster than searching
in a list of 16 options.

5.1 The Value of n
Table 4. The arrangement

By looking at the binary
format of the hexadecimal
digits (1, 2, 3, 4, 5, 6,
7, 8, 9, A, B, C, D, E,
F) in ascending order, we
notice that according to
the value of the first bit
in the left, the hexadeci-
mal digits are divided into
two groups, each group has
8 elements as shown in
the first column of Table 4.
Likewise, according to the
value of the second (Resp.
the third) bit in the left,
each group presented in the
first (Resp. the second) col-
umn of Table 4 is divided into two groups, each group has 4 (Resp. 2) elements
as shown in the second (Resp. the third) column of Table 4.

By looking at the prefixes presented in Table 3, we notice that their 9th

hexadecimal digits are different but their first 8 hexadecimal digits are the same,
therefore these prefixes can be arranged into one group of 16 elements.

Hence we may assume that n ∈ {2, 4, 8, 16}.
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5.2 Flexibelity of the Proposed Logical Model

Fig. 14. Flexibility of the logical model

The proposed logical model is totally
flexible. Whenever we apply the follow-
ing rule, we get a new logical model.

In Fig. 11, we call the node 2C0F :
F B20 : E000 :: /35 the 1st order repre-
sentative of the node 2C0F : F B20 :
F000 :: /36 and the node 2C0F :
F B20 : C000 :: /34 the 2nd order rep-
resentative of the node 2C0F : F B20 :
F000 :: /36.

Rule: Let X, Y and Z be nodes, where
Y (Resp. Z) is the 1st (Resp. 2nd) order
representative of X. If Y is deleted X
will be directly connected to Z.

For example, by deleting the nodes
2C0F : F B20 :: /35 and 2C0F :
F B20 : C000 :: /34 the logical model
seen in Fig. 11 becomes as shown in the
simulation presented in Fig. 14.

Last and not least, the choice of the
logical model depends on the features
of the routers that will be used in the
network: The more the router has good features the more its routing table can
be long.

6 Conclusion

We believe that the great purpose of modeling is solving problems. The hier-
archy of the model presented in this paper uses effectively the summarization
technique and its flexibility permits to divide up the routing tables between
routers according to their features. Consequently, implementing networks based
on the proposed logical model may help to resolve the problem of the enormous
growth of routing tables and increase the speed of the routing process.
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Abstract. With the fast evolving cloud market, many enterprises have attempted
to move their legacy application in this new environment to take its full advantage.
However, this move is strongly associated with the fact of packaging the legacy
application in an image or in a container encapsulated into a virtual machine and
deployed in a single instance.

So, the need of making the legacy application more agile and flexible is
becoming a must on moving to a cloud environment, yet to fully benefit from it.
It is important to change the architecture of the legacy application before
deploying it in a cloud environment. In consequence, there is a need for an
approach that assure two important things: how the architecture of legacy appli‐
cation has to be changed to transform it into a cloud native application architecture
and then to be deployed it in a cloud environment.

In this work, we propose a modernization iterative and incremental process
to overcome the listed issues above. This process is based on the concept of smart
use case combining with the architecture driven modernization (ADM) approach.
The last consists on followed the steps: Reverse Engineering, Transformation/
Upgrade, and Forward Engineering. This process aims to not only raise the IT
agility, but moreover its business agility.

Keywords: Cloud computing · ADM · Smart use case · Native cloud application
Legacy application

1 Introduction

Cloud computing has changed the way that the application is developed, delivered,
consumed and managed. The goal is to take advantage of the numerous cloud benefits
such as agility, continuity, cost reduction, autonomy, and easy management of resources
[1]. Though, enterprise adoption of the cloud has been lately grown up [2].

However, a migrated application may not benefit from the cloud as long as a migra‐
tion concept is simply considered as packaging the legacy architecture into a virtual
machine instance. although, this migrated application is tended to be considered as a
native cloud application, focusing on pay as you go model [3, 4]. This type of migration
generally aims to involve some legacy technologies of the application.

© Springer International Publishing AG, part of Springer Nature 2018
M. Ben Ahmed and A. A. Boudhir (Eds.): SCAMS 2017, LNNS 37, pp. 17–27, 2018.
https://doi.org/10.1007/978-3-319-74500-8_2



Hence, as a consequence of this, the migrated application keeps the same complexity
as before, even if it may be built modularly. That complexity may be appeared in the
following ways: the application is deployed as a single unit, scaled as a single applica‐
tion, needed to redeploy the whole application in case either updated, maintained or
added new features, and the entire application will be felt down if just one service is out
of order.

However, it’s not just putting the application into the cloud or splitting it into smaller
containers or images. It has to be redesigned, re-architected in a way that exploits full
benefits of cloud.

The reason behind the cloud migration, is to transform into a native cloud application
to ensure business continuity requirements as well as the longevity of IT. As a conse‐
quence, there is a need for such a transformation to truly gain agility in running on a
cloud.

This paper investigates the process of modernizing the legacy application by means
of transforming into a cloud-native application and by transiting to a cloud environment.
To tackle this problem, an Architecture Driven Modernization (ADM) approach has
been adopted.

The remainder of this paper is structured as follows. Section 2 describes related
research to this work. Section 3 explains the background used. Section 4 presents a
proposed approach. Finally, Sect. 5 concludes the paper.

2 Cloud Migration Methods

The direction of this work is for the modernization legacy application and for the migra‐
tion to a cloud application. In the literature, cloud migration may be classified into the
followed three categories [5]:

2.1 Replace Component(s) with Cloud Offering

This is the least invasive type of migration, where one or more (architectural) compo‐
nents are replaced by cloud services [6]. This type of migration is considered as a cloud,
enhancing treatment around the legacy application, rather than a pure cloud enabling [7].
This type of migration requires a series of reconfigurations to adjust incompatibilities
to use functionalities of the ported layer [8] and may be more expensive than rewriting.

Although Fehling et al. [2] identify two mainly challenges of the replacement
strategy: the maintenance of the new system, which will not be as familiar with the old
system; and the lack of a guarantee that the new system will be as functional as the
original one.

2.2 Outsourcing and Wrapped

The application functionality which is based on exposing them as services, hosting and
running in a cloud environment. It requires the modernization of the legacy system by
presenting them as autonomous components Service Oriented Architecture (SOA) in
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order to take many advantages offered by SOA technology. Although the migration of
a legacy system towards SOA is not an easy task, it must answer two major questions
such as: what can be migrated from the legacy system [8], and how can be executed the
migration process [9]. As a result, not all legacy systems have matured enough to take
up this transformation, and two studies are required for moving to the Cloud:

• Establishing a study to migrate to SOA
• Establishing a study to migrate to SOA application to the cloud

2.3 Cloudified

This technique is focused on at the level of architectural models by redesigning the
architecture of a legacy system within a service oriented architecture.

To sum up, the most of the presented cloud migration methods are mainly based on
migrating to SOA autonomous components. This concept has potential advantages, but
has also some significant drawbacks. As examples, not all applications are enough
mature to transform it into services and not all legacy application’s functionalities are
able to be reused by exposing them as services.

3 Background Theory

3.1 Architecture Driven Modernization

Concept
Architecture Driven Modernization (ADM) is an initiative’s Object Management Group
(OMG) launched in 2003 [10], which has been promoted as the process of understanding
and transforming a legacy system following model driven development principles [11].
The goal of the ADM is to conduct the reengineering processes following the model
driven architecture (MDA) by representing all the artifacts as models, i.e., platform
independent model (PIM), platform specific model (PSM) and computational-inde‐
pendent model (CIM) [12].

ADM is concerned with the modernization of all aspects of the current architecture
system and transformation to a new target architecture based on user’s perspectives.
ADM copes with all model harmoniously, which allows formalizing a model to model
transformation between them by means of all the principles of model-driven engineering
(MDE), i.e., models, metamodels, models-transformation. The models produced in the
process of the ADM may be able to be reused.

The ADM process is divided into three major phases [13]:

• Reverse engineering: it is the phase of analyzing the legacy system to identify its
components and their relationships. This phase aims to represent the system at a
higher level of abstraction through obtaining models.

• Transformation/Upgrade: this phase aims to transform the source models, resulted
from the previous phase, in target models at the same abstraction level.

• Forward engineering: this last phase is about to generate the new system from the
target model at a low abstraction level.
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Standard: KDM
As stated before, ADM is the conduction of engineering process considering MDA
techniques. To carry out a software modernization, ADM has provided Knowledge
Discovery Metamodel (KDM). KDM is an OMG specification which represents infor‐
mation related to existing software systems. The goal of the KDM is to define a meta‐
model to represent all artifacts of the legacy system such as user interfaces, source code,
data-bases, configuration files, etc. [11].

KDM assists in the whole process modernization, by building models at different
abstraction levels from different legacy system artifacts along ADM phases, i.e., reverse
engineering, transformation/upgrade and forward engineering. In the first phase, KDM
is used to represent the legacy system as models by obtaining KDM models. In the
second and last phase, KDM is considered as a common repository which has the ability
to exchange information between all legacy system artifacts.

The meta model of the KDM [13] is divided into four layers: infrastructure layer,
program element layer, runtime resource layer, and abstraction layer.

Each layer is represented as packages. In turn, each package has a set of metamodel
elements which aim to represent a certain independent facet of knowledge related to
existing software systems.

3.2 Native Cloud Application

Cloud native application is purpose built and ran to fully exploit the advantages of the
cloud computing model.

National Institute of Standards and Technology (NIST) [14] defined cloud
computing as a model for enabling ubiquitous, convenient, on-demand (ability to adjust
computing capabilities as needed) network access (availability computing capabilities
over the network) to a shared pool (multi-tenant service) of configurable computing
resources (e.g. networks, servers, storage, applications, and services) that can be rapidly
provisioned and released with minimal management effort (scale rapidly with demand)
or service provider interaction.

We provide a definition of a native cloud applications by specifying their properties.
According to [15], the cloud native application should ensure IDEAL properties, by
being:

• Isolated state: it means the application doesn’t hold a state.
• Distributed by nature: components are distributed among resources in the environ‐

ment.
• Elastic by scaling out: ability to add the independent IT resources to address

increasing workload the number of resources assigned to an application.
• Operated via an Automated management system: the ability to manage, automatically

adding and removing the resources during runtime.
• And its components should be Loosely coupled: it’s about reduce the dependencies

between application components.
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In this paper [16] the authors present the common motivations behind moving to
cloud-native application architecture, such as:

• Deliver software-based solutions more quickly (speed): The ability to innovate,
experiment, and deliver value more quickly.

• Fault isolating: limit the scope of a failure in any one component to just that compo‐
nent; it reflects the ability to limit a bugger program from affecting another program.

• Fault tolerating: it prevents a failure in one of the components, if an application
crashes, some detection will see it’s a problem, destroy the broken instance, and
replace it with a working new one.

• Automatic recovering way (safety): engaging in the automated process of identifi‐
cation and recovery.

• Enabling horizontal instead application scaling.
• And finally, client diversity: to handle a huge diversity of (mobile) platforms and

legacy systems.

4 Proposed Method

This section presents the concept of the smart use cases, its definition and its use. Then,
the modernization chain is explained with its process steps.

4.1 Smart Use Case Concept

According to [17], this concept comes to answer many issues (various stakeholders,
heterogeneous technologies used…) in a software development project, which is char‐
acterized by functional and technical highly complex. In order to mitigate this
complexity, the project would be expressed using a single of unit work, which in turn
is expressed in the smart use case. By and large, the functional requirement of the project
is modeled using traditional use cases, from defining the users’ objectives to execute the
steps. However, the traditional use case may vary considerably in its size and its
complexity in terms of identification and realization of services. This makes the tradi‐
tional use cases hard to specify, so in a result, it will be hard to implement and hard to
test too. As an example, a use case may be required a hundred pages, a hundred scenario
and many services to be described.

So for designing the smart use cases, the use cases are split up into different levels
of granularity in terms of size and complexity, such as:

• Cloud: regroups clusters of the different business process that belong together.
• Kite: Individual business processes are generally placed.
• Sea: In this level, each single use case describes a single elementary business process

and achieves a single goal.
• Fish: This level is used to model autonomous functionality supporting the sea level.
• Claim: the processes often need to be deeply modeled appeared as sub steps in its up

level.
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4.2 The Modernization Chain

This method is mainly based on ADM combined with the smart use cases concept.
The following Fig. 1 shows the whole process steps:

Fig. 1. Modernization and cloud migration framework

Reverse Engineering
It’s the stage of analyzing a system to identify components and relationships of the
system, and to design new representations of the system in another form or at a higher
level of abstraction.

The reverse engineering stage consists of two sub-stages:

Source code to KDM
The first sub-stage is about the code, reverse engineering, which aims to recover the
model code of the application, and to create PSM conformed to KDM metamodel. This
sub-stage is supported by means of code-to-model transformation. The PSM resulted is
a model tailored to specify a system in terms of a specific platform, i.e., JAVAEE,
expressed in Unified Modeling Language (UML). The subset of UML diagrams that are
useful for PSM, includes the class diagram and the state diagram. This sub-stage is
automated with MoDisco tools [18] to extract models from such applications. MoDisco
proposes a generic and extensible metamodel-driven approach to model discovery. This
tool is taking as an input source code, and producing as an output, a KDM model
conformed to the KDM metamodel.

For a given example, MoDisco takes as an input Java code source discovers to Java
code model, which represents every artifact in the entered code source, and as an output
KDM model. This resulted by means of Java-to-KDM model transformation between
Java model and KDM model passing by an intermediate Java source code model.
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KDM to PIM
In the second sub-stage is about to transform the KDM into PIM-UML models by means
of a model to model transformation, that takes as an input a model conforming to the
KDM metamodel and produces as outputs models conforming to the UML metamodel.

In order to be achieved, we propose two kinds of model to model transformations,
in a way the source metamodel corresponds to the KDM metamodel and the both targets
metamodels correspond respectively to the UML metamodel of use cases and UML
metamodel of a class diagram. Those two model-to-model transformations specified are
represented as follows:

• The first model to model transformation, calledKDM2UseCases transformation,
produces use cases diagram as the first target model from the KDM source model.

• The second one, called KDM2ClassDiagram, produces a class diagram as the second
target model from the KDM source model.

Transformation/Upgrade
In this second stage, PIM source will be the subject of transforming to PIM cloud. PIM
cloud is defined as a model to design a native cloud application as discussed in the
previous section.

PIM cloud will be designed in a manner that each business functionality does one
thing independently. PIM cloud should conform to this cloud application metamodel
[19, 20].

The aim of this stage is, to end up with PIM cloud, which will be mapped to any
cloud platforms given. For this purpose, this stage has two inputs generated in the
previous stage: class diagram and use cases of the application.

Class diagram describes the state of the application by attributes, and its behavior
through operations as well as the relationships (association, aggregation…) which
represent the logical connections between classes. The class diagram is used to define
the conceptual model for a given domain. The domain is decomposed into a set of
conceptual classes; he subject area to which the user applies a program is the domain of
the software.

Understanding the domain models of the application is by means of the PIM source
represented at the highest level of abstraction regardless of any implementation
complexity.

In order to transform the PIM source into PIM cloud, two sub-stages should have
taken:

• Extract different domain models of the application by means of UML class diagram.
Each package will be represented as a set of classes describing all entities in a given
domain. The aim of this sub-stage is to mitigate the complexity of the application by
structuring it into separate domains with well defined bounded context- where a
domain model is defined and applicable.

• A use case describes the functionalities of the application and the processes to be
performed. Each use case overviews a piece of functionality and describes a set of
actions to be done. The smart use case will be identified as sub-functions of its use
case mother. Each smart use case represents an elementary business process.
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This use case will be decomposed into two levels of granularity: a sea level and a
fish level use case.

The sea level use case describes a single use case that represents the elementary
business process, and the fish level use case represents zero, one, or more use cases that
support the execution of the sea level use case.

So, with the concept of smart use cases, PIM cloud will be made up of granularity
of use cases, which make it easier to be implemented, tested, deployed, scaled and so
on. A single elementary business process is modeled in a smart use case.

Additionally, this decomposition of PIM cloud makes the business application more
agile that makes easier to add new business functionalities to the application.

In the end, each smart use case will be tied to its business process, to which is belongs.
In turn, its business process mother will be assigned to its own domain model, in order
to keep the smart use related to the domain together.

Since PIM is transformed into PIM Cloud, with the granularity of use cases and well
defined separated domains, so from now on, PIM Cloud will be able to be implemented
into any given provider cloud platform.

Forward Engineering Stage: Transformation PIM Cloud to PSM Cloud
After transforming the PIM to PIM cloud, the latter may be represented by means of
smart use cases, which will be the subject of the target cloud platform, by means of a
PIM cloud of PSM cloud transformation.

It is important to note that this PIM cloud may be transformed to any given platform
clouds.

The smart use case is treated as input models that can then be transformed down to
code.

In this stage, we present how to transform this PIM cloud to cloud platform specific
model. Each smart use in the PIM cloud will be implemented in the following way:

• A smart use case is implemented independently, which enable the application to be
speedy scalable and deployed.

• Each smart use case handles, navigation separately, which ensures supporting a huge
diversity of user interfaces.

• Each smart use case executes individual tasks, addressing a very specific business
scope.

• Each smart use case has its own domain which ensures the relation between the smart
use of its domain (package).

• And finally, each smart use case has its own database which enables to have different
types of cloud storage.

5 Comparaison Cloud Migration Methods

The spite the fact that the following methods, studied in this paper [5], are based on the
models paradigm, the application resulted, migrated and deployed to the cloud, doesn’t
conform to cloud native application properties cited in the third section. The following

24 K. Sabiri et al.



Table 1 illustrates how the output of the following methods doesn’t respect those criteria
to be a native cloud application.

Table 1. Comparative study cloud migration methods

Methods Criterion
Speed Resiliency Scale Loosely

coopled
Add new
features

Deploy, update,
maintain
modularly

Distributed

Cloud-
MIG [21]

No No Yes No No No No

Remics
[22]

No No Yes Yes No No Yes

Artist [23] No No Yes No No No No
Based on
service
[24]

No No Yes No No No No

PaaS
migration
[25]

No No Yes No No No No

The key of interpretation this tabular, is in the following way: each table cell value
determines whether those cloud migration methods have been included the native cloud
application properties. For instance, CloudMIG doesn’t respect any cloud application
proprieties marked by the value “No”. As a consequence, we have noticed that the
present methods aren’t effectively realized resiliency, speed, adding new features…
objectives behind moving forward to cloud environment.

The presented methods have particularly focused on the way to adapt and to adjust
the legacy application to be deployed in a cloud environment. However, this way may
hold the same complexity as before, even if it may be built modularly. That complexity
may be appeared in the following ways: the application is deployed as a single unit,
scaled as a single application, needed to redeploy the whole application in case either
updated, maintained or added new features, and the entire application will be felt down
if just one service is out of order. Nevertheless, our proposed method mitigates this
complexity through transforming PIM into PIM cloud, which the latter is composed of
granularity of smart use case, that will be deployed, scaled, updated and maintained
modularly. This PIM cloud conformed to native cloud application architecture.

6 Conclusion

This work has presented a modernization iterative and incremental process for
supporting a transition to a cloud environment and a transformation legacy application
architecture to a cloud native application. In concrete, the goal of the modernization
process presented has consisted on adopting ADM combined with the smart use case.
This process has aimed to make the application more agile to ensure business continuity
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requirements as well as the longevity of IT. Thanks to this process, the application may
be scaled modularly, and the components of the application, which means the smart use
cases, were implemented, deployed, configured, distributed and maintain independently.
It is important to note that this modernization iterative and incremental process is semi-
automatically supported at the moment, notably transformation/upgrade and forward
engineering stages, which are developed and applied by tailored transformation chain
for a particular application. Future direction includes the approve this approach by using
case study and make our process automated.
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Abstract. The Smart Grid is an intelligent power network featured by its two-
way flows of electricity and information. The integrated communication infra‐
structure allows Smart Grid systems to manage the operation of all connected
components to provide reliable and sustainable electricity supplies. The Home
Area Network (HAN) is a dedicated network connecting devices in the home, as
well as electrical vehicles. The HAN market is now emerging within the smart
grid sector to serve home with different solutions. Such solutions should be
devised with rigor to avoid any possible errors or anomalies along the process life
cycle, from inception until deployment and operation. Modeling and validation
is one of the powerful techniques used to achieve such goals. This paper presents
an approach to modeling and validating the HAN network and its four services.
We use SDL (Specification and Description Language) as a standardized
language to describe especially the “demand response” service and its two
programs types. The resulting design is a generic model that focuses on the main
functions of the HAN network. We then validate the resulting SDL model using
the reachability analysis technique with the support of IBM Rational SDL suite.
The final validated model can be used to generate code for concrete or virtual
Smart Grid solutions.

Keywords: Smart Grid · Communication protocols and services
Formal modeling · V&V · Reachability analysis · SDL · MSC · HAN

1 Introduction

Smart Grid, as shown in Fig. 1, is an integration of power delivery systems with commu‐
nication and information technology (CIT) to provide better services and improve the
traditional electrical grid to be more reliable, cooperative, responsive, and economical.
It is a complex system, made of a large number of heterogeneous entities with local
interactions, multiple levels of structure and organization, which forms a whole system
that is both hard to predict and describe. In order to analyze Smart Grid systems, the
network architecture must be defined with all the communication protocols and inter‐
faces between its composing entities. One of the main components of Smart Grid
systems is the Home Area Network (HAN). It has commanded a great attention among
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researchers and solutions’ providers because it has many facets that must be examined
by utilities with regard to its use and potential benefits for both customers and providers.

Fig. 1. Smart Grid

In a previous work [1], we have shown that there are several conceptual models
proposed by international organizations, such as NIST, ITU and IEEE; and each country
or utility defines its own network based on these models. Also the technologies involved
in the implementation are widely different because the smart grid supports both wired
and wireless technologies. To cope with the complexity and the diversity of SG systems,
modeling is one of the powerful techniques that can be used to visualize the system,
simulate it and validate it before proceeding to its development.

This paper proposes a generic model for the HAN network in SG systems. This model
describes the structure and the behavior of the HAN, especially in terms of offered
services according to the U.S. Department of Energy (DOE) report [2]: Advanced
Metering Infrastructure (AMI), Demand Response (DR), Electric Vehicles (EV) and
Distributed Energy Resources and Storage (DER). It takes into account the energy
generation and management, the in-home devices administration and the connection
with utility grid. We use SDL (Specification and Description Language) as a standar‐
dized language to describe especially the DR service and its two programs types. The
resulting design is a generic model that focuses on the main functions of a HAN network.
We then validate the resulting SDL model using the reachability analysis technique with
the support of IBM Rational SDL suite. The final validated model can be used to generate
code for concrete or virtual Smart Grid solutions.

The remainder of this paper is organized as follows. Section 2 gives an overview of
the HAN network and describes its main components and functionalities, especially the
DR service and its two programs. Section 3 introduces the modeling process of the Smart
Grid using SDL. It presents our design approach in terms of UML use case diagram, an
MSC (Message Sequence Charts) for the main scenario, and the SDL diagrams (the
structure, the data, and the behavior aspects) for the most important components of the
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HAN. Section 4 addresses the verification and validation of the model. Section 5
concludes the paper and presents future work.

2 Overview of HAN

A Home Area Network (HAN) is a network contained within a user’s home that connects
user’s appliances and electrical vehicles. It also contains software applications to
monitor and control these devices, as well as other resources such as renewable resources
and energy storage equipments. In our previous work [1], we presented a smart grid
communication infrastructure model based on international roadmaps and guides, and
in particular, we described the HAN architecture as shown in Fig. 2.

Fig. 2. The HAN architecture

The main component of the HAN is the Home (or Customer) Energy Management
System (HEMS). It utilizes renewable energy effectively by visualizing load equipment
information in the home (such as air conditioner, storage battery and EV) and controlling
it properly. So, it optimizes the performance of energy generation, consumption and
storage in the HAN. This component is generally integrated with the In-Home Display
(IHD) but could theoretically be considered separately. This IHD is an interface, between
the customer and the home, connected to all devices in HAN. It is designed to deliver
information related to energy such as consumption, pricing, or service messages from
utility. Other components are the Energy Services Interface (ESI) and the Smart Meter
(SM). The SM collects information about energy usage in the HAN, as well as manages
control services such as circuit disconnection. It can store the metering data internally,
and send it to utility via a two-way communications. On the other hand, the ESI is the
gateway, mostly provided by utilities, that routes data between the HAN and the
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neighborhood area network (NAN). It can be considered as the HAN gateway through
which a customer’s HAN communicates with the utility companies or any other entity
that provides energy management services. Generally, The HAN gateway is embedded
in the meter device physically, but, it is logically separated from the meter. The last two
components are the appliance and the Plug-in Electrical Vehicle (PEV). Appliances are
all devices in the home that can be connected to the electricity network, and they may
include a technology known as Smart Plug (SP). To establish a secure communication
connection between utilities and the HAN, all HAN customer devices must register
themselves to HEMS. Then, the SPs collect the power consumption data for home
appliances, and send accumulated power consumption data for each appliance to HEMS
in each period of time. As to PEV, it is connected to grid and registered to HEMS like
other devices. It can charge its battery or send energy stored back to grid if necessary.

Note that the architecture of Fig. 2 requires a scalable, sophisticated, reliable and
fast communication infrastructure. Generally, the HAN appliances are equipped with
wireless or wired short range communication technologies, such as, ZigBee, TCP/IP
and PLC. The choice between these technologies depends either on the constraints
imposed by the utilities network, or on the user needs in case the network supports more
than one technology. This communication architecture allows customer to benefit from
smart grid services, the most important of which is the DR service. It reduces peak loads,
when the system is under stress, by minimizing the consumption of electric energy in
response to an increase in the price of electricity or heavy burdens on the system [2].
DR is achieved through the application of a variety of DR resource types, including
distributed generation, dispatchable load, storage and Plug-in Electric Vehicles. So,
anything that may contribute to modify the power supplied by the main grid, or somehow
affects electricity usage can be considered as a DR resource. In general, the DR resources
can be classified into two categories: reactive resources and proactive resources. Reac‐
tive resources include customers that receive DR signals from a third party to reduce,
shift or shut down their demand in order to adjust their consumption voluntarily. On the
other hand, proactive resources refer to components which initiate a DR action by
sending requests or bids to the utility to either curtail their consumption in exchange for
payments, or to negotiate a price for buying energy.

Every customer may participate in what is called DR programs. The main reasons
for encouraging customers to participate in such programs vary from monetary savings,
to understanding the obligation to help avoiding blackouts, to a sense of responsibility.
DR programs are classified into two major categories, namely Incentive Based Programs
and Time-based Programs. Each of these categories contains several programs illus‐
trated in Table 1 [4].

In the Incentive Based Programs the activities are initiated by the utility or the DR
Service Provider. Customers, participating in one of these programs, receive DR signals
from the provider in order to motivate them to reduce their electricity consumption in
exchange for an incentive payment, bill credit or contractual arrangements between
electricity suppliers and customers. Generally, DR signals are sent in times of high
electricity consumption and may be voluntary demand reduction requests or mandatory
commands. In voluntary programs like DLC or EDRP, customers are not penalized if
they do not curtail consumption. But in mandatory programs such as I/C, they suffer
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penalties if they do not curtail when directed. The adoption of Incentive Based DR would
bring benefits to both customers and utilities. In fact, the demand is changed to follow
available supply so that the amount of power generated is minimized significantly. This
reduces or even eliminates the overloads in distribution system. However, with the Time-
based Programs the electricity price changes for different periods. So, they rely on
customer’s choice to decrease or change their consumption in response to changes of
electricity’s price during a period. In the TOU program, the day is divided into blocks
of hours and the kWh price varies between blocks; the price for each period is prede‐
termined and constant. In the RTP program, the price may vary as often as hourly, and
in the CPP program, very high prices are applied for certain peak days; the utility informs
the customer one day in advance of the critical peak pricing day. For the rest of this
paper, we assume that the customer is registered in two programs, one from each cate‐
gory of Table 1.

Table 1. DR programs classification

Incentive based programs Time-based programs
Direct Load Control (DLC) Time-of-Use (TOU) program
Interruptible/curtail able service (I/C) Real Time Pricing (RTP) program
Emergency Demand Response Program (EDRP) Critical Peak Pricing (CPP) program
Capacity Market Program (CMP)
Demand Bidding/Buy Back
Ancillary Service Markets (A/S)

3 The Modeling Process of Smart Grid

The modeling process of a complex system such as smart grid goes through several
steps. Generally, we start with defining the formal specification from an informal
description presented in RFC or other supports. Then, we use a tool for exhaustive
reachability analysis in the V&V (Validation and Verification) step. After that, we use
analytical or empirical methods to analyze the performance of the system. Then, we
move to the implementation step by generating an executable code using the validation
model. Finally, the conformance testing is applied to confirm that the implementation
conforms to the specification. Figure 3 illustrates the whole modeling process using SDL
(Specification and Description Language) and related support tools [8]. This paper
presents only our contributions with regard to the first two steps, namely the formal
specification and the validation and verification. The rest of the steps are left to future
work.

32 Z. Soufiane et al.



Fig. 3. An overview of the SDL modeling process

3.1 Specification and Description Language (SDL)

The SDL language [5] is a standardized language used for the description of the archi‐
tecture, the behavior, and the data of telecommunication systems. It has been developed
and standardized by the ITU (International Telecommunication Union) in the Z.100
Recommendation. The choice of this language is based on its several advantages and
characteristics. SDL is a graphical and open source language that does not depend on
operating systems. It includes traditional object-oriented features, such as encapsulation
and polymorphism, and provides a high degree of reuse.

In SDL, the architecture is modeled as a system containing one or more blocks. Each
block may contain either other blocks or processes. Each process contains an extended
finite state machine. State machines are interconnected with each other and with the
environment via channels and signal routes, which serve to transmit and exchange
signals. When a signal arrives to a state machine, it is saved in the queue. And when a
state machine consumes a signal from its queue, it executes a transition from one state
to another state. Figure 4 resumes this description [6].

Fig. 4. An overview of SDL model
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3.2 IBM Rational SDL Suite

The IBM Rational SDL Suite [7] (previously named Tau SDL Suite) is a real-time
software development tool for complex systems and software described using the SDL
language standard. The tool provides the following graphical interfaces: a drag-and-drop
SDL editor to draw the model from high-level specifications to detailed behavior, an
analyzer for errors and warning checking in the drawn system, a simulator for testing
the behavior of SDL systems, an explorer to validate this behavior using reachability
analysis and several other interfaces. With this tool, we can describe typical scenarios
of the communication behavior between system components and their environment by
means of message interchange with a visual trace language using the Message Sequence
Chart (MSC). And after the model simulation and validation, SDL Suite enables the
automatic generation of a C executable code.

3.3 Our Design Approach of the HAN

We begin our modeling process with a simple use case analysis. The system consists of
three actors: the customer, the utility and the environment which refers to renewable
energy sources. Figure 5 shows the use case diagram. The “control device” use case
represents the act of controlling either the appliance, by powering on/off, or the EV by
plugging or unplugging it in the network and launch the charging process. This is repre‐
sented by the “generalization” relationship between this use case and the “control appli‐
ance” and “control EV” use cases. The customer actor can control the devices or define
parameters to authorize the storage change (allowing the sale of energy). The “change

Fig. 5. The use case diagram of the HAN
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storage” use case extends three use cases: “control device”, “buy energy” and “generate
energy”. This last is associated with the environment actor which represents all possible
sources of renewable generation (wind, solar…) as we mentioned before. The third actor
is the utility, which can either “consult the metering data” of a customer, send a bid to
“buy energy” or “control device” in the HAN by a DR process.

In order to provide a more visible interaction diagram, we can translate this use
case diagram into message sequence charts. We present here only the interaction
between the environment ENV (that includes the three actors: customer, environment
and utility) and the HAN system as shown in the Fig. 6. This is just an example of
possible MSC diagram, and we can even propose other MSC diagrams as many as
possible scenarios that our system can achieve. In Fig. 6, we start with the energy
generation, and then we allow the use home energy storage by devices or by selling
it to utility. The user powers on five appliances, plugs the EV and starts charging it.
Next, the utility consults the metering data of the customer, sends a bid to buy energy
and finally request the user to curtail the consumption. In the end, the customer shut‐
downs appliances and unplugs the EV.

Fig. 6. A HAN MSC example
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3.4 SDL Model Description

Our SDL model consists of six entities. Each entity represents one of the components
in Fig. 1, except for customer DER and customer storage, which are grouped together
into a single entity. When a customer turns on an appliance, this latter sends a registration
request to IHD. The database is stored in the HEMS; it is permanently updated and can
be used when a RTP signal is received to know which device to turn off. The same
process is activated when an EV is plugged in the network; the only difference is that
customer has the choice to charge the car immediately or in an upcoming time. We
suppose that only one EV can be connected to the network at a specific time; however,
we can connect infinity appliances. The devices consumption is calculated by the smart
meter, and is sent to utility to calculate the billing tariff. But the user can decide to use
energy from utility grid or use its own energy generated by renewable sources and stored
in the home. In this case, the smart meter displayed value does not change.

The HAN receive RTP and Bid signal to, respectively, curtail its consumption and
sale energy to utility. We suppose that the HAN processes only one request from the
same type at a time. When the RTP request is received, the HEMS decides to accept the
curtailment or not depending on algorithm that we will explain in the next section. We
regroup the appliances in two types and three priorities. The types are CTRL and CRIT‐
ICAL. The first one is controllable appliances; this type can be turned off if the RTP
request is accepted. For the critical type, the appliances are not affected by the signal.
Regarding the priorities, we chose three classes: the priority 0 for the CRITICAL; the
priorities 1 and 2 related to CTRL type. The difference between them is that the appli‐
ances of type 2 can be turned off if the RTP signal requires this; however the appliances
of type 1 are crucial for customer, so that they cannot be affected by this signal. This is
only a simple method to choose the DR resources to turn off during the event. Other
complex methods and algorithms can be used, but this is out the scope of this paper. On
the other hand, in the process of selling energy, we compare the amount of energy
requested by utility and the energy stored in the home as well as the EV battery. If the
available power covers the utility needs, then the Bid is accepted. Else, it is refused and
the process stops.

The complete SDL model consists of over 20 pages of diagrams, and is available
online1. For the sake of space, only selected diagrams are introduced and explained in
the next section.

Behavior Specification
In this section, we present our SDL model for HAN network. The system level of the
model is presented in Fig. 7. We have six main blocks as we described previously. They
interact with ENV via 5 channels. Channels C1, C4 and C9 are related to customer
interaction with HAN; channel C11 is linked to the renewable energy resources and the
last one is C14 that connects the HAN with the NAN. The variables and signals of our
model are grouped into the HANmessages package.

1 https://github.com/zahidsoufiane/HANmodel/.
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Fig. 7. The system view of the HAN SDL model

The Package HANmessages
We regrouped all declarations (variables, signals) in one package and we imported it in
the system level to be visible for all blocks and process. This package is called
“HANmessages” and is shown in Fig. 8. To make the scheme clearer, we regroup signals
of the same channel in SIGNALLIST. The “powerON” signal has four parameters,
namely, the ID, the type and the priority of the appliance; in addition to the consumption.
For this last parameter, it represents the device consumption in a specific time interval.

Fig. 8. Signal declaration of the HAN model
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In our case, this interval is 60 s. This is only a choice to avoid sending a very large
number of signals to update the metering data in unit time. This value can be change by
modifying the value of TIMER. Another signal is the “ConnectEV”. It has three param‐
eters: the vehicle charge, which is a percentage value of the battery level, the consump‐
tion like appliance, and the FULL parameter representing the amount of energy needed
to achieve a charge of 100%.

For the generation process, the signal is “RenewableE”, with two parameters: one
of type storage and the second of type duration. The storage variable stands for the energy
generated during the duration value. It can be changed and take into consideration other
parameters (seasons, temperature, wind movement…). The last two signals that we
describe here are the RTP and Bid signals, related to the DR process. The RTP signal
is identified by an ID, the amount of curtailment, the event duration and the new price
if the event is accepted. However, the Bid signal is defined by three parameters; an ID
as the RTP, the utility’s energy needs to be purchased from customer, and the sale price.

The Block HEMS
The block “HEMS” is the main block in our model. It contains three processes, namely,
DeviceDB, EnergyUse and DemandResponse, as shown in Fig. 9. The process Devi‐
ceDB is a database of all devices and EV plugged in the home. It stores information in
three array indexed by DevID and contain, respectively, the PID, the type and the priority
of devices; as well as a Boolean EVexist which indicates that an EV is connected to
home or not. These four variables are “revealed”, permanently and in real time, to other
processes in the same block. The second process, EnergyUse, is responsible for the
generation and metering operations. It contains a “revealed” variable “Store” showing

Fig. 9. The process view of the HEMS block
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the amount of energy stored at home. This variable value increases when the process
receives the signal RenewableE from ENV; and decreases if the energy is sold to the
utility or if the customer chooses to use internal storage instead of energy from the
grid.

The DemandResponse process manages the DR signals. Figure 10 shows the state
machine corresponding to Bid event. To do this, the process uses the value of two
revealed variables: Store and EVexist. When the Bid signal is consumed, the process
checks the Store value and compares it with the utility need. In case the Store covers
this need, the Bid is accepted. Otherwise, the process use a copy of EVexist to know if
an EV is plugged; if the value of this Boolean is false, the Bid is refused; else, the process
requests the EV charge of battery and goes to state waitBC. Upon receiving the Battery
charge, the process reads the real time value of Store, adds it to receiving EV charge
value and compares the sum to needed energy. The Bid is refused if the sum cannot
cover the utility request; otherwise, a revision requests are sent to Store and EV to update
their values. When a confirmation of revision is received (because the customer may
unplug the EV before the revision takes place), a confirmation of Bid accepted is trans‐
ferred to the utility.

Fig. 10. The process DemandResponse: Bid event handling

On the other hand, the RTP event is presented in Figs. 11 and 12. We will discuss
the operation in two steps: the first step is the choice of DR resources concerned by this
event (Fig. 11); and the second one is to either accept or refuse this RTP (Fig. 12). The
process in this algorithm uses three “revealed” variables from other processes in the
same block: three arrays indexed by DevID and store the PID, type and priority of
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devices. The process uses also two other variables imported from “appliance” block: the
powerset, of created devices, that we mentioned earlier; and the consumption array of
these devices. The difference between a “revealed” and an “exported” variable is that
the first one is used to exchange variable value between processes in the same block and
in real time; however, the “exported” mechanism shares a copy of variable value between
processes in two different blocks, so, the value of imported variable may be different
from the original variable.

Fig. 11. The process DemandResponse: RTP event handling

The step of DR resources selection starts with the consumption of RTP signal. The
process imports the two variables from “appliance” block and assigns their value to local
variables: Pi and CiArray. It tests the length of variable Pi; and if this length is not null,
we get an arbitrary element from this powerset with the “take” operator. Then, we “view”
the three “revealed” arrays and do three consecutive tests for the chosen element. The
objective of these tests is to know if the device is still ON, its type is CTRL and its
priority is 2. If the item validates these conditions, we add its consumption to the variable
ConsTotal (initialized to 0) and include the item to a new Powerset newP. After that we
delete the item from Pi and we go back to the start of the loop. We repeat this operation
until Pi becomes empty. The process goes then to state DecisionStat.

From this state, we can start the second step. When the input NONE is performed
(spontaneous transition), we compare the value of ConsTotal to the curtailment value
multiplied by a coefficient 1.1 to avoid turn off multiple devices. This is only a choice,
so we can use a coefficient 1 or any value higher than 1. If ConsTotal is less than the
other terminal, the RTP is refused. Else, we use a variable CurP of type Powerset to
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indicate the device ID to shutdown. We start by choosing an arbitrary item from newP,
add it to CurP and delete it from newP. We repeat it until the sum of consumptions of
devices in CurP exceeds the threshold. Then, we send a signal Shutdown to all devices
in CurP; we reset the variables and send a signal RTPAccepted to the utility.

4 Verification and Validation

The IBM Rational SDL explorer offers many automatic state space exploration and
verification features to automatically find errors and inconsistencies in a system, or to
verify the system against requirements. These techniques are: exhaustive, bit-state,
random walk bit state exploration and verification against a given MSC [7]. Exhaustive
exploration is an algorithm suited only for small system. It executes all the SDL symbols
at least once and also all the behaviors of the model. This method is not adapted for our
complex model (we ran this exploration but the explorer has crashed). Bit-state explo‐
ration is an efficient algorithm for reasonably large SDL systems. It is useful in checking
deadlocks by storing the hash-code of each model state instead of the whole state itself.
Another method, but this time it is useful for very large model, is the random walk
exploration. It explores the behavior tree by repeatedly choosing a random path down
the tree. The last one is the verification of a system level MSC to check if there is a
possible execution path for the SDL system that satisfies the MSC. In our case, we will
use the last three techniques.

Fig. 12. The process DemandResponse: RTP event handling (continued)
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The steps of a bit-state exploration (the same as exhaustive exploration) are presented
in Fig. 13 [8]. According to the configuration used, the validation is finished when all
reachable states of the model are explored. If errors reports are generated during the
validation, we correct the model and start the procedure again. However, several states
cannot be explored because of the large number of global states. In this case the model
configuration must be reduced by changing the queue length, limiting the exploration
depth and so on. Otherwise, if we cannot reduce this configuration, the validation is
finished in a partial manner because some states remain unexplored.

Fig. 13. The bit-state simulation method

In our case, we defined the test values for signals and ran two bit-state explorations:
the first with the default events priorities; and the second with the same priority for all
events. In fact, the events in SDL can be divided into five classes [7] and for each class
a priority of 1, 2, 3, 4 or 5 are assigned:

• Internal events: Events local to the processes in the system, e.g., tasks, decisions,
inputs, outputs.

• Input from ENV: Reception of signals from the environment.
• Timeout events: Expiration of SDL timers.
• Channel outputs: A signal is removed from a channel queue and put into another

channel queue or the input port of a process instance.
• Spontaneous transitions: A transition in a process caused by input of NONE.

By default, internal events and channel outputs are assigned priority 1, and the other
events are assigned priority 2. In the second scenario, we consider that all event classes
are assigned priority 1.

In the first scenario, and after we corrected all errors, the validation ends without
exploring all states. The transition that interests us is the transition that is executed when
the SmartPlug process is in the state “ready” and receives a signal RegisterOK.
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Normally, this transition must be executed if we send a PowerON followed by a
PowerOFF signal for the same ID. It remains unexplored because the internal events
(priority 1) are considered before the input from ENV (priority 2). As to the second
scenario, the exploration took several hours (about 30 h) to finish. The transition not
executed with scenario 1 was executed in this scenario, as well as other symbols.

The exploration using the random walk leads to the same results, but in a very short
time compared to bit-state exploration. The last method that we used is the verification
against a given MSC. For this, we used the MSC that we have presented earlier in this
paper (Fig. 4). It defines only signals to and from the environment. In this case the MSC
was verified, i.e., the behavior described in the MSC was indeed possible. We can use
other MSC behaviors, with signals exchanged between blocks.

5 Conclusion and Future Works

We presented in this paper a generic model of HAN network and its services using SDL
language and IBM Rational SDL Suite. After explaining the different elements of the
model and related aspects, we proceeded to the verification and validation of the
resulting model using the bit-state and random walk explorations as well as the verifi‐
cation using MSC. The result is a validated SDL model that can be used for automatic
generation of codes for concrete or virtual Smart Grid solutions.

As part of our future work, we aim to verify this model using model checking
approach. We intend to generate the SDL/PR (textual Phrase Representation) from the
SDL/GR (Graphic Representation) described in this paper. Then, we will convert the
model into Promela language and use the SPIN model checker to verify the system
against specific safety and liveness properties.
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Abstract. Patents have become a potentially powerful data sources and a wealth
of information for companies and organizations that tend to analyze and exploit
them for a variety of purposes and interests. However, with the ever-increasing
volume of patents filed year after year and the multiplicity of patent global data
bases, the task of patent research and analysis is becoming increasingly compli‐
cated and traditional analytical approaches have shown their limitations and have
become costly in terms of time and labor. Thus, various techniques and
approaches have been proposed to help specialists in their tasks of patent collec‐
tion, analysis and results visualization. Document Clustering is one of these
common technics widely used in patent analysis. Over time, several powerful
clustering techniques and algorithms have emerged, but they often require modi‐
fications and adaptations depending on the fields of application and the target
data. In view of this, we propose in this paper a methodology for obtaining an
efficient clustering for patent documents based on the k-means, k-means ++
algorithm and various data-mining and text-mining techniques. Commons issues
often faced during the analysis of patents such as the manipulation and represen‐
tation of textual data or the curse of dimension will also be addressed in this study.

Keywords: Patent · Patent metadata · IPC · Unstructured data · Clustering
K-means · K-means ++ · High dimensional problem · PCA · Data extraction
Text extraction

1 Introduction

Patent information is often exploited to study technological developments, trends and
technological potential [1] as well as decision-making process in research and devel‐
opment [2]. Technology and innovation trends can be analyzed using patents [3].
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Data. Information from patent documents can prevent firms from investing in obso‐
lete technologies [4] and improves strategic planning [5]. Patent analysis provides key
information about the technological environment [7] and deals with component tech‐
nologies [6]. Therefore, patent analysis is appropriate for detecting the relationships
between different technologies. Details of approaches to patent analysis are provided in
[7]. However, with the ever-growing volume of patents lodged each year and the multi‐
plicity of databases in the world, the task of collecting and analyzing patent document
is becoming increasingly complicated, especially for non-specialists, because patent
information is enormous and rich in technical and legal terms. Therefore, information
about patents needs to be transformed into something simpler and easier to understand.

Patent documents have a rigidly fixed structure, containing standardized fields such
as patent number, applicant, inventors, assignee, classification of technological fields,
description, claims, etc. Most of this information may be found on the home page of a
patent document and are called the patent metadata. All these special and specific
features of patent documents make it a valuable source of knowledge. In this paper we
will show how can we use this knowledge in combination with data extracted from patent
text in order to increase the accuracy of patents clustering.

Grouping or clustering is commonly used technic researchers often use classifica‐
tions or groupings in patent analysis.

The grouping consists in partitioning a set O = {O1, O2,…, On} of objects in homo‐
geneous clusters maximizing intra-cluster similarity while minimizing inter-cluster
similarity. Groups are formed without any prior information about the objects that are
grouped together. All labels associated with objects are obtained only from the data.
Grouping enable to identifies important topics or concepts from a set of documents and
contributes to highlighting patterns of undetected or unexpected concentrations in data‐
bases. This is one of the most popular and frequently used approaches to form mean‐
ingful groups from unlabeled objects.

Clustering is a basic technique in many disciplines, including machine learning. It
has been widely used in various decision-making processes. As the number of patents
increases and the volume of data increases, it is not possible to successfully analyze any
patent set without grouping. Therefore, grouping is the essential function that any patent
analysis tool should provide.

Over time, many special clustering algorithms have been designed to be applied to
patent databases. An example of this patent analysis platform is Patent iNSIGHT Pro
[8] or the Patent Cluster search engine [9]. The clustering usually used in these platforms
is often based on the content of the patent text, in particular summaries and claims parts,
but ignores the information contained in the patents metadata, which is not the case for
the k-clustering used in our methodology. The idea behind the k-clustering is to try to
detect k optimal clusters by an iterative reinstallation method based on an optimization
function. The most popular k-clustering is the k-means algorithm [10]. The purpose of
k-means is to group the segments of N given observations into k clusters in which each
observation belongs to the cluster with the nearest means. It uses the means (centroid)
as the representative of a cluster. One of the main strengths of k-means clustering is its
scalability.
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These basic clustering algorithms require modifications and adaptations according
to the fields of application and the target data in order to take maximum advantage of
them. In this context, we propose a clustering methodology to efficiently group together
patent documents based on unstructured data, mostly derived from the free text
contained in patent documents, in particular the abstract part, title and description. Also
we exploit the knowledge extracted from the patent metadata fields such as the IPC to
increase the clustering accuracy.

The following section describes the main phases of the proposed methodology.

2 Methodology

The proposed methodology consists of 4 main phases. First a search equation is defined
and the patent documents are extracted from the international patent bases. Then the
documents are processed and the keywords are extracted. After that, a representation in
vectors of the patent document collection is performed. Given the low structure density
of the matrix obtained.

The PCA analysis is conducted in order to reduce the dimension size of the data
model.

Once the final matrix is obtained we enrich it by adding additional dimensions that
are fed by relevant data from patent documents metadata such as IPC or the inventor
field etc. This will help increasing the final clustering accuracy.

The next step is the identify the number of clusters and, the k-means ++ algorithm
is executed for a better initialization of the k centers.

The final step is the k-means launch and analysis of the results. All these steps are
shown in Fig. 1.

2.1 Definition of the Search Function and Patent Collections

The very first step is to target the areas of technologies that interest analysts, and then
relying on experts a search equation is defined which is nothing but a logical combination
of carefully selected keywords.

Subsequently the search equation is used to extract the corresponding patents directly
from the patent databases. All the patents documents that matches the equation are
retrieved. Thus, documents belonging to a wide range of industries are collected from
patent global databases like the United States Patent, Trademark Office (EPO), or WIPS
(www.wipson.com).

2.2 Document Pre-processing and Keywords Extraction

The second step is to extract relevant keywords from each document. To do so, we are
interested only in the title, abstract and description. These parts contain mainly natural
language, therefore, we use text mining and NLP techniques to extract, potentially useful
keywords from each document. Before this a this pre-processing step is needed.
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The objective of the text-preprocessing is to remove unnecessary information such
as tags, stop words and also to find a standard representation of the words present in the
documents.

Since different keywords may be used to designate the same technique or function‐
ality, depending on the technology filed. We define a kind of mapping table in order to
replace these different keywords by a standard one a single term based on experts
opinion.

In addition to the keywords obtained after this step, the experts are also consulted in
order to enrich the extracted keywords by multi-word or phrasal sentences because
sometimes they are more significant than a single word. At the end of this step each
document is represented by a set of terms as follow:

Doc1 = {word1, word2,…. wordm}
Doc2 = {word2, word4,… wordm,… wordn}.

Fig. 1. Patent documents clustering Methodology.
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2.3 Data Model for Representing Patent Documents

The list of standardized keywords of each document obtained in the previous step is
merged to form a matrix whose columns represent the keywords and rows represent the
patent documents as proposed by [13]. Where a dimension (an axis) of the vector space
is associated with each term or keyword. As for the matrix weights, several represen‐
tations are possible. A simple representation has been proposed by Yoon, B., & Park,
where the data model is represented as an existence matrix with the columns representing
the keywords indexes (1,…, j,…, n) and the rows representing the documents indexes
(1,…, i,…, m). If the j-term exists in the text of the i-document then the element (i, j) is
supplied with the value 1 otherwise the value 0 is filled. In the end, we obtain an existence
matrix whose values are fulfilled by either 1 or 0 [11]. The drawback of this method is
that it does not show the degree of importance of a keyword in a given document.

Another representation was proposed by Jun et al. using the frequency of a term in the
document. This ultimately give importance to terms that occur most frequently in the
document than others [12]. However, it may happen that some less interesting terms
appear much more frequently than others in a document like the word “today” for
example. In the proposed methodology we have considered the TF-IDF (term frequency
x inverse document frequency) weighting method which has been proposed by Salton
[14]. This method has been shown to be effective for the similarity calculation, especially
with the cosine distance. The basic principle is simple, the weighting is proportional to its
frequency in the document (number of times it appears) as well as the inverse frequency
of the occurrence in the reference corpus. According to the following formula (3):

w(i, j) = tf(i, j) × idf(i) (1)

tf(i, j) = n(i, j)∕||dj|| (2)

idf(i) = idf(i) = log(m/mi) (3)

– w(i, j): the score tf-idf of the term j in document j
– idf(i): inverse documentary frequency
– tf(i, j): frequency of the term in the document
– n(i, j): the number of occurrences of the term i in the document j
– dj: is the length of the document
– mi: the number of documents where the term i appears
– M: Is the total number of documents.

The logarithm function is applied for the IDF calculation to avoid overweighting
very rare terms [13–15]. The Table 1 shows document-term matrix with the TF-IDF
weighting. We refer to this stricture as PKM matrix.
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Table 1. PKM: Patent-keyword matrix

word 1 word 2 … keyword n
Patent 1 w11 w12 … w1n
Patent 2 w21 w22 … w2n
… … …. … …
Patent M wM1 … … wMn

Generally, a given document contains only a small part of the total set of keywords
since, as a matter of principle, most terms are present only in a reduced set of documents.
as a consequence, the document-term structure is likely to be very sparse and above all
its dimension is huge. This will make the task of similarity calculation less effective
while it is a crucial step to get better clustering.

To solve this problem, we have considered conducting a Principal component anal‐
ysis PCA as defined by Jun et al. [12]. The Table 2 shows the new structure after applying
PCA analysis. We call this new structure the PPM matrix.

– pi, j represents the value of the jth principal component and the number of column k
of the new structure is much smaller than the number of columns of the original PKM
matrix.

Table 2. PPM: Patent principal components matrix

axe1 axe2 … axe k
Patent1 p11 p12 … p1n
Patent2 p21 p22 … p2n
… … … …
PatentM pm1 pm2 … pMn

2.4 Enrich the Model with the Metadata

The data contained on patent metadata can provide us with additional information that
can improve significantly the quality of the clustering if we use them correctly, There‐
fore, at this stage of our methodology we propose to add a new dimension to the PPM
(Patent Principal components Matrix). This new dimension will be filled by the inter‐
national Patent Classification IPC which classifies patents in a hierarchical way
according to the domain of technology to which they belong [16]. The IPC codes are
assigned carefully by the experts of the patent offices. As such, it represents a vital
information that can increase accuracy of the clustering. The Table 3 shows the new
structure after the introduction of the dimension relating to IPC. Where ipci is a normal‐
ized value of the IPC code corresponding to the patent document i. We refer to this new
structure as the matrix PICPM.
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Table 3. PICPM: Patent IPC principal components matrix

IPC Var1 … varm
Patent1 ipc1 p11 … p1n
Patent2 ipc2 p21 … p2n
… … … … …
PatentM ipcm pm1 pm

2
pmn

2.5 Clustering of Patents

2.5.1 Clustering Algorithm
Many algorithms are used for grouping. K-means clustering is one of the popular terms
for cluster analysis. The real advantage of K-means is that it works with a large number
of variables, which is often the case specially when we deal with unstructured data, as
it is the case for the analysis we are conducting. K-means is faster than hierarchical
clustering, and it can produces tighter clusters than hierarchical clusters, especially for
globular clusters [18].

The main objective of the algorithm is to Partition the dataset in k-clusters according
to some computational value.

k-means is widely used for clustering patent documents but most of the approaches
that exists have one main limitation. Indeed the k-mean is applied either on the structured
or unstructured data, but not on the combined data.

In this paper, we take advantage of both structured and unstructured data contained
in patent document to form relevant clusters by combining structured and unstructured
data for the purpose of obtaining an accurate clustering result.

2.5.2 K-Means Initialization
One of the major drawbacks of the K-means algorithm is that doesn’t perform well with
non-globular clusters. Actually, a different initial partition can result in different final
clusters [18]. The initialization of the centers is a critical step of K-means which show
that for different initializations of random centers we can obtain different k-groups.

We can try to run the k-means several times from different initialization. But there
is no guarantee to find out the an optimal clustering.

We have understood that the best mitigation for this issue, is to start the algorithm
with a good initialization of the centers. This means the K centers should be selected
well at the beginning. In order to address this requirement we have decided to use the
K-means ++ initialization algorithm proposed by Arthur and Vassilvitskii [17] which
introduces three intermediate steps replacing the initialization step of the classical algo‐
rithm (Fig. 2):
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Fig. 2. Patent groups after running the clustering algorithm.

ALGORITHM 1: K-means with Kmeans++ initialization

Begin

1) arbitrary chose the first center;

While (nember of centers  is not yet reached) do

2) Sequential selection of the remaining centers while promoting the can-
didates furthest from the centers already selected;
3) assignment of the new element to all the centers;

End while 

While (non-stabilized centers) do

1.select a document (randomly);
2. assign to the closest center;
3. readjust the centers;

End while 

end
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3 Implementation and Evaluation

In order to validate the effectiveness of our methodology we have retrieved 100 patents
in the field of renewable energies from the USPTO US patent base. The collected docu‐
ments mainly contained patents that deal with either “the wind turbine” or “the solar
panel”.

Thanks to java implementation of this methodology and tools like Word2vec that
where very helpful on making the implementation easiest. Thus, we have been able to
perform several experiments with k = 2.

In most cases we have obtained a very good distribution of data with and F-measure
coefficients average closer to 1.

The conducted tests were able to demonstrate the validity of our methodology which
seems to be effective and gives good results on a small data sets as is the case for our
test. The next objective is to test the efficiency of the method at a big data scale.

4 Conclusion

The present paper introduces an efficient generic approach for clustering patent docu‐
ments using the k-means ++ & k-means algorithm, while using the ACP method to
reduce the data model dimension obtained after extracting relevant keywords from
patent documents through the use of text-mining techniques. In the proposed method‐
ology, we have also demonstrate how to take advantage of patents metadata that contains
valuable structured data which can be easily extracted and used to improve the clustering
accuracy. Thus, we have used the IPC code to improve the clustering quality. In the
same way, other fields can be exploited as the inventor, date of publication, country of
origin and many others. The choice of including or excluding metadata fields essentially
depends on the purpose of the analysis to be carried out.

We were able to test the effectiveness of our methodology on a set of patents in the
field of renewable energies retrieved from the USPTO patent database. The tests carried
out were aimed at grouping the patents into two groups, patents in which the “Wind
Turbine” on one side and the “solar panel” on the other side were concerned. Indeed,
this test written in java languages has validated the effectiveness of the proposed meth‐
odology but we want to push the tests even further by implementing this methodology
in a bigdata environment. With a significant amount of patent documents.

The proposed approach seems encouraging but it still has some limitations that we
will try to solve in our future works. We have identified several areas of possible
improvement in order to limit as much as possible the intervention of experts during a
patent analysis process, such as:

1. make the tasks of extracting, selecting and filtering keywords completely automatic.
2. find an efficient way to detect the number of clusters k.
3. develop indices to measure the quality of the obtained clustering and calculate its

relevance.
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Abstract. Mobility is part of our everyday lives. Modeling transport must take
in consideration economical, social and environmental aspects of a city. The
main purpose of this paper is to present a comprehensive presentation of different
formulas of gravity models to estimate origin destination matrix (ODM) using the
most used deterrence functions to provide parameters of calibration of trip dis-
tribution model. Network managers need an accurate ODM to operate their
activities such as failure management, anomaly detection, design and traffic
engineering. Thus, to improve the network management, it’s a prerequisite to
model the traffic between different zones through the estimation of OD matrix.
We will discuss in detail the gravity-entropy model and the generation of this
model using entropy maximization approach and we will focus on the calibration
process using Hyman methods for three different deterrence functions using a
practical application on Moroccan national mobility. We also demonstrate that
changing the level of aggregation of data is significantly influencing the
parameters values of ODM estimation.

Keywords: Origin destination matrix � Gravity model � Estimation
Interurban mobility � Deterrence function � Calibration

1 Introduction

A smart city is a qualification of rich environment of communication network that
support different kinds of digital applications. Those applications produce rich datasets
that improve significantly the management and decision making system of a city. One
of the most important uses is the Intelligent Transportation System ITS which consists
on interconnecting instruments for a quick and efficient decision making. Thanks to the
empowerment of cities with different sensor technologies, collecting data to estimate
ODM became easier but raises new issues on what model is more adequate.

Estimation of ODM is the second sub model of the classical four model for the
Urban Transportation Planning Process (UTPP). As illustrated in Fig. 1, this model is
composed of four sub models. The first one is the trip generation sub model, which
consists on determining the traffic attracted and produced from each zone. The second
one is the trip distribution; called also zonal interchange analysis which matches origin
with destination, the result is a trip table with n lines and n colons where n represents
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the number of zones. This matrix indicates the number of trips between areas. The third
sub-model is the modal split. The result of this step is a range of Origin-Destination
matrix, each one refers to a singular transportation mode and the share of each mode.
Finally, trip assignment concerns the selection of route between origin and destination.

According to past studies, we can categorize ODM estimation to static and dynamic
method based on time dependency. Static approach is time-independent and aimed for
long-time transportation planning, while dynamic approach is meant for short-term
strategies like route guidance or traffic control. Many studies have also point the factors
influencing the reliability of ODM estimation: a-priori matrix and the optimum traffic
count location [18]. The need for sufficient a-priori information and the position of
sensors will save consequent work for data collection.

The evolution of technology allowed cities to be instrumented which allowed the
collection of richer data than before and faster measurement and decision making.

Smart cities are equipped with a huge amount of sensors that differ on the type of
data collected, their costs and reliability. For that Antonio [16] have distinguish three
types of sensors: Point sensors: the most widely use are inductive loop detectors and
Weight In Motion (WIM) systems, point to point sensors: for example the Automated
Vehicle Identification system (AVI) which is based on identifying vehicles on various
points of the network. The CCTV cameras records license plates and send this infor-
mation to a center system to process it. Finally, area wide sensors: researchers are
paying attention to the use of Smartphone and GPS to investigate dynamic estimation

Fig. 1. The four model of UTPP
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of traffic. Other researchers are more focused on using multiple data source and the
fusion of all resources to achieve better results.

In this article, we will relay on a-priori ODM from a survey conducted in the
National Project of Mobility Master Plan (also known by: SMDN 2020-2035). We will
process the calibration of the gravity model using three different deterrence functions
and two level of aggregation.

The paper is organized as follow: In the next part we will briefly present some
researches on the gravity model and how we obtained it from entropy maximization
approach. Then we will list different deterrence functions and their authors. We will
find the parameters of the model using a Hyman calibration process solved using a
three level Furness approach. Then in the third section, we will present the data and the
level of aggregation of the tests. A forth section is illustrating the results. Finally a fifth
section as a conclusion.

2 Related Works and State of the Art

2.1 Related Works

The calibration of the gravity model and the impact of level of aggregation has been
recently presented in 2016 by Delgado and Bonnel [12] they demonstrated using the
case of Lyon that the level of zoning which is selected when constructing O–D matrices
and calibrating the parameters of the gravity model has a very strong influence on
parameter transferability. In [19] authors are comparing the goodness-of-fit of aggre-
gate and disaggregate gravity modeling using automated passengers counting
(APC) data of Seoul metropolitan and demonstrates that the variation in goodness-of-fit
and forecasting power largely depends on the estimation method and selected variables.
In that study, the disaggregate modeling approach outperforms that of the aggregate. In
the next references we will see in detail the state of the art on gravity model, deterrence
functions and the process of calibration.

2.2 Gravity Model Formulation

Trip distribution models are supposed to produce the best prediction of traveler’s
destination choices on the basis of trip generation and attraction model for each travel
zone.

One of the most frequently tool in the field of spatial interaction is the gravity
model. Transportation planning seems to mostly use this model to analyze and describe
mobility between zones of a study area. In the basis of multiple empirical studies,
gravity model is an analogy from the Newton’s law. It assumes that the interaction
between any two zones is proportional to their magnitudes and inversely proportional
to distance between them.

Many improvements have been tested over the years and trip distribution is usually
performed using doubly constrained gravity model in the following formula:
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Tij ¼ AiOiBjDjf ðCijÞ ð1Þ

Ai ¼ 1=
X

BjDjf ðCijÞ ð2Þ

Bj ¼ 1=
X

AiOif ðCijÞ ð3Þ

Trips produced and attracted by each zone is determined a priori. The sums of rows
correspond to the produced trips, while the sums of columns correspond to the attracted
trips.
Tij Number of trips modeled from zone origin i to zone destination j
Oi Trip produced from zone i
Dj Trips attracted to zone j
Cij Distance between zone i and zone j
f Deterrence function
Ai; Bj Coefficient that are set to meet the margin constraints of the Origin Destination

Matrix
tij Number of trips observed from zone origin i to zone destination j
n Number of zones

The same distribution is obtained from entropy maximization distribution by
solving the following optimization problem:

minZ ¼
X

Tij lnðTij � 1Þ ð4Þ

s.t:

X
j
Tij ¼ Oi ð5Þ

X
i
Tij ¼ Dj ð6Þ

X
ij

CijTij ¼ C: ð7Þ

2.3 Deterrence Functions

Deterrence function has also take attention of researchers and has applied different
formulation on real and hypothetical cases which lead all along to the development of
calibration techniques. Table 1 represents some of the most known function and their
authors.
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Exponential Function
Only one parameter b needs to be calibrated and is widely used in research and case
study.

f Cij
� � ¼ e�bCij ð8Þ

Power Function
A power function is used to find a better estimate of trips. It could be considered as a
special case of exponential deterrence function:

f Cij
� � ¼ Ca

ij ð9Þ

This can be expressed in this form:

f Cij
� � ¼ e�/logðCijÞ ð10Þ

The exponent a will be positive to give decreasing travel with increasing cost.

Table 1. Different deterrence functions

Author Function name Function formulation

Wilson [5] Exponential function f Cij
� � ¼ e�bCij

Power function f Cij
� � ¼ Ca

ij

Tanner function f Cij
� � ¼ Ca

ij � e�bCij

Log normal distribution
f Cij
� � ¼ 1

Cij �r�
ffiffiffiffi
2p

p � e�
ðlnCij�lÞ2

2r2

r: the standard deviation of the
log-normal distribution
l: the mean

Fotheringham [6] Competing Destination Model
CDM

f Cij
� � ¼ ðSijÞqe�bCij

Where:
Sij ¼

Pn
k ¼ 1

k 6¼ i; k 6¼ j

Dke�rcik

Thorsen and
Gillsen [8]

Competing Destination Model
r ¼ 1

f Cij
� � ¼ ðSijÞqe�bCij

Where:
Sij ¼

Pn
k ¼ 1

k 6¼ i; k 6¼ j

Dke�cik

Fang and
Tsao [9]

Self Deterrence Model with
Quadratic Cost SDMQC

f Cij
� � ¼ e�bCij�lTijCij

de Grange
et al. [7]

Consolidated model
SDMQC + CDM

f Cij
� � ¼ Sq

ije
�bCij�lTijCij
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The exponential model reproduces the average cost of travel while maximizing
entropy, the power model reproduces the average of the logarithm of cost of travel.

Tanner Function
Introduced by Tanner (1961), he combines the exponential and the power functions in
the following formula:

f Cij
� � ¼ Ca

ij:e
�bCij ð11Þ

This can be written in an exponential form with a generalized cost that is least
function of cost and log cost:

f Cij
� � ¼ e�/Cij�blogðCijÞ ð12Þ

The distribution modeled is constrained to reproduce the means of both cost and its
logarithms.

2.4 Calibration

Calibration is a complex process. Although methods to find the best fit parameters
exists but in general they are not implemented in all modeling software.

The calibration is done using the maximum likelihood approach. In general, cali-
bration aims to synthesize distribution from observed trip ends plus a variety of
deterrence parameters then comparing the results with the observed trip matrix.

The following constraints must be respected:

X
j
Tij ¼ Oi ð13Þ

X
i
Tij ¼ Dj ð14Þ

X
ij

CijTij ¼
X

ij
Cijtij ð15Þ

X
ij

logðCijÞTij ¼
X

ij
logðCijÞtij ð16Þ

This can be done by extending the Furness balancing process into a third dimension
if a one parameter deterrence function is used. However, advanced deterrence functions
with multiple parameters such as tanner function are difficult to calibrate using this
method.
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2.5 The Goodness of Fit of Calibration

It’s necessary to define indicators to evaluate the reproduction of matrices from
observation. Several indicators are used in the literature to measure the distance
between observed and simulated matrices. We choose to use:

• Correlation R2 between observed and synthesizes trips
• Root Mean Square Error between observed and synthesize trips

RMSE ¼
PðTij � tijÞ2

n

$ %1=2

ð17Þ

• Standardized Root Mean Square Error

SRMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

ðtij�TijÞ2

n2

q
P

tij
n2

ð18Þ

According to Knudsen and Fotheringham (1986), SRMSE is the most accurate
measure for analyzing the performance of two or more models in replicating the same
data set, or for comparing a model’s performance in different spatial systems. It’s
lowest bound is zero which mean that we have a perfect reproduction of observation.
Generally its value is less than one. But when it’s greater than one it means that the
mean error is greater than the mean value.

Then we will graphically compare the observed and synthesized trip cost
distribution.

3 Data and Study Area

In order to verify the gravity model, we carried out several test using a real study case
of mobility in Morocco and compared the results with case study in the literature.

Morocco is located in the Maghreb region of North Africa and count over then 33.8
million population and an area of 446.550 km2. The study includes all major cities such
as: Casablanca, Marrakesh, Tanger, Tetouan, Agadir, Oujda, and Nador.

Data were gathered in the context of a National Project of Mobility Master Plan
(also known by: SMDN 2020-2035) which aim to implement a global strategy ensuring
an adjusted development of the sector of transport and find solutions for a rational use
of space and transport while insuring the respect of environment. The survey was
conducted on 152 zones represented in Fig. 2. In this study, we also aggregated the
data on 12 zones that represents the 12 Moroccan regions (Fig. 3).
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Fig. 2. Study zones aggregation level of 152 zones

Fig. 3. Study zones aggregation level of 12 zones
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Data will be processes as in Fig. 1 which highlights the first two sub-models of the
classical four step models (Fig. 4).

4 Methodology and Results

We applied the algorithm of Hyman for the calibration of the gravity model using three
different deterrence functions which are mentioned in Eqs. (8), (9) and (11) then we
applied the gravity model and evaluate the goodness of fit for each aggregation level
(12 zones and 152 zones). This was implemented using Matlab R2014a under a 32-bit
machine (Table 2).

As you can observe from our test case, the exponential deterrence function and
Tanner function seems to perform a better fit for both level of aggregation. It is also
obvious that the values of statistics in the 12 * 12 aggregation reconstruct the observed
trip distribution more significantly. We can also notice that the parameters changes
between the two levels for the same deterrence function. This is due to the fact that the
less aggregated levels the fewer variables needs estimation and the greater aggregation
the more zones pairs had to be estimated (Figs. 5, 6, 7, 8, 9 and 10).

Fig. 4. Observed trip length distribution by purpose 152 * 152

Table 2. Results of Hyman calibration for gravity-entropy

Deterrence function Gravity entropic doubly
constraint 12 * 12

Gravity entropic
doubly constraint
152 * 152

Exp Power Tanner Exp Power Tanner

Parameters Beta 0.0063 0.4151 0.1059 0.006 0.369 0.109
mu – – 0.0017 – – 0.0015

Goodness of fit R2 0.97 0.94 0.98 0.34 0.12 0.39
RMSE 48.46 90.35 45.15 758 953 751
SRMSE 0.49 0.80 0.45 10.11 12.72 10.04
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Fig. 6. Observed and synthetic trip cost distribution generated from doubly constraint gravity
modeling and a power deterrence function using the parameter µ resulting from calibration
process (Zoning 152 * 152)

Fig. 7. Observed and synthetic trip cost distribution generated from doubly constraint gravity
modeling and a Tanner deterrence function using the parameters b and l from calibration process
(Zoning 152 * 152)

Fig. 5. Observed and synthetic trip cost distribution generated from doubly constraint gravity
modeling and an exponential deterrence function using the parameter b resulting from calibration
process (Zoning 152 * 152)
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Fig. 8. Observed and synthetic trip cost distribution generated from doubly constraint gravity
modeling and an exponential deterrence function using the parameter b resulting from calibration
process (Zoning 12 * 12)

Fig. 9. Observed and synthetic trip cost distribution generated from doubly constraint gravity
modeling and a power deterrence function using the parameter µ resulting from calibration
process (Zoning 12 * 12)

Fig. 10. Observed and synthetic trip cost distribution generated from doubly constraint gravity
modeling and a Tanner deterrence function using the parameters b and l from calibration process
(Zoning 12 * 12)
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5 Conclusion

From the research that has been conduct, it is possible to conclude that the accuracy of
the gravity-entropy model is highly influenced by the level of aggregation and the
choice of deterrence function. And thus, data aggregation level used in calibration is an
important factor to choose appropriately. Also increasing the aggregation makes sig-
nificant changes in the parameters. The findings are of direct practical relevance, since
we used a real case study of Morocco.

For future research, we aim to validate the gravity model with more complicated
deterrence functions for different case study of different aggregation. Then we aim for
the next stage of our research to include trip assignment steps in the calibration process
and evaluate its influence.
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Abstract. The widespread use of e-learning applications has put emphasis on
the importance of having applications more personalized and adaptable to every
learner needs. The one size fits all is no more working. Every learner should be
delivered the right learning material that suits its learning context at the right time.
The challenge is to incorporate the recommendation system in e-learning plat‐
forms in order to offer to learners a successful learning experience. In response
to this challenge, in this paper, we propose a semantic web architecture of a
context recommendation system in e-learning by means of which the learners will
be offered learning content based on their profiles, activities and social interac‐
tions. The proposed architecture is a re-engineering of classical web architecture
of current e-learning platforms. It’s based on semantic web technologies. It
comprises an ontology that guarantees a shareable and reusable modeling of the
learning context and OWL Rules filtering that will be used as a recommendation
technique.

Keywords: Semantic web · E-learning · OWL ontology
Recommendation system · Context-aware · SWRL

1 Introduction

Nowadays, e-learning platforms are widely used in education for both universities and
companies. Because learners are given the opportunity to access electronic learning
courses through the network. This access allows developing learners’ skills, while
making the process of learning independent of time and place. However, the continuous
development of e-learning platforms has led to a huge amount of learning materials
available on the network. It is time-consuming for learners to find the learning materials
that they really need. “The one size fits all” is no more working. The challenge is to
deliver to the learners the right learning materials at the right time.

To lead a successful learning experience, the learning materials should be recom‐
mended for the learners in coherence with their learning context. The contextual infor‐
mation such as; prior knowledge, activity history, interests, social interactions; should
be taken into account in order to deliver to learners the learning materials suitable to
what they really want [6]. This new learning pattern is specified as context-aware [7].
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Context-aware applications should be developed with suitable context modelling
and reasoning techniques. Therefore, ontology could be the suitable model to represent
the context since this latter is considered as specific domain of knowledge. Complex
context knowledge provided with formal semantics could be represented by ontology-
based models. This representation allows to share and integrate context informa‐
tion [8].

Most of current e-learning platforms are based on a layered architecture which
encapsulates the three levels of abstraction: data, application and presentation. In this
paper, we propose a re-engineering of this architecture to integrate a semantic layer that
holds an ontology and rule based approach for semantic recommendation. We aim to
use the ontology as a domain knowledge for gathering the learning context information
and OWL Rules filtering will be used as recommendation technique. The remainder of
the paper is structured as follows. Section 2 summarizes the state of the art on semantic
recommendation systems. Section 3 describes the proposed semantic architecture for
context-aware applications. Finally, Sect. 4 concludes and shows some future lines of
work.

2 Related Works

There have been many researches about personalized learning using semantic web tech‐
nologies, mainly ontologies [9, 12]. Several ontologies-based approaches for context-
aware e-learning platforms were proposed. Authors of [6] propose to make recommen‐
dation to realize context-awareness in learning content provisioning by exploiting
knowledge about the learner (user context), knowledge about the content, and knowl‐
edge about the learning domain. For this purpose, they designed three ontologies with
a focus on learner’s prior knowledge and his learning goal in the recommendation
process. But the social learner interactions are not taken into consideration.

The work presented in [10] proposes to recommend learning content based on the
expert learning object knowledge base and personal learning progress where sequencing
rules were used to connect learning objects. The rules were created from the knowledge
base and competency gap. However, all the focus is on the learning content; the authors
do not study the learner profile and its social interactions that are important contextual
information.

[11] Proposed a framework to observe personalization in e-learning system based
on ontology. They created user ontology, domain ontology and observation ontology.
They also used reasoning mechanism over distributed Resource Description Framework
(RDF) annotation. The query rule language used in this system is Triple. However, OWL
has more powerful expressive capability than RDF.

[12] proposed a semantic recommender system for e-learning. It comprises ontology
and web ontology language (OWL) rules. The proposed system is consisted of two
subsystems; Semantic Based System and Rule Based System. In this work, the authors
do not explain how they built the ontology and which Rule language they work with.

Our work differs from these researches by proposing a re-engineering of the layered
architecture of current e-learning platform by integrating a semantic layer that will hold
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the semantic recommender system. Our proposed semantic recommender consists of
two subsystems that are: E-learning Ontology Subsystem and the Semantic Rules
Subsystem.

3 Semantic Web Architecture

Most of the current e-learning platforms are based on a layered architecture which
encapsulates the three levels of abstraction: data, application and presentation. The first
layer is concerned with the storage of the data. The second handles the requests of the
user interface by querying the storage media, after performing the various treatments
and returning the results to the third layer this last layer then manages their display.
These solutions are not sufficiently aware of the learner context. The context-awareness
is highly recommended to deliver to the learner the learning material relevant to the
current situation of the learner. To achieve this, we adopt the ontological approach to
define a model to represent and manage context information. In this work, we want to
perform a re-engineering of this architecture, with a view to incorporate the technology
of the Semantic Web. To this end, we are proposing to insert a Semantic Layer between
the layer of data and that of the application. Figure 1 resumed schematically this archi‐
tecture.

Fig. 1. Semantic web architecture for recommendation system in e-learning

In the following, we focus on the semantic Layer of our proposed architecture. It’s
organized in two main parts:

• E-learning Ontology
• Semantic Rules
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3.1 E-learning Ontology

Our approach considerably relies on semantic modeling of the learner’s context and
environment. For this purpose, we make use of ontologies and Semantic Web technol‐
ogies. The e-learning ontology is the ontology of the whole Learning Management
System. Since we are working on current e-learning platforms that are already running
and designed with UML diagrams and in order to limit the amount of effort required to
build such a consistent ontology, we propose to build this ontology by adopting the
approach UML-To-OWL proposed in our previous work [1]. Then the resulted OWL
ontology will have some changes to be able to model the learner context. In order to
keep the modeling task manageable, we divide this ontology into two sub-ontologies
that are: Learning Content Ontology and Learning Context Ontology.

Learning Content Ontology: A learning content is an instantiation of Learning
Objects-abbreviated LO. The LO are a digital small size components of a learning course
which can be reused several times in different learning contexts. However, these
Learning Objects are often designed and developed by different organizations and
authors which make the learning content semantically heterogeneous. This heteroge‐
neity affects its reusability. So it is essential to think of a shared modeling of LO in order
to make them easily accessible, usable, reusable and semantically interoperable.

Different standards have been defined to help the development of learning systems
and the representation of their joined LOs. Making use of these standards, not only
guarantees the interoperability, but also the quality of the system [3]. Among these
standards, we can cite LOM, SCORM and the IMS-LD. LOM is interested in learning
content description, SCORM in content, structure, and the IMS-LD in learning scenario.
In our work, we are interested in LOM standard. LOM (Learning Object Metadata) is a
standard developed by IEEE consortium. It defines the structure of an instance of meta‐
data for a LO. It is composed of a set of 80 elements divided in 9 categories performing
each a different function [2]. To capture the semantics of LOs, we present this standard
in an ontological way (Fig. 2).

Learning Context Ontology: The context of learning is a crucial aspect in e-learning.
Therefore, it is important to determine according to the learner current context what are
the relevant learning materials to deliver, how, and at what time. All the learning process
must be adapted to context changes. To take into account the context in an e-learning
system, it is necessary to find a way to represent it. This representation must provide a
coherent model to store and process the context information in order to respond to the
environment changes. At the semantic level, we define context information using a
Learning Context Ontology that includes two interrelated sub-ontologies: Learner-
Social ontology and Learner Activity ontology. This ontology will represent and store
every learning context’s information.

Figure 3 shows the Learner Social Ontology that is built from FOAF ontology. FOAF
Ontology is an ontology that is built on the Resource Description Framework RDF2.
It’s conceived to represent people’s personal information and their social relationships
among a social network. People are represented as nodes and relationships by edges [5].
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Fig. 3. Learner-social ontology

This ontology is widely used, [4] claims that the class foaf:Person has nearly one
million instances spread over about 45,000 web documents. So it’s relevant to reuse it
to represent the context information about the learner profile and its social interactions.

Figure 4 shows the Learner Activity Ontology. This ontology represents and stores
the different information about the learner’s pedagogical interest and behavior. It shows
in which topic the learner is interested, in which courses is enrolled and what are the
specific activities he did.

Fig. 2. Learning content ontology designed with Protégé according to LOM standard
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Fig. 4. Learner Activity Ontology

3.2 Semantic Rules

To take into account the context in an e-learning system, it is necessary to find a way to
represent the context in the latter. This representation should provide a coherent model
to store and process the context information in order to react to the environment changes.
The e-learning ontology is the context model. After building this ontology, it’s time now
to apply techniques of refinement and adaptation of the LOs on it to deliver to the learner
the learning object relevant to its context. A method to filter the LOs is to apply a set of
business rules, indicating what LO to use in what context. These filtering rules will be
used as our recommendation technique. They synthesize the domain knowledge and
business constraints that must be met by the system. Business rules are translated into
SWRL (Semantic Web Rule Language).

SWRL (Semantic Web Rule Language) is a language for Semantic Web rules,
combining the OWL - DL and OWL-Lite with the unary/binary sub-language of RuleML
(Rule Markup Language). The structure of SWRL rules consists of an antecedent and a
consequent. A rule means «if the antecedent conditions are maintained, then the conse‐
quent conditions must also be applied».

If Antecedent Then Consequent Antecedent (Body) → Consequent (Head)
Example of a SWRL Rule:
If a Learner x knows (FOAF Object Property) another Learner y who is interested in
a Topic T, then the learner x may also be interested in the same Topic T. So in this
case, it’s relevant to recommend to the Learner x the topic T. This recommendation
rule is expressed with SWRL language as:
Learner (?x) Λ Knows(?x, ?y) Λ has_interest_in_topic(?y, ?T) → has_interest_
in_topic(?x, ?T).

4 Conclusion and Future Works

Context-aware applications play an important role in education, especially e-learning.
Context recommendation systems give the opportunity to learners to lead a successful
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learning experience by getting the right learning materials that suit their needs at the
right time. Semantic web technologies make these systems more performant and rele‐
vant. In this paper, we have proposed our semantic web architecture for current e-
learning platforms. This ontology and rule based architecture is proposed to make use
of ontology as a domain knowledge for gathering the learning context information and
OWL Rules filtering as a recommendation technique.

For future work, we will extend our semantic architecture that will offer a context
recommendation system for mobile learning.
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Abstract. Multi-Agent paradigm offers a viable solution to the increasing needs for
smart and crisis system that reacts accordingly to the environment changes. The
researches have largely focused on studying the development of the various
approaches that deals with designing and implementing the multi-agent system.
However, there is a lack in approaches that treat in depth the specification aspect of
the Multi-Agent systems engineering process, which is important to better define and
describe the behavior of the agents. This paper is interested in studying the specifi‐
cation and the verification of Multi-Agent behavior, it proposes in consequence an
effective method called BECAMEDA. It is based on an iterative process that is
useful to understand the system starting from goals identification that the system
expects to achieve through the formal verification of the system properties. The
method is illustrated by an example of a Crisis Management system.

Keywords: Multi-agent · Specification · Verification · Behavioral model
Model checking

1 Introduction

The most challenging thing in software engineering for Multi-Agent is to ensure that
the requirement of the system is well identified and verified [1, 2], especially when the
system is complex and appeals with many stakeholders. In this paper, we are interested
to study the Multi-Agent system to cope with the dynamic, distributed and cooperative
systems. A multi-agent system is a system made up of several agents which are in inter‐
action among them, this interaction is very important to define the overall behavior of
the system. The behavior of the agent is defined to be a set of properties that an agent
outlines to give responses to its environment [3]. Basically, the agent reacts to events
based on the received decisions and gives responses in the form of actions according to
the experienced situation.

To specify MAS, it is important to have processes and methods that will help engi‐
neers to understand how to build up customized system [4]. In this paper, we are inter‐
ested of studying the specification of five essential properties that the agents are supposed
to exhibit: reactivity, adaptability, conflict management, and reusability. The reactivity
refers to the ability to respond to the environment, the adaptability is the capacity to
cope with changes and disruptions of the environment, the conflict management is the
ability to manage resource sharing, and the reusability is the capability to reuse agent
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components. In literature, there are approaches [10–14] that study some of these prop‐
erties, but there is still a lack of an all-in-one approach that considers all of the mentioned
properties.

To deal with the complexity of building up a multi-agent system, this paper proposes
a method that helps to make the specification and the verification of such a system to
avoid errors happening within the implementation phase. Since MAS can be applied in
different domains and systems, this paper proposes to have demonstration of this method
through a Crisis Management system case study.

Thus, this paper intends to present the difficulty of how to define the specification of
Crisis Management system for both individual and collective behavior. We propose a
method called BECAMEDA (Behavioral spEcification and verifiCAtion of RMAS based
on E-MDRA) for the specification and the verification of Reactive Multi-Agent System
based on the E-MDRA (Extended Multi-Decisional Reactive Agent) model. The E-MDRA
is an extension of The MDRA, which is developed by [5], The MDRA is being deployed
in various domains such as wireless sensor networks [6], mobile systems [7] and organi‐
zational systems [8], this model helps on modeling reactive agents by putting forward
decisional aspect facilitating the specification of the agent according to their behavior and
their intelligence. Throughout this paper, the Crisis Management system is used as an
example to demonstrate our approach [9]. The overall goals of the Crisis Management
System (CMS) are: facilitating the rescue mission of the police by offering detailed infor‐
mation about the location of the crash; managing the dispatch of ambulances or other alter‐
nate emergency vehicles to transport victims from the crisis scene to hospitals; facilitating
the first-aid missions by providing relevant medical history of identified victims to the
first-aid workers by querying databases of local hospitals.

The rest of the paper is organized as follows. Section 2 presents a related work.
Section 3 presents a background related to the Extended Multi Decisional Reactive
Agent. Section 4 describes our approach through an example of a Crisis Management
System. Section 5 concludes the paper and draws future perspectives.

2 Related Work

Many approaches have been proposed for the specification and the verification of MAS.
[10] presents a formal method for specifying and verifying a Multi-Agent system based
on design patterns, refinement, and event-B. The objective of the method is to satisfy
the global properties of the system based on the agent’s local behavior. [11] proposes
an approach to specify by refinement in event-B the collaboration between agents in a
critical system where the consideration of the fault tolerance property is essential. The
authors define the SMA through four applets (A, M, E, R). A represents a collection of
different classes of agents. Μ represents a middleware system that has the ability to
ensure the communication flow between agents and resolve the communication discon‐
nect issues, E represents a collection of system events, R represents a set of dynamic
relationships between agents allowing making connections between active agents
belonging either to the same classes or to different classes. [12] proposes High Level
Multi-Agent Petri-Net (HMAP) to describe, model and analyze the dynamic behavior

BECAMEDA: A Customizable Method 75



of MAS based on the Petri Net. HMAP is based on a formal logical method describing
the behavior of the agent in nine sequential steps. [13] proposes an approach called
ForMAAD (Formal Method for Agent-based Application Design) to specify the agent’s
behavior at the individual and the collective levels. The behavior is specified through a
formal language called Temporal Z that integrates the first-order temporal logic with
the Z notation. The approach proposes to divide the refinement process into four levels:
cooperation, organizational, collective behavior and individual behavior. [14] proposes
a translation of the AUML (Agent UML) diagrams; which is an extension of the UML
language to model Multi-Agent system; into the RT-Maude formal language. RT-Maude
supports the specification and the analysis of real-time systems, and more specifically
object-oriented real-time systems. It is based on the programming environment based
on the rewriting logic.

The Table 1 presents a comparison between the different approaches according to
the reactivity, adaptability, conflict management, and reusability properties. We note
that there is no specific approach that considers all the properties mentioned. Besides of
this, there is a lack of a real process that helps engineer to model the specification phase,
which is the most important phase on the software engineer process.

Table 1. Comparison of approaches to specify MAS.

Reactivity Adaptability Conflict management Reusability Method support
[10] ** – * * **
[11] ** * * – –
[12] ** * ** * –
[13] ** – * * **
[14] ** ** – * –
[15] *** ** ** * –

Caption: ***: strongly; **: moderately; *: Weakly; –: not supported or not described

In our previous works [15], we have proposed an extension of MDRA model called
E-MDRA to deal with the properties mentioned. However, we are still in need to have
a method that helps engineers to correctly identify and define the specification. Thus,
this paper focuses on the proposed method based on E-MDRA. The next section gives
an overview of the E-MDRA specification model.

3 E-MDRA Model Overview

3.1 E-DRA

The E-DRA model is based on an external specification & an internal specification [15].
The external specification denotes a set of information sent to or received from the
environment. It is characterized by:

• A: Set of actions exerted on the agent, each action represents a possible operation to
be performed on this agent
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• D: Set of decisions generated by the agent to provide solutions concerning the system
behavior. A decision d is characterized by its decision horizon DurDec(d), that indi‐
cates the time during which this decision remains valid

• S: Set of Signal received by the agent. The signal represents the acknowledgement
response to confirm the execution of a decision

• E′: Set of external states delivered by the agent. Each external states represents the
object state emitted to the environment

The internal specification represents a set of information generated and exchanged
inside the agent. It is characterized by:

• E: Set of agent’s internal states. Each one indicates the current state of the agent. An
agent may exhibits parallel operations

• O: Set of agent’s internal objectives. Each internal objective denotes the expected
state after the execution of a decision

• O′: Set of agent’s external objectives, which can be achieved. These objectives repre‐
sent the agent interpretation of each action, and define therefore its different behaviors

From a dynamic perspective, these sets determine the events received from the envi‐
ronment (A, S), events sent to the environment (D, E) and the internal events (E, O, O′).

3.2 E-MDRA

The organization of Extended Multi Decisional Reactive (E-MDRA) is defined by a set
of agents connected together with communication interfaces, thus forming a hierarchical
structure based on two-level tree: an E-DRA Supervisor (E-DRAS) and two or several
sub-agent components (E-MDRASi). The connection between supervisor and its sub-
agents is realized through two communication interfaces: Decisional Interface (DI) and
Signaling Interface (SI). Such a system interacts with its environment with Actions
exerted by the environment and External States emitted to the environment.

The description of a MDRA is defined as a quadruplet S: < E-DRAS, DI, SI, S-
MDRA >, with:

• E-DRAS: represents the E-DRA type that supervises S.
• DI: Decisional Interface of S, implements a translation function of a decision into

several parallel actions, each of these actions belongs to a low-level sub-agent.
• SI: Signaling Interface of S, implements a translation functions of several external

states into one and only signal.
• S-MDRA: characterizes a set of 2 or more E-MDRA components.

4 BECAMEDA Method

BECAMEDA (Behavioral spEcification and verifiCAtion of RMAS based on E-
MDRA) method provides support for the specification and verification of multi-agent
with the involvement of the reactivity, the adaptability, the conflicts management and
the reusability properties. It captures the requirements and goals of the system, identifies
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the goal’s actions, determines the system’s organizational structure and models the
internal and external behavioral specification of the agents.

BECAMEDA is made up of two layers: specification layer and verification layer.
The specification layer is consisted of three phases: identification phase, definition phase
and modeling phase. The identification phase is the phase where the system identifies
its goals. A goal represents a desirable objective of the system. Goals are organized as
a hierarchical structure made up through the refinement of higher-level goals towards
lower-level goals. The lower-level goal is achieved through actions. The definition phase
consists of two steps: the first step represents the agents and their organizational structure
which is also classified into levels. Whereas, the second step determines the actions to
be assigned to agents under each level. During this phase, the actions are a priori assigned
to agents of level 1, then, according to the modeling phase, they are assigned to the
following level. Basically, the modeling phase is made up through three steps for each
agent under a level i greater than or equal 1. The First step, models the internal behavior
actions of level i. the Second step, assigns actions to agents of the following level (level
i + 1), and finally, the third step, models the external behavior actions of level i.

After having establishing the models of the agent for both internal and external
behavior, the verification layer indicates the system properties to be verified, and
performs afterwards a formal verification with the use of model-checking technique.
Figure 1 illustrates the BECAMEDA phases.

Fig. 1. BECAMEDA phases.

4.1 Identification Phase

The identification phase captures the system requirements and identifies the goals of the
system. A goal defines the global objectives that the system desires to fulfill. This phase
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is made up following three steps: identifying goals, refining goals and identify goal
actions. The two first goals are represented with two models: the goals model and the
refined goals model. The goal model facilitates the understanding of a system with the
generation of a set of abstract goals that offer a high-level understanding of the defined
objective of the system, as for the refined goals model, it identifies the concrete goals
that highlight the goal activities. The goal-actions model identifies the actions that realize
the concrete goal. The entities forming this phase are built up following the meta-model
of Fig. 2 where is defined the concept of goal, action and their different relationships.

Fig. 2. Identification phase metamodel.

In the following, we present the BECAMEDA method throughout an example of a
Crisis Management system.

Identify goals. In this step, we represent the system requirements as a set of structured
goals consisted of sub-goals. The goals called “abstract goals” express the high-level
objective of the system; they are connected by AND/OR/XOR logic gates. The AND
indicates that all of the sub-goals must be completed to satisfy the parent goal, the OR
indicates that there is an alternative way to represent the sub-goals, and the XOR indi‐
cates that the goal parent can be satisfied with one of its sub-goals.

Goal refinement. We decompose in this step the abstract goal into concrete goals to
capture the dynamic aspects of the goals model and defines each goal through “precede”
and “trigger” attributes. The “precedes” determines that the goal X must be completed
before the goal Y is pursued. Whereas “triggers”, means the instantiation of a new goal
when an event occurs while another goal is still in activity.

The Fig. 3 presents the step 1 and 2 of the identification phase. The Goal “capture
info Crisis (Goal 1)” depends on the achievement of three concrete goals: “receive
information from witnesses (Goal 1.1)”, “receive information from video surveillance
(Goal 1.2)” or “receive information from the phone company (Goal 1.3)”. We note that
the three sub-goals are successive goals, since they are defined by the key word
“preceded” and are alternative as well. Indeed, when a crisis event is reported, the first
step to do is to get the maximum information from witnesses, in case of doubt, it is
possibility to verify the statements of witnesses via either the surveillance system, if
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installed on the incident scene, or by checking the eligibility of witnesses by contacting
the phone company. For the goal 2.1, it depends on the achievement of several sub-
goals. Basically, depending on the context of the environment, we note different
missions: “Establish communication with IR (Internal Resource) (Goal 2.1.1)” mission,
“IR confirms mission (Goal 2.1.2)” mission and “Select IR (Goal 2.1.3)” mission.

Fig. 3. Abstract & concrete goals crisis system.

Identify goal actions. In this step, we select the actions to carry out to satisfy and realize
a specific goal. The figure below shows the model that associates the concrete goals to
actions (Fig. 4).

Fig. 4. Goal actions model.

4.2 Definition Phase

The definition phase represents the agents and their organizational structure classified
with levels, it also presents the actions to be assigned to agents under each level. This
phase is intrinsically dependent on the modeling phase, since there is a back-and-forth

80 A. Haqiq and B. Bounabat



process between the two phases. This process helps at recognizing actions associated to
each agent level. The entities of this phase are described in the meta-model of Fig. 5.

Fig. 5. Definition phase metamodel.

Define agents and their level. In this step, agents are defined and are organized under
the specified hierarchical structure of the expected system. We note two kinds of agents:
Agent Manager and Elementary Agent. The Agent Manager is the top-level agent who
is responsible of taking decisions and maintaining the relationships between agents.
Whereas, the Elementary Agent is the lower-level agent who interacts directly with
resources. In some cases, an agent manager may supervise other managers and elemen‐
tary agents.

Referring to the example mentioned above. To initiate the crisis management
process, we need different agents: Coordinator agent, Surveillance system, Phone
Company, Internal resource manager that supervises First Aid worker and the super
Observer. The Coordinator and Internal resource manager represent the “agent manager”
that coordinates the sub-agents. These agents denote the “Elementary Agent” since they
are directly interacting with the resources to get information (Fig. 6).

Fig. 6. Agent structure.
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Assign actions to agents. In this step, we note the different actions that an agent will
need to perform to accomplish its goal. An action is assigned to an agent if only it meets
the following rules:

• If an action belongs to a level, then there has to be an agent associated to it
• An agent cannot comply with two actions of different levels

Figure 7 displays the assigning of the actions to agents of level 2 according to the
CMS case study. The agent manger “Internal Resource Manager” possess two actions:
“Mission analysis” and “Assign Internal Resource”. Indeed, it has as role to evaluate
the crisis, and then sends the appropriate resource to scene. For the other agents, there
are elementary agent that possess each one of them a unique action to be accomplished.

Fig. 7. Assign actions to agents of level 2.

4.3 Modeling Phase

The modeling phase models the high-level description of the internal behavior of the
agent’s action as well as the external behavior that defines the interaction between
agents. There is an iterative process of three steps to model the behavior for each level
i (where i >= 1) identified in the definition phase:

1. Model the internal behavior actions of level i
2. Assign actions to agents of level i + 1
3. Model the external behavior actions of level i

Model the internal behavior actions. Modeling the internal behaviour is mainly based
on the representation of the decisions and states in terms of transition state diagram,
which is based on the profile that we have proposed in [16]. Let us take the example of
“Assign Internal Resource” action described in Fig. 8.
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Fig. 8. Internal behavior.

Once the agent receives action “Assign Internal Resource”, he makes the decision
to “send the resource to the scene crisis”. If he does not get any notification form IR
(Internal Resource), he adds an extra time waiting for any information, if after that time
he does not receive anything, he changes his behavior by contacting the super Observer
agent. When all information gathered, he sends a report about IR.

Model the external behavior actions. In the external behavior, we describe the inter‐
action between an agent manager and its sub-agents across the communication interface.
This interaction is represented by the activity diagram, which is designed to describe
the organizational behavior. The Fig. 9 describes the interaction between the internal
resource manager and its sub-agents: the first Aid worker and the Super Observer agent.

4.4 Verification Phase

In the verification phase, we verify the behavioral properties of the system throughout the
model checking technique. The model checking technique starts with making a compar‐
ison between two descriptions of a system behavior, one is considered as the requirement
and the other is considered as the actual design. Then it verifies the system by exploring
the state space to determine if the system has satisfied a series of properties. This model
provides a counter-example in case the model does not meet the specification [17].
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The BECAMEDA’s verification phase proposes to translate the models designed in
the modeling phase to the SMV model checker [18, 19], the system’s properties is then
expressed with temporal logic formulas.

We have used the gNuSMV tool [20] to verify the temporal properties expressed in
CTL (Computational Tree Logic) formulas [21]. The Fig. 10 presents an example of a
formal verification of the following system properties:

Fig. 10. Properties expressed in CTL.

Fig. 9. External behavior.
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SPEC AG ((EV = “Send Internal Resource”) - > AX EO = “Wait IR to arrive at
location”)

When the agent takes the decision “Send Internal Resource”, he will be in the state
to wait for internal resource to arrive at location.

SPEC AG ((EV = “Send Internal Resource”) - > AX EO = “Request an Update”)
When the agent takes the decision “Send Internal Resource”, he will be in the state

to request an update
SPEC AG ((EV = “Send Internal Resource”) - > AF EO = “Request an Update”)
When the agent takes the decision “Send Internal Resource”, he will always in the

future be in the state to request an update
SPEC AG ((EV = “Send Internal Resource”) - > EF EO = “Request an Update”)
When the agent takes the decision “Send Internal Resource”, he will in some point

in the future be in the state to request an update.

5 Conclusion

In this paper, we have introduced a method called BECAMEDA for the specification
and the verification of Multi-Agent System. This method is based on different processes
that help understanding the system starting from goals identification that captures the
system needs, and ending with a formal verification of the system properties. The process
specifies four phases: identification, definition, modeling and verification. This approach
uses model-checking technique to perform formal verification of the agents’ behavior.

In order to illustrate the specification and the verification aspect of the method, we
have used a Crisis Management System, the case study was kept simple to make the
concepts of the method clear enough. Thus, the method has been effectively applied to
a realistic example, which allows understanding more the system and being able to prove
its accuracy. For more details about the verification phase, the reader can refer to our
previous works [18, 19].

As future work, we are currently investigating to combine the BECAMEDA method
with an existing approach that considers in depth the designing phase. This will be an
important extension of the BECAMDA method to build up a complete method that deals
with the different MAS engineering phases.
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Abstract. To remedy inefficiency and increase the quality of learning, training
systems have adopted a pedagogical approach based on competence bases. It is
a concept that is common to the academic and professional communities; which
imposes the use of ontology of the CBA to conceptualize a dynamic repository,
determining the terminological semantics of skills, which is sectorial with peda‐
gogical norms. We propose a CBA ontology that focuses on explicit modeling of
competency in order to provide a shared formal representation that promotes
exchange, interoperability and collaboration among the various users in the
learning systems. Our goal is not just to build an appropriate ontology. Our ambi‐
tion is to implement this solution in an authoring system to assist tutors with
didactic intentions based on skills to produce CBA based educational content.

Keywords: Ontology · Competencies-based approach · Learning systems
Ontological engineering · System author

1 Introduction

An appropriate production approach of pedagogical content in e-Learning systems must
offer an effective operating support to minimize the efforts deployed by the tutors in the
technical part to allow them to concentrate more on didactic and pedagogical aspects
than on technology. The objective of our research is to propose, in the near future, a
pedagogical production tool based to the Competency-Based Approach (CBA), capable
of appropriately reducing the efforts of tutors with didactic objectives based on skills.
This approach is based on the concept of competencies that is currently of great impor‐
tance to the academic and professional communities. First, we tried to have a clearer
vision and a deeper understanding of the CBA. This has enabled us to discover
approaching learning through skills requires a change in perspectives and a reorgani‐
zation of learning. It involves adopting a progression approach w is to hic improve the
expected learning outcomes and to establish the level of knowledge and attitudes that
learners must achieve at the end of their training.

In this paper, we focus on the ontology concept and highlight the importance of the
use of CBA ontology in e-Learning systems. This ontology can be characterized by the
structuring of the concepts related to the CBA which will be gathered to enable us to
express the knowledge available in this field.
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Finally, we propose our approach for the implementation of an ontology of the CBA,
as well as the difficulties encountered during ontological modeling and semantic normal‐
ization.

2 CBA: Evolution of Pedagogical Practices

2.1 What Is Competency?

The notion of competency has been the subject of several interpretations because of its
mobilization in various disciplinary fields. In the field of the sciences of education, this
notion is used under the following definition: “a competency refers to a set of elements
that the subject can mobilize to deal with a situation successfully” [1]. There are also
other definitions that characterize a competency as a skill that combines cognitive, social,
emotional or psychomotor skills in a set of situations [2]. Indeed, it represents a set of
resources (knowledge, know-how and attitudes) that the learner is able to combine to
accomplish a specific task. In general, a competency in various educational activities is
oriented towards action and know-how, which both emphasize an aspect of competency
which is knowledge how to act. This knowledge involves capacities and power to act
which are resources similar to knowledge and attitudes that the subject mobilizes while
aiming for success, in complex situations. Through the analysis of the literature, we have
noticed that all the definitions of the concept competencies converge to the capacity to
achieve an efficient combination of knowledge, know-how, know-how to be and knowl‐
edge to act in a precise context. We have also noted three characteristics of this concept:

1. competency is the capacity to act «competency to act» or to be able to act which
assumes the aptitude to combine and to mobilize pertinent resources;

2. Competency is contextual and is closely related to a task, context, situation or a series
of situations;

3. Competency is a potential acquired of “knowledge, know-how, and know how to
be” (see Fig. 1) and it is only through training and/or practice that a person can
increase this potential and develop or even acquire other skills.

In our research, we have focused on a definition of competency that emphasizes
“know how to act”. Although there are several definitions that correspond to our
concerns, we have chosen the definition of Romainville [4], which we recall below, as
a reference of our reflections. “Competency is a complex knowledge to act that builds
on the effective mobilization and combination of a variety of internal and external
resources within a family of situations”.

In short, competence implies an ability to act effectively in the face of a family of
situations, which the pupil alone can master by having the necessary knowledge, abili‐
ties, resources and skills. Knowledge refers to a domain (knowledge domain). The abil‐
ities, according to paquette [6], describe processes or generic “meta-processes” inde‐
pendent of the domain of application which make it possible to memorize, assimilate,
perceive, analyze, synthesize and evaluate the knowledge of a specific domain. The
resources include: knowledge (theoretical, environmental…), know-how (cognitive,
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operational, social…) and resource networks (emotional, physiological, documentary,
human, software…) [7].

2.2 Competency-Based Approach

The competency based approach is a pedagogical orientation based on the principle of
dealing with learning through skills. The aim is to introduce a didactic methodology that
allows learners to create, develop and acquire competencies. Unlike traditional
approaches, with the skill-based approach, the concept of success in a training process
becomes closely tied to the mastery of knowledge and skills that the learner must prove
to pass. We are talking about the pedagogy of success.

Currently, the CBA is the world’s most widely advocated approach; [3] It cares about
the students by integrating them into the heart of the pedagogical concern and focusing
on their development and their needs imposed by social and economic considerations.
The aim of the CBA is therefore to modernize the aims of education, in order to better
adapt them to personal, social and professional needs. [14] Following the perspective
of the CBA, several changes are observed: on the one hand, curricula are written in terms
of expected competencies. In order to constitute courses, teachers have to change their
didactics. They are called upon to deeply analyze each competency, to decompose, if
necessary, a competency or skills merged combined into course sequences, in order to
establish a progressing learning order. On the other hand, the way to consider and prepare
the evaluation is also affected. In a traditional approach, evaluation often involves the
taught knowledge. If this knowledge is mastered then competence is also mastered. In
the CBA, however, there are two modes of formative and summative evaluation. The
teacher adopts a strategy of frequent formative evaluation appropriate to the nature of

Fig. 1. The notion of “competencies”
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each targeted skill (a project to be realized, a problem to solve, a creation, an artwork…).
At the end of the learning process, the tutor carries out the summative assessment, which
focuses on the final competency and requires the mobilization of all types of knowledge
and skills acquired beforehand.

The introduction of the CBA in the domain of face-to-face or distance training has
given rise to several constraints that hamper its realization. Indeed, the majority of
education stakeholders who did not have the opportunity to have an overview of the
approach in its application feel that they are losing content and are confused by the lack
of a thorough understanding of the approach and lack of methodological support tools
for both teachers and curriculum developers. Not to mention the fact that tutors express
themselves in the natural language, can be subject to various interpretations that have
their turns generating several terminological and conceptual ambiguities and accentuates
the concerns expressed by the teachers during the preparation of the programs on
expected skills and the assessment of the expected competencies.

To this end, we propose the introduction of a formalism [5] in the form of ontology,
which will make it possible to explicitly use all the implicit terminology of the “compe‐
tencies” concept in the field of education and facilitate the implementation of the CBA,
specifically, via an e-Learning platform.

3 Ontology of the CBA

Ontology is a formal structuring of concepts that express the knowledge of a domain. It
also makes it possible to create classes (general concept), instances (specific concept),
relationships between these concepts, properties that describe these concepts, functions,
constraints and rules, which make knowledge reusable and shareable. The use of
ontology makes it possible to define each concept in a unique and explicit way and to
extend its use, by using correct semantic relations (synonymy, antonym…). In our
approach, we opted for a domain ontology “CBA ontology” as an infrastructure to elim‐
inate ambiguity and support the extensive requirements of the “skills” concept since
their description provides a rich set of modeling elements capable of expressing details
of competencies.

3.1 Ontological Engineering

In the literature there are many methodologies of ontology construction but there is no
consensus around a practical and effective procedure to adopt [9, 10]. Regardless of the
methodology chosen, the development must go through an engineering phase that deter‐
mines its life cycle. Since ontology is considered as a software component, its devel‐
opment process must be based on these main steps [11]:

• Specification of needs and definition of a domain and its scope;
• Conceptualization by identifying concepts, attributes, and values as well as Relations

and Attribute Instances;
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• Formalization, which consists of translating into a formal formalism the conceptual
model resulting from the preceding stage. As a result, definitions of concepts become
explicit and more precise;

• Implementation of ontology on a language. The chosen language must take into
account the formalization model.

The tools for constructing ontology, also called modeling tools, are evolving rapidly
following the progress made in this field in order to systematize the ontological engi‐
neering. During the last years several ontology languages have been developed. In the
following we give a succinct presentation of some of them:

• Ontolingua; It is a server that offers a set of tools and services that support the coop‐
erative construction of ontology, between geographically separated groups.

• KAON (Karlsuhe Ontology and Semantic Web), formerly known as ONTOEDIT, is
an open source environment for the design, development and management of
ontology.

• Protege 2000 of the Department of Medical Informatics of Stanford University; the
successor of ProtegeWin, is a tool that allows: (1) to build an ontology of the domain,
(2) to customize forms of knowledge acquisition and (3) to transfer knowledge of
the domain.

• WebOnto of the Open University Knowledge Media Institute; WebOnto supports
collaborative browsing, creating and editing ontologies on the Web.

3.2 The Construction of CBA Ontology

In our case, the ontology that we built to support the CBA in the education system was
to make this approach a shared object between the different actors of learning environ‐
ments to facilitate their action, allowing software agents to manipulate semantic infor‐
mation. To do this, we have, in the first step, identified the conceptual classes consisting
of concepts and relations from a corpus [5], then modeled the primitives and determined
the properties of the classes and the semantic approximations between the conceptual
primitives of the domain. In the second step, we have structured and formalized these
classes under a conceptual description describing the internal structure of the constituted
concepts. The corpus we have analyzed [7, 8] is a set of documents expressed in an
informal language, which covers the whole domain of knowledge on the CBA, in order
to remove possible semantic ambiguities. The domain-specific knowledge has been
identified in terms of conceptual primitives and axioms. Our ontology was created on
this basis with a simple structure using semantic interrelations to define the basic
semantic structure of ontology (see Fig. 2). A competency is composed of other compe‐
tencies; a competency also implies other competencies.
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Fig. 2. The concept of competence

Our approach is based on an ontological modeling of a skills repository. This repo‐
sitory is constructed of several documents that offer an overall description of the
expected skills of a student at the end of training. One can distinguish Preparatory
competencies: Required competencies that the tutor deems mandatory to initiate a
specific educational activity (Courses, Practical Works, Evaluation…).

3.3 Conceptualization and Formalism

The conceptualization phase consists of a set of steps leading to a set of semi-formal
intermediate representations. It identifies and defines the vocabulary of the domain,
starting from the information sources and knowledge of the domain, independently of
the languages of formalizations to be used to represent the ontology. The Fig. 3 illustrates
the outcome of the conceptualization and representation of the relationships between
the different concepts. Competencies are decomposed into sub-skills. A competency is
the combination of abilities and knowledge. Educational resources require competence
to be used and to develop new skills. In this model, we can distinguish the competencies
required (that the tutor deems mandatory to initiate a determined pedagogical resources)
and competency acquired targeted by a resource.

Fig. 3. Relationships and specializations between concepts.
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We represent the binary relations between classes by a diagram in which the classes
are represented by rectangles and the relations by arrows with the name of the relation
to represent the hierarchy of the concepts. The conceptual ontology obtained in the
preceding step must be formalized in logic of description, in order to facilitate its subse‐
quent representation in a completely formal and operational language. The result of this
step is a formal ontology consisting of a terminological part describing the concepts and
relations and of a final part describing the instances. Our ontology is composed essen‐
tially of concepts (competency, acquired and required competencies), to which we can
integrate other sub ontologies; in our case we have integrated the sub ontology “peda‐
gogical resources” to identify the resources that reach a competency. At this level of
research we were content to integrate an ontology of pedagogical resources. So in future
work, we intend to integrate other necessary ontologies for the realization of our solution.

4 Conclusion

Systems to share and design educational content are little used and do not correspond
to the expectations of most teachers. There are many barriers to sharing and reusing. In
this article, we propose a CBA ontology that will allow tutors and educational designers
to share a common repository to produce the content of their documents according to
the competency-based approach and in an unambiguous, semantic and formal way. This
repository will undoubtedly facilitate the task for the users and allow enrichment with
new knowledge, inspired by the concepts and the relations of this ontology. In the course
of our work, we will be able to focus on the completion of the implementation phase by
choosing an adequate language of transcription. Thus, we will start another section
which will engender more questions and request more reflections.
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Abstract. IT collaboration involves exchanging information and data within a
network with several actors in order to achieve business objectives. Such coop‐
eration is generally ensured by building a collaborative network. This work
presents an approach of actors identification through data quality in Actor-
Network mode of collaboration. Indeed, data quality is one of the important char‐
acteristics which expose the actor importance in the network. We investigate the
translation process of ANT (Actor Network Theory), while focusing on the prob‐
lematization phase in which actor-networks are identified according to the data
quality level provided, and then translating this level into cost and analyzing all
possible coalitions using cooperative game. The findings will allow identifying
which coalitions enhance data quality. The build of such actor-network depends
therefore on both data quality and the operating cost of these data between
systems.

Keywords: Actor Network Theory · Data quality · Business collaboration network
Cooperative game theory · Shapley value

1 Introduction

Business Collaboration refers to the process where several organizations work together
in an intersection of common goals. This organization manages to reach a set of strategic
objectives through collaboration with partners and through the pooling of resources and
the exchange of information and services with them. Objectives vary according to
several criteria. However, restructuring resources, improving quality and efficiency of
operations are among the main operational objectives. To define adequately the objec‐
tives and the context of the collaboration, partners must specify the needs and the goals
to be reached as well as all the aspects likely to influence the choices and the mode of
operation.

Data quality is among the major objectives of the collaboration, It is one of the
important characteristics which exposes the actor importance in the network. It’s a clue
on how the actor will collaborate efficiently. Even if the dimensions of data quality are
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not universally agreed, we assume in this article that data quality level is determined by
actors according to business objectives.

In this paper, we introduce the different concepts and theories used in this work,
mainly Actor-Network Theory (ANT) [4, 5] as the framework of collaboration, Data
quality as a characteristic for the identification of actors, Cooperative Game and Shapley
Value as mechanism of cost and coalition analyzing. Then we describe the proposed
approach of building an Actor-Network for data quality objective. We illustrate this
work by an experimental setup applied in a realistic Actor-network context. Finally, we
conclude this paper by summarizing aim points and the perspective works.

2 Concepts

2.1 Actor Network Theory

In general, ANT conceptualizes social interactions in networks. Networks integrate both
the material environment and the semiotic environment [24]. In this theory, there is no
difference between the human and non-human parts of a technological system. ANT
mentions that the world is full of hybrid entities [25]. The core of ANT analysis is to
examine the process of translation where actors align their interests of others with their
own. The actors translate their interests by constructing a network and breaking the
resistance of other actors and their network [24]. These actors can be an authority that
either influence and use others or have no motivation and will be under the control of
other actors.

In order to reach a step of the construction of a network, Callon and Latour defined
an approach, inspired by ethnomethodology [6], which bears on a sequence of steps
called the translation sequence. To translate is to “express in his own language what
others say and want, to set up as spokesman” [4], but translate it is also, negotiate,
perform a series of movements of all kinds and thus to each sequence of the process,
which can be defined in four main steps:

1. Problematization
“The problematization or how to become essential?”, “The problematization, as its
name indicates asking at first a problem. This is to raise awareness to a number of
actors that are concerned with this problem, and that everyone can find satisfaction
through a solution that translators are able to offer” [8], so problematization is the
effort made by the actors to convince that they have the right solution [3]. It
“describes a system of alliances or associations between entities, defining this, their
identity and what they want” [18].

2. Interessement
“The incentive devices or how to seal alliances”, the incentive is in fact for Callon
“all actions through which an entity is trying to impose and stabilize the identity of
the other players who is defined in problematization” [8] incentive is the second
phase, consists of “deployment speeches, objects and devices intended to attract and
attach different players to the Network” [9].
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It is building the interface between the interests of different actors and the strength‐
ening of the relationship between these interests. In the area of strategy, it can be a
system of alliances to ensure that the different members of the organization are
involved in the strategic process.
The main thing is to translate the interests of other actors in order to get them to take
part in the network. To translate the interests of others, we can either convince them
that there are common interests and that the proposed solution also serves their
interests or manipulate their interests and objectives or finally become unavoidable.

3. Enrollment
“How to define and coordinate the roles”, Enrollment is “the set of multilateral
negotiations, beatings forces or tricks that come with sharing and allow it to
succeed” [8].
For enrollment, each actor in the network is assigned a role. This role is related to
the translation of their interests. For Callon, “the enrollment is to describe the set of
multilateral negotiations, coups or intelligence accompanying sharing and allow it
to succeed” [9]. The enrollment can thus be regarded as stabilizing the system of
alliances set during the phase of the incentive. This system is the result of multilateral
negotiations, trials of strength and stratagems [9]. It is during this phase to confront
showdowns integrating new actors to the networks or by strengthening links between
network members.
The enrollment phase is the key to the success or failure of innovation [15], but this
phase is not studied formally in the literature on control.

4. Mobilization
The last phase of translation, the mobilization is to gather its allies. It is the cockpit
of the various interests in a way that they remain more or less stable [10], it raises
the question of the representation of stakeholders and enrolled in the project which
is then established as spokespersons of the groups they represent [11]. However,
“everyone can act very differently to the solution proposed: the abandon, accept it
as it is, change the modalities which accompany or statement that it contains, or even
they will be appropriated in the transferring in a completely different context” [9].

In a particular way, incentive phase of ANT can be analyzed from a cooperative
game with transferable utility point of view [9]. Our objective is to identify the actor-
network through data quality. For that, we use the Shapley Value to identify a better
translation of the operating cost for improving data quality in an actor-network context
(Fig. 1).
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Fig. 1. Phases composing Actor Network Theory

2.2 Business Collaborative Mode

The collaboration represents one of the main relations between organizations partners.
The most part of the definition of this concept agrees to mean joint job between several
entities hoping for mutual benefits [12]. The same concept is used as well for the indi‐
viduals as for organizations working together at common objectives. The collaboration
connotes a relation lasting and made general for a complete commitment in favor of a
common mission. Also, the collaboration consists in the commitment, mutual and coor‐
dinated by the partners to reach common.

The notion of network of collaboration is represented a group collaborating of enti‐
ties, autonomous and heterogeneous, being recovered from different domains of gover‐
nance and working jointly with a view to attaining a series of common objectives or
even supplementary [13]. The entities of network collaboration are broadly autonomous
and heterogeneous in terms of their environments of working, of their organizational
cultures, and of their issued capitals. Correlations are supported by group of means of
support implicating the systems of information of stakeholders. The collaboration job
takes a multitude of forms; it is used in the field of private service as part of a network
of public administrations. This situation takes the existence of a contract of collaboration
representing in a definite manner the responsibilities of every member of the Network
collaboration.

2.3 Data Quality

Data quality may be defined as “the degree to which information consistently meets the
requirements and expectations of all knowledge workers who require it to perform their
processes” [14], which can be summarized by the expression “fitness for use” [1]. The
term data quality dimension is widely used to describe the measurement of the quality
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of data. Even if the key DQ dimensions are not universally agreed amongst the academic
community, we can refer to Batini et al. [15] who have identified 15 dimensions:

Intrinsic: accuracy, believability, reputation and objectivity;
Contextual: value-added, relevance, completeness, timeliness and appropriate
amount;

Representational and accessibility: understandability, interoperability, concise
representation, accessibility, ease of operations and security.

All case studies that aimed at assessing and improving data quality have chosen a
subset of data quality dimensions, depending on the objectives of the study [16–19].
Measurable metrics were then defined to score each dimension. While it is difficult to
agree on the dimensions that will determine the data quality, it is however possible, when
taking users’ perspective into account [20], to define a basic subset of key dimensions,
including: accuracy, completeness and timeliness.

Accuracy is defined as “the closeness of the results of observations of the true values
or values accepted as being true” [15]. Benqatla et al. [1] Define accuracy as “the extent
to which data are correct, reliable and certified”. The associated metric is as follows:

number of accurate values

Total number of all values
(1)

Completeness. Completeness specifies how “data is not missing and is sufficient to
the task at hand” [19]. As completeness has often to deal with the meaning of null values,
it may be expressed in terms of the “ratio between the number of non-null values in a
source and the size of the universal relation” [18]. Completeness is usually associated
with the metric below [20]:

number of non − null values

Total number of all values
(2)

Depending on the context, both accuracy and completeness may be calculated for:
a relation attribute, a database or a data warehouse [20].

Timeliness. Timeliness is a time-related dimension. It expresses “how current data
are for the task at hand” [19].

As a matter of fact, even if a data is accurate and complete, it may be useless if not
up-to-date.

number of values that are up − to − date

Total number of all values
(3)

2.4 Cooperative Game

Game theory is a mathematical tool which is used to analysis the strategic interaction
between multiple decision makers [21]. Initially it was used in economics for under‐
standing the concept of economic behavior. But now it is used in various fields such as
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communication, biology, psychology for modeling the decision making situation where
the outcomes depend upon the interacting strategies of two or more agents [3].

The cooperative game theory can be applied to the case where actors can achieve
more benefit by cooperating than staying alone, it consists of two elements: (i) a set of
players, and (ii) a characteristic function specifying the value created by different subsets
of the players in the game [22]. The coalition formation problem is one of the important
issues of game theory, both in cooperative and non-cooperative games. There are several
attempts to analyze this problem. Many papers tried to find stable coalition structures
in a cooperative game theoretic fashion. If we suppose that forming the grand coalition
generates the largest total surplus, it is natural to assume that the grand coalition structure
will eventually form after some negotiations [23]. Then, the worth of the grand coalition
has to be allocated to the individual players, according to the contribution of each player
[22]. We are interested in this work in cost-sharing between coalition members likely
to form using Game theory as a device for ANT interessement phase.

The Shapley value is a very common cost-sharing procedure in cooperative game
theory essentially based on the so-called incremental costs [22]. The Shapley value of
player i in the game given by the characteristic function V is the share of the surplus
should be assigned. It’s a weighted average of the contributions of a player i to reach of
the possible coalition.

For example, consider a game with three players, i1, i2 and i3. Assume that player
i1 is the first player of the game, i2 is the second player to join the game and player i3
is the last one. Player i1 is allocated a cost C ({i1}), player i2 is allocated a cost C ({i1,
i2}) – C ({i1}), and player i3 a cost C ({i1, i2, i3}) – C ({i1, i2}). The Shapley value
assumes that the order of arrival is random and the probability that a player joins first,
second, third, etc. a coalition is the same for all players. Assume that force of each
coalition is known in the form of the characteristic function V. The cost allocated to a
player i in a game, including a set N of players is given by:

𝜙i(N) =

( ∑
S⊆N:i∈S

(
(|S| − 1)!(|N| − |S|)!|N|!

)([
C(S) − C(S∖{i})

])
(4)

|N| and |S| respectively, the total number of players and the one belonging to the
coalition S.

An alternative equivalent formula for the Shapley value is:

𝜙i(N) = (
1|N|!

∑
R

(v(PRi ∪ {i}) − v(PRi))) (5)

Where the sum ranges over all |N| orders R of the players and PRi is the set of players
in N which precede i in the order R.

Choosing a method of cost allocation is not an easy thing. According to the literature
Shapley value seems to be suitable to this context of actor-Network building game. In
fact, Shapley imposes four axioms to be satisfied (Efficiency, Symmetry, Dummy and
Additivity).
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1. Efficiency: players precisely distribute among themselves the resources available to
the grand coalition. Namely, Efficiency: 

∑
i ∈ N 𝜑i(v) = v (N).

2. Symmetry: Players i, j ∈ N are said to be symmetric with respect to game v if they
make the same marginal contribution to any coalition, i.e., for each S ⊂ N with
i, j ∉ S, v(S ∪ i) = v(S ∪ j). In another way, if players i and j are symmetric with
respect to game v, then 𝜑i(v) = 𝜑j(v).

3. Dummy: If i is a dummy player, i.e., v (S ∪i)- v (S) = 0 for every S ⊂ N, then
𝜑i(v) = 0.

4. Additivity: 𝜑(v + w) = 𝜑(v) + 𝜑(w), where the game v + w is defined by (v + w)
(S) = v (S) + w (S) for all S.

The dummy, symmetry (meaning that two players have the same strength Strategy
will receive the same gain) and efficiency make the Shapley value, particularly attractive
for treating the problem of equitable sharing of resources common to several economic
agents.

3 Related Works

In this section, we will deal with a representative set of existing studies that work on
collaboration network and theories used to build the network of collaboration in the
context of IT Governance.

Collaborative Networks (CNs) are complex systems that can be described or
modeled from multiple perspectives. The collaborative network was presented and
studied by IT researchers as a virtual network. Camarinha Matos is one of the widely
recognized researchers working in the field whose works are basically concerned about
IT perspectives and requirements of Collaborative Networks, despite the fact that they
bear solid similitudes to alternate approaches of Collaborative Network too. During the
later years and as a typical result of the difficulties confronted by both scientific and
business terms, it has watched an abundance in the sorts of rising Collaborative
Networks [25]. Some research tries to recognize the particular impacts of the properties
of network structure on the execution of firms (particularly, the quantity of licenses)
[26]. Thought, the change of between firm connections and following impacts after some
time were not considered. [27] Many researchers have examined this field by the
approach of Camarinha Matos and expounded the IT tools and its necessities to move
forward. What’s more, different researchers have lead studies on a similar field of
learning, however this time from various viewpoints, for example, organization together
or arranges in development organizations.

For example, Ahuja assesses the effects of firm’s network of relation on innovation
and elaborates a theoretical framework that relates the aspects of firm’s ego network-
direct ties, indirect ties and structural holes (disconnections between a firm’s partners).
Chinowsky [7], studied the Construction Company’s networks by the approach of Social
Network Analysis in company level and project level. Heedae Park studied collaboration
effects on the profit amount of projects in Korean international contractors.
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In this context, there is no single modeling formalism or “universal language” that
can cover all perspectives of interest. Since CNs have a clear multidisciplinary nature,
it is natural that we search for applicable modeling tools and approaches originated in
other disciplines. In fact, Computer Science, Engineering, and Management, among
other fields have developed plenty of modeling tools that might have some applicability
in CNs [24].

There are also many developments in other disciplines that can contribute to the start
of a foundation for collaborative networks, e.g. in complexity theories, game theory,
multi-agent systems, graph theory, formal engineering methods, federated systems, self-
organizing systems, swarm intelligence, and social networks. The theoretical foundation
work in the ECOLEAD project took the mentioned early works as a baseline.

Game theory can provide the concepts for the analysis of decision-making in cases
involving multiple decision-makers who interact with each other. In the case of CNs,
game theory could offer: tools to manage cost, risk and profit sharing among the network
participants, and tools to design optimal incentives for the VBE, VO, etc.

4 Data Quality in Network Collaboration

4.1 Actors Identification Through Data Quality

In our approach data quality is determined by taking into account users’ perspective and
objectives. An actor should decide on a subset of dimensions as mentioned above, the
data quality level is then deducted from accuracy, completeness, and timeliness scores.

Data exchange ‘Relationship’ (respecting ANT terminology) represents actor’s
interactions, which allows to spot future alliances and coalitions respectively conflicts
and dissension.

We use the problematization step of the translation process to identify and charac‐
terize actors, as well as to analyze the scenario in which the network will operate. First,
we identify actors with a height score of data quality, and then measuring data quality
as proposed into [23] values and measuring the costs of operating this data in all possible
coalitions. The choice of actor-network depends therefore on both data quality and the
cost of using these data in each system, assessing the collaborative value of an actor can
naturally be seen in terms of the cooperative game theory with a transferable utility, by
means of Shapley value [2]. In fact the allocation of budgets depends on the contribution
of each actor, in term of data quality translated to costs in our context.

4.2 Illustration

In order to experiment our approach of actors identification based on ANT, we work on
the inter-organizational data exchange project for the administration of customs of
Morocco (see Fig. 2).

• Information System of Administration of Customs (S1)
• Information System of Treasury Department (S2)
• Integrated Tax systems Governed by the Administration of Tax (S3)
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• Information System of Public Enterprises and Privatization Department (S4)

Fig. 2. Extract of a Public Financial Authority process interaction

In our case, each system is managed by administration, S1, S2, S3, S4 and each
system has its level of data quality.

Assuming that the result of the data quality analysis is presented as follows (Table 1).

Table 1. Data quality of actors network

Administrations Actors Data quality level
Customs Administration S1 3
Treasury Department S2 3
Administration of Tax S3 5
Department Public Enterprises and Privatization S4 2

A budget is allocated for this project between this four public administration.
We supposed that administration S1 must collaborate with the S2 in view of the

functional dependency between the two institutions and that S1 has the choice between
cooperating with S3 or S4 for the implementation of the exchange project. We will
measure costs in each coalition:

Coalition 1: S1, S2 (Table 2)

Table 2. Calculating Shapley Value of coalition S1 and S2

Administrations Shapley value
S1 2.0
S2 5.0
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Coalition 2: S1, S2, S4 (Table 3)

Table 3. Calculating Shapley Value of coalition S1, S2 and S4

Administrations Shapley value
S1 4.0
S2 5.0
S4 8.0

The possibility of getting good data quality from S4, motivates the coalition building
[S1, S2, S4]. The Shapley value gives the following results:

Coalition 3: S1, S2, S3 (Table 4)

Table 4. Calculating Shapley Value of coalition S1,S2 and S3

Administrations Shapley value
S1 2.0
S2 5.0
S3 0.5

S3 has a similar situation as S4, and has the ability to produce high data quality. The
best strategy of S1 is collaborating with S3 as it is the best source in terms of data quality,
therefore a reduced cost, we get:

We have implemented a Web application developed in JAVA/J2EE, ANT
MANGER is composed of several modules developed in JAVA/J2EE technology, with
an architecture separating the presentation part (Front-end) from the Business part
(Business, Backend), the aim of this architecture is to allow ANT Manager to interface
with other platforms carried out by the research teams.

The goal of this platform is to provide a decision-making tool for information
systems managers, architects, in order to build the most appropriate collaborative
network for the administrative agency context.

ANT MANAGER is currently composed of the following modules:

• Management of user authorizations.
• Workflow theory of network actors.
• Managing collaboration networks (Adding an actor, Linking a player to another).
• Simulation management, according to the algorithm of the game theory (Perform

several simulations, simulation backup, simulation suppression export the simulation
result in CSV format in order to analyze the various simulations carried out by the
architect or the person in charge of the information systems.

5 Conclusion

Displayed equations should be numbered consecutively in the paper, with the number
set flush right and enclosed in parentheses.
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Globalization leads to increased competition and higher customer expectations. At
the same time, companies are stressed to reduce production costs while fronting the
challenges of increasing product complexity, environmental concerns. The collaboration
of organizations with networks is not a new phenomenon. However, permanent progress
of IT in terms of new, reliable, and cheaper.

Information and communication technologies are a catalyst for collaboration in
networks. Such collaboration is ensured by building a collaborative network. Our
approach highlights the identification of actors through data quality in Actor-Network
mode of collaboration, this operation by improving the level of data quality translates
to cost that is analyzed to all possible coalitions using cooperative game Shapley value.

The proposed work is supported by a software tool which enables to design networks
and calculate actors Shapley Value. The main contributions of this work can therefore
be summarized as follows:

• As Data quality criteria to identify the selected actors to build the collaboration
network.

• Translating data quality objective into cost to analyze coalition.
• Implementation of a web application in order to design and simulate the actor-

network evolution based on the cost calculation approach.

After building network collaboration, we are particularly interested in applying
social network analysis to analyze this established network.
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Abstract. The port of Le Havre, “Grand Port Maritime du Havre (GPMH)”, is
the first port in France and the fifth in the Europe’s top port list in terms of
container volume. This massification in container traffic has generated a large
use of trucks that are a source of diesel pollution. To address the greenhouse gas
emissions related to port’s last mile logistic, a collaborative relationships are
established between different parties of the port. This collaboration aims to
create projects that can improve the air quality such as replacing conventional
trucks by electric ones. In this context, our study aims to propose a strategic
allocation of the infrastructure of charge for electric trucks. To this end, we
adapt the technology Wireless Power Transfer that permit to an electric truck to
charge its battery statically in a set of fixed nodes (breakpoints) or dynamically
in a set of segments of the route during the electric trucks mobility. To model
this problem, we propose an integer non-linear programming formulation.
Afterward, we investigate the effectiveness of the population based algorithm
particle swarm optimization to determine the efficient allocation.

Keywords: Electric trucks � Wireless power transmitters
Mathematic programming � Particle swarm optimization � Optimization

1 Introduction

Accordingly, to the European Environment Agency (EEA), the amount of energy used
by transport account more than 33.2% of the total energy produced. The main transport
source of energy is fuels gasoline and diesel. Burning this energy by road freight
transportation releases almost one quarter 22.6% of the global greenhouse gas
(GHG) emissions. Environmental implications of GHG emissions are in increase
namely environmental degradation, climate change, global warming, species elimina-
tion, natural ecosystems destruction and human health risks.

In this regard, different sectors have enforced their concern at environmental issues
to meet climate goals, one of them is the port sector. In this paper, we study one of the
Port of Le Havre’s actions to address greenhouse gas emissions, particularly those
emitted from last mile delivery. The action aims to adopt a new clean technology, the
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objective is to replace diesel trucks by electric ones. Electric trucks (ET) seems to be a
green solution to build a clean last mile transport network. Besides been zero emis-
sions, ET are silent, required less regular maintenance and regenerative braking.
However, ET have short range, limited speed, long recharge time and high initial cost.
The ET’s battery is the origin of the high initial purchase price of ET, moreover ET’s
battery is power to weight ratio. To overcome the majority of this drawbacks, we have
chosen the technology wireless electric trucks. This technology allows: (i) a quick
charge to ET that can extend battery range, (ii) the dynamic mode permit to charge
while driving, subsequently drivers benefit from quick charge without waste of time
and with less range anxiety. Moreover, frequent recharge allowed by dynamic system
permit small capacity of battery and then cheaper ET. (iii) No need to human inter-
vention, drivers benefit from easy and safe charging process without need to use of
dangerous and dirty cable (especially in bad weather).

The major inconvenient of wireless power transmitters is the high cost of infras-
tructure of recharge. In this regard, our work aims to present a strategic allocation of
wireless power transmitters with both static and dynamic mode. Our objective is to
determine a compromise between the cost of infrastructure and the cost of battery. In
fact, the determination of the allocation and the number of static and dynamic segments
of recharge is impacted by the capacity of the battery, this tradeoff is explained as
follow: numerous number of static and dynamic segments of recharge permit a frequent
charge for ET and subsequently, we can choose a smaller battery capacity. In contrast,
few number of segments of recharge requires a battery with higher capacity.

To determine the best compromise, we have abstract the transport network of
GPMH into a graph, then we have provided a mathematical formulation as a nonlinear
integer program model that express our objective namely minimizing the cost of
infrastructure of recharge so as battery cost with regard to defining a strategic allocation
that respect the battery’s capacity as well as avoiding the allocation into prohibited
segments of route such as traffic circle and on bridges. To solve this problem, we have
adapted our mathematical model to Particle Swarm Optimization since we have a
nonlinear program.

The reminder of this paper is organized as follows: Sect. 2 presents scientific works
related to the subject of our study. Section 3 describes the process of wireless system
for ET. Section 4 contains the problem formulation and the mathematical model.
Section 5 introduces the method of resolution. Finally, Sect. 6 displays and comments
numerical results.

2 Literature Review

During the last years, Electric vehicles are beginning to catch the attention of more
researchers. The variation of electric vehicles (EV) models and mode of charge has
made this field of research quite rich. These researches can be subdivided into two
areas:

Electric Vehicle Routing Problem (EVRP): is an extension of the well-known
VRP, introduced first by Dantzig and Ramser in 1959 [1]. The EVRP aims to deter-
mine the least cost generated by an electric vehicle fleet during its visit to a set of
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customers. The objective can be minimizing energy consumption, distance, vehicle
fleet or a combination of a subset of those objectives. The routing of each electric
vehicle includes additional detours generated by visiting recharging stations. Each
recharge station has a known location and can be visited by the same or different
vehicles multiple times as needed [2]. There are other real-world logistics restrictions
was added to the classical EVRP. For example, the vehicle freight capacity is limited
and the service at each customer must occur within an associated time window, this
variant of EVRP is commonly called (CEVRP-TW) [3]. Some works consider that the
stay time of an electric vehicle at a charging stations is a function of battery level when
it reach a station. Others, consider that time of charge is a variable to be determined, so
they allowed to a vehicle to be partially charged [4]. Hiermann [5] considered a mixed
fleet, the vehicles differ in their capacity of load charge, battery capacity and acquisition
cost. In [6], Sassi et al. presented a case study of la poste, where the vehicle fleet is
composed of conventional and heterogeneous electric vehicles. Felipe et al. [7] pro-
posed an EVRP where both the amount of energy recharged and the technology used
are a decision variable. In [8], authors propose a schedule of EV recharge taking into
account the battery degradation cost so as the energy consumption. The case study in
this work consider the service of carrying passengers from an airport to a hotel using
electric vehicle.

Electric Vehicle Charging Station Allocation: in this area, researchers aim to
optimally allocating/locating electric vehicles charging station. The widespread adop-
tion of EV is related to the degree of ease of access to the infrastructure of recharge
whence it came the sensitivity of this problem. In [9] authors presented an allocation
based on driver’s convenience, their model aims to enhance the trip ratio trip (ratio of
successful trips). This allocation optimization problem was formulated as the Maxi-
mum Coverage Location Problem (MCLP). In [10], authors considered in their model
of allocation the uncertainty information of urban traffic as it affects the vehicles energy
consumption. The candidate solutions were simulated and the discrete event simulation
was built in Arena. Baouch et al. [11] presented a model that aims to minimize the
charging station fixed charge as well as the electric vehicle travel cost, the application
was validated within the metropolitan area of Lyon. Chen et al. [12] developed a
vehicle charging location model that minimize the station operating costs and maxi-
mize the satisfied demand, the model validation was applied to a case study to parking
of Seattle, Washington. Besides previous cited works that describe the problem of
Charging Station Allocation for a plug-in electric vehicle, researchers have opted for
another promising technology that permit to charge a vehicle in motion namely on-road
electric vehicle. This technology has strengthened research on wireless power transfer
(WPT). This technologies was developed first by the Korean Advanced Institute of
Science and Technology (KAIST) [13] and named On Line Electric Vehicles (OLEV).
The KAIST was the first to test this system on its own campus. In [14] a detailed
description of the system design of OLEV was introduced, nevertheless an overview of
the system was presented in [15]. An optimal placement of WPT proposed by means of
a mathematical program in the work of Jang et al. [16], their model considered just a
unique path. In [17] authors present a mathematical framework that locates optimally
the WPT with regard to the maximum traffic flow, since the traffic congestion affects
the time travel. In [18] authors studied different scenarios by introducing an integer
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programming model that decides the suitable road segments to locate WPT in regard to
sustain the battery range. In [19], authors provided the feasibility and the potential of
WPT.

The above cited researches are limited on the installation of WPT in a circle
network composed of a unique path, where the origin correspond to the destination.
Thus, our contribution aims to develop a model that can deal with a transport network
composed with a set of nodes where vehicles can benefit from static WPT during their
service operation and from dynamic WPT installed on arcs connecting the set of nodes.
The objective is to determine a strategic allocation of the two types of WPT that
minimize the infrastructure cost as well as the battery cost.

3 Zero Emissions Trucks Challenge

The port of Le Havre in collaboration with logistic companies had recognized the need
to introduce specific programs and new green policies to deal with pollution within port
area caused by trucks that operates last mile freight transportation activities.
The GPMH is undergoing a pre-project that meet the air quality goals. The purpose is
to study the opportunity for new system implementation such as electric trucks.

To transport containers from the terminal to the final destination, two steps are
operated: (i) A local transport from the terminal to the container transport company,
this last mile transport operates mainly on short distance. (ii) An interurban transport
from container transport company to the final destination and inversely.

This study concerns the local transport. Our contribution is focused on the strategic
part of replacing current trucks with wireless electric trucks. The adopted technology
combines two wireless recharging techniques:

Static WPT: the shutdown times; generated during the recovery or the deposit of
containers or for the verification of documents in the entrance to the port makes the
static WPT a convenient solution to recharge de electric truck’s battery.

Dynamic WPT: the rationale of the choice of this technology is the possibility that
offer by decreasing the weight of the batteries as well as reducing the charging time.

In this paper, we aim to determine the number of each type of WPT together with
their strategic allocation and the battery capacity. The solution must take into account
the feasibility of the set of all truck routing, regardless of the origin and the destination.

4 System Description

In this work, we deal with a new wireless power transfer technology, called On-Line
Electric Vehicle (OLEV). This innovative technology allow to a vehicle to charge
while in motion which permit to reduce the battery volume and weight.

A power-receiving installed under a vehicle pick up the power transmitted deliv-
ered the underground coil (see Fig. 1). The efficiency of the electric power transfer has
reached the limit of 72%. In other word, power transmitters are composed of an
inductive cable and inverter. The inverter is responsible to convert a 60 Hz AC to
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20 kHz Dc current. Afterword, the inductive cable generate a magnetic flux and
transfer the power to the pic up device. In this study, the decision that we make about
WPT concerns both inverters and inductive cable.

5 Model Definition and Formulation

Let a set of paths L, each of these paths connects an origin to a destination, a set of N
vehicles operates on those paths. Our objective is to find a good compromise between
the cost of static and dynamic WPT segments of charge and the cost of the battery
while maintaining the quality of the ET. To achieve this goal the WPT must be
strategically allocated. The objectives are conflicting because, for example, the mini-
mization of the cost of the battery reduces its autonomy, which leads to a greater
number of active segments and subsequently a higher installation cost and inversely.

To model decisions to be made with regards to electric battery specificities, we formally
describe the problem by abstracting the transport network within the port of Le Havre into a
graph G ¼ ðV ;AÞ, where V ¼ v0; v1; . . .; vnf g, in our graph we call by a vertex: transport
companies, terminals, traffic circles and empty container depots. Each vertex vi has a
service time tvi (with tvi ¼ 0 for traffic circles) and characterized by a required energy Rvi ,
this amount represents the energy needed to make the internal displacement within the
node vi ðRvi ¼ 0 when vi is a traffic circle). A ¼ f vi; vj

� �
: i 6¼ jg is the set of arcs. Each

arc vi; vj
� �

:2 A is partitioned to a set of segments with the same length. Thus, the number
of segments that composes an arc is equal to its length divided by the length of segment
(the length of a segment is the same for all arcs). The aim of this segmentation is
transforming the problem of location of dynamic WPT to a problem of allocation. In such
a way, the problem of allocation becomes a 0–1 problem. That is to say, for each segment
we have to decide if it will be equipped with an inductive transmitter cable plus an
inverter, only transmitter cable or be it just inactive segment. It is noted that a single
inverter can power a successive series (which does not exceed its capacity) of active
segment. Jvivj denotes The set of segments of the arc vi; vj

� �
indexed by j:

We denote by tlvivj;k the instant of arrival at the kth segment of the arc (vi; vj), passing

by the path l, we assume that tlvivj;k is a data as the velocity is predefined as well as the

distance from the origin to each kth segment of a given arc (vi; vj). The autonomy of the
battery when the ET arrives to the kth segment of the arc (vi; vj) passing by path l at

Fig. 1. System operation of OLEV
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tlvivj;k is denoted by Iðtlvivj;kÞ, thus I(tlvi
) express the amount of energy in the battery when

arrived to the node vi at tlvi
while traveling trough the path l. The maximum length of a

series of WPT that an inverter can supply is Lmax. The required power when the ET

arrived to the kth segment of the arc (vi; vj) is denoted by Pbat tlvivj;k

� �
. Let Pcs indicate

the charging rate of the battery.
Practically, on some sections of the road, we cannot install the WPT because one of

the follow reasons: the structure of route, the potion coincides with a traffic circle or
bridge, not safe, not enough reliable). Thus, we define svivj;k as a binary data that takes
the value 1 if the allocation of a recharge segment on the kth segment of the arc (vi; vj) is
prohibited and 0 otherwise. Another binary data is sl

vivj;vjvk
that takes 1 if ðvi; vjÞ and

(vj; vk) are two adjacent arcs in the path l and 0 otherwise.
To quantify the cost of infrastructure as well as the battery cost, we introduce Ccab

as the cost of unit cable of power transmitter, Cinv the cost of an inverter and Cst the
cost of static WPT. The number of ET is N. To formulate the mathematical model, we
need as a data to identify the first segment of each arc (vi; vj) denoted Oðvi;vjÞ and its last
one denoted fðvi;vjÞ.

5.1 Decision Variables

As mentioned above the decision we make around WPT concerns inverters as well as
inductive cable. For this reason, we introduce the decision variable yvivj;k that is a binary
variable equals to 1 if the kth segment of the arc (vi; vj) is active, and 0 otherwise as well
as zvivj;k that represents a binary variable equal to 1 if the kth segment of the arc (vi; vj)
has inverter, and 0 otherwise; Stvi is a 0–1 variable that takes the value 1 if the node vi

contains a static recharge segment, and 0 otherwise; Ibat is an integer variable repre-
senting the battery capacity, this variable is comprised between Imin and Imax.

5.2 Objectives

minðN � Cbat � Ibat; Ccab �
X

vi;vjð Þ2A

X
k2J vi ;vjð Þ

yvivj;k þ

Cond �
X

ðvi;vjÞ2A

X
k2Jðvi ;vjÞ

zvivj;k þCst �
X
vi2V

StviÞ
ð1Þ

The objective function (1) aims to minimize the total cost of battery, static WPT
and dynamic WPT. The cost of dynamic WPT is composed of the cost of active
segments of charge and the cost of inverters.
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5.3 Constraints

yvivj;k � zvivj;k 8 vi; vj
� � 2 A; 8k 2 Jvivj

I tlvivj;k

� �
�
Z tlvivj ;k þ 1

tlvivj ;k

Pbat tð ÞdtþPcs � ðtlvivj;k þ 1�tlvivj;kÞ � yvivj;k � Ilow
ð2Þ

8 vi; vj
� � 2 A; 8k; kþ 1 2 Jvivj ð3Þ

I tlvivj;k þ 1

� �
¼ minfIhight; I tlvivj;k

� �
�

R tlvivj ;k þ 1

tlvivj ;k
Pbat tð ÞdtþPcs � ðtlvivj;k þ 1�tlvivj;kÞ � yvivj;kg
8 vi; vj
� � 2 A; 8k; kþ 1 2 Jvivj

ð4Þ

if k ¼ fvivj et kþ 1 ¼ vj; constraints (2) and (3) become: �ð Þ

I tlvj

� �
� R tlvj

tlvivj ;fvivj

Pbat tð ÞdtþPcs � ðtlvj
� tlvivj;fvivj

Þ � yvivj;fvivj
� Ilow

8 vi; vj
� � 2 A; 8k 2 Jvivj

ð5Þ

I tlvj

� �
¼ minfIhight; I tlvivj;fvivj

� �

� R tlvj

tlvivj ;fvivj

Pbat tð ÞdtþPcs � ðtlvj
� tlvivjfvivj

Þ � yvivj;fvivj
g

8 vi; vj
� � 2 A; 8k; kþ 1 2 Jvivj

ð6Þ

I tlvivj;0vivj

� �
¼ I tlvi

� �
þPcs � tvi � Stvi � Rvi ð7Þ

Piþ Lmax þ 1

k¼i
yvivj;k � Lmax

8 vi; vj
� � 2 A; 8k 2 Jvivj ; 8 iwith i� fvivj � Lmax

ð8Þ

Piþ fvivj

k¼i
yvivj;k þ

PLmax þ 1�fvivj�k

j¼0vjvl

yvjvl;k � Lmax

8 vi; vj
� �

; vj; vl
� � 2 A; 8k;2 Jvivj 8 i with fvivj � Lmax\i� fvivj

ð9Þ

zvivj;k þ zvivj;k þ 1 � 1 8 vi; vj
� � 2 A; 8j 2 Jvivj � fvivj ð10Þ

zvivj;k ¼ ðyvivj;k � yvivj;k�1Þ � yvivj;k

8 vi; vj
� � 2 A; 8k; k � 1 2 Jvivj

ð11Þ
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zvivj;0vivj
¼ ðyvivj;0vivj

�QL
l¼1 yvivj;fvivj ;

Þ � yvivj;0vivj

8 vi; vj
� � 2 A; 8k 2 Jvivj

ð12Þ

yvivj;k � svivj;k 8 vi; vj
� � 2 A; 8k;2 Jvivj ð13Þ

Stvi ; yvivj;k; zvivj;k 2 f0; 1g ð14Þ

Ihight�½Imin; Imax� ð15Þ

Constraint (2) enforces inverters to not be linked with an inactive segment. Con-
straint (3) ensures that the amount of remained energy in the battery at the beginning of
each segment is up to critical amount Ilow. When an arc vi; vj

� � 2 A is not a part of the
path l; we have tlvivj;k ¼ 08k 2 Jvivj : Constraint (4) defines the remained energy at the

beginning of each segment. This amount is the minimum value between the remained
energy in the beginning of the previous segment minus the charge consumed at the
previous segment plus the amount of energy added to the battery if the previous
segment is active, and battery’s maximum storage capacity. Constraint (5) ensures that
each vehicle reaches its destination with an amount of energy greater than the critical
value. Constraint (6) updates the state of charge of the battery in case we have (*).
Constraint (7) updates the state of charge after leaving a node. Constraint (8) guarantees
that at most Lmax successive segments are active. Constraint (8) replaces constraint
(9) when the series of studied segments spreads over two successive arcs vi; vj

� �
and

vj; vl
� �

in the path l. Constraint (10) guarantees that two successive active segments
have at most one inverter. Constraint (11) and (12) ensure that we must have an inverter
in a series of active segments. Constraint (13) interdict the allocation of an active
segment in a prohibited zone. Expressions (14) and (15) are the variables of the model,
constraint (15) imposes that the battery capacity must be chosen in a specific interval.

6 Solution Approach

This model is a nonlinear integer program. Thus, heuristics are needed to obtain the
good compromise between different costs. In this study, we use the Particle Swarm
Optimization (PSO) approach as it has shown outstanding performance in solving
nonlinear problems. In the next section, we will describe the PSO approach, then we
extend this description to adopt the PSO to find a good solution to our model.

Particle swarm optimization (PSO) approach is relatively a new metaheuristic that
was developed in 1995 by Kennedy and Eberhart [20]. PSO is derived from the concept
of social interaction of flocks of bird and fish schooling. A swarm of bird cooperate
with the swarm leader that have a best position relatively to the source of food to get
closer to the target (food resource). The algorithm was widely used axing to its
effectiveness, requires few parameter settings, computational memory and easy
implemented.
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6.1 Standard PSO

Like genetic algorithms, PSO is population based technique, where the swarm account
for the population. Each particle i is characterized by a position xi ¼ ½xi;1; xi;2; . . .; xi;D�
and a velocity vi ¼ ½vi;1; vi;2; . . .; vi;D� in D-dimensional space. The displacement of
each particle i is relative to its best historical position extracted from its individual
experience Pbesti ¼ ½Pbesti;1;Pbesti;2; . . .;Pbesti;D� and the global best position which
the leader position Gbest ¼ ½Gbest1;Gbest2; . . .;GbestD�. This process is expressed as
follow:

vi;j tþ 1ð Þ ¼ wvi;j tð Þþ c1 � r1 � Pbesti;j � xi;j tð Þ
� �

þ c2 � r2 � Gbestj � xi;jðtÞ
� �

ð16Þ

xi;j tþ 1ð Þ ¼ xi;j tð Þþ vi;j tþ 1ð Þ ð17Þ

Where r1and r2 in (16) are two vectors of random numbers in the range of [0, 1],
c1and c2 are the acceleration coefficients, they describe the relative influence of the
social and cognitive learning, mostly c1 is equal to c2. w is the inertia weight which
determine the degree of resist change in velocity.

The pseudo code of The PSO algorithm is:

For each particle 
Initialize particles with random position and velocity

End
Do

For each particle 
Evaluate the particle according to the objective function
If the performance of the current particle is better than the best one Pbesti

Set current value as the new Pbesti
End
Select the particle with the best performance Gbest
For each particle 

Adjust the particle velocity 
Adjust the particle position 

End 
While stopping condition is not met

6.2 Binary PSO

In binary problems, the decision variables can only take the values 0 or 1. In our
mathematical model, we have three 0–1 decisions yvivj;k; zvivj;k; Stvi

� �
, thus we have

adopted the discrete binary PSO (BPSO) to our variables. The major difference
between PSO and BPSO is that the update is made only for velocity, which expresses
the probability that a bit of solution changes to its opposite.
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vi;jðtþ 1Þ ¼ 0; if r� Segðvi;j tþ 1ð ÞÞ
1; if r\Segðvi;j tþ 1ð ÞÞ

�
ð18Þ

Where r in (17) is a random in the range [0.1, 1.0] and Seg is a logistic function that
transform the vi;j to a probability. This transformation is defined as follow:

Seg vi;j tþ 1ð Þ
� �

¼ 1

1þ e�vi;jðtþ 1Þ ð19Þ

vi;j must be taken between [�vmac; vmax]. Mostly vmax is equal to 6, which limits de
probability in the range of [0.0025 0.9975] (see [21]).

7 Numerical Experiments

7.1 Data

As mentioned above, our case study is the port of Le Havre. Thus, we have investigated
the set of possible tours achieved by conventional trucks. The objective is to make the
same tours achievable by an electric truck by determining a strategic allocation of static
and dynamic infrastructure of charge. Three tours are studied:

• Duboc-Roulier-Duboc
• Duboc-Atlantique-Roseliere-Duboc
• DUBOC-Roulier-TDF-Duboc

Figures 2, 3 and 4 draw the three tours within the port of Le Havre.

The transport network is composed of transport companies, empty container depots,
traffic circles and terminals. Figure 5 describes the graph representing the transport
network.

Fig. 2. Duboc-Roulier-Duboc
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As previously mentioned, each arc is subdivided into several segments with the
same length, we have considered that the length of a segment is 50 m. Table 1 presents
the number of segment on each arc. Besides, Table 2 introduces other data.

Fig. 3. Duboc-Roulier-TDF-Duboc

Fig. 4. Duboc-Atlantique-Roseliere-Duboc

Fig. 5. Graph representing the transport network
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7.2 Results

Multiobjective PSO has allowed to decision maker three possible solutions. In each
solution, the static WPT are recommended to be installed at Duboc and TDF, while the
allocation of dynamic WPT differ within the battery capacity. Table 3 expose the three
non-dominant solutions. Tables 4, 5 and 6 determine the distance of each active seg-
ment from the origin of the arc (m). We mentioned that the number of inverters in each
solution is equal to the number of series of active segments.

The effectiveness of our results is proved by the strategic emplacement of active
segments regarding to the speed profile of trucks. We find that dynamic segments are
placed in zones where the truck is moving slowly.

Table 1. Number of segment on each arc

Arcs Number of segments

Duboc-Traffic circle 111
Traffic circle-Roulier 174
Roulier-TDF 78
TDF-Roulier 70
Roulier-Traffic circle 191
Traffic circle-Duboc 122
Duboc-Atlantique 176
Atlantique-Traffic circle 95
Roseliere-Traffic circle 117

Table 2. Other data

~P~cs 800

~C ~cab
60

~C ~inv
5000

~L ~max 250

~a 0.2
~b 0.8

~C ~bat
400

N 10
~g 0.8

Table 3. Solutions costs

Solution Battery capacity Cost of the battery Cost of infrastructure

1 16 6400 934200
2 20 8000 828800
3 14 5600 1402200
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8 Conclusion

In this paper we have studied the problem of allocation of wireless power transmitters
whiten the port of Le Havre. Our aim is in one side finding a set of solution that
presents a strategic allocation of static and dynamic WPT, in other side minimizing the
total costs of the infrastructure as well as the cost of the battery. Firstly, we have

Table 4. Location of active segments of solution 1

Arcs Distance of each active segment from the origin of the arc (m)

Duboc-Traffic circle 4100–4150 4200–4250

Traffic circle-Roulier
Roulier-TDF 1150–1200 1550–1600

TDF-Roulier 400–450 1000–1050 2750–2800
Roulier-Traffic circle 450–500 850–900
Traffic circle-Duboc 0–50 2400–2450 3400–3450

Duboc-Atlantique 250–300 450–500 3050–3100 4850–4900 6250–6300 8200–8250
Atlantique-Roselière 850–900

Roselière-Traffic circle

Table 5. Location of active segments of solution 2

Arcs Distance of each active segment from the origin of the arc (m)

Duboc-Traffic circle 1350–1400

Traffic circle-Roulier 750–800 2050–2100 2350–2400 3550–3600 5050–5100 5500–5600
Roulier-TDF
TDF-Roulier 2000–2050

Roulier-Traffic circle 4250–4300 5000–5500
Traffic circle-Duboc 4150–4200 5300–5350 5450–5500

Duboc-Atlantique 2100–2150 5200–5250
Atlantique-Roselière 2200–2250 3400–3450
Roselière-Traffic circle

Table 6. Location of active segments of solution 3

Arcs Distance of each active segment from the origin of the arc (m)

Duboc-Traffic circle 1200–1250 3300–3350 4500–4550

Traffic circle-Roulier 350–400 2150–2200 2350–2400 4500–4550 6150–6200 7200–7250
Roulier-TDF 1950–2000 2450–2500

TDF-Roulier 2200–2250 2800–2850
Roulier-Traffic circle 5350–5400 7300–7350
Traffic circle-Duboc 850–900 900–950 1350–1400 3250–3300 3650–3700 5700–5750

Duboc-Atlantique 5700–5750 3600–3650 4200–4250 7150–7200 8050–8100 8250–8300
Atlantique-Roselière 300–350 1900–1950 3400–3450

Roselière-Traffic circle
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modeled this problem as an integer non-linear programming. Afterward, we have
adapted our problem to the multiobjective particle swarm optimization approach. As
results, we present to the decider-maker three different solutions, the decider must take
into account other issues such as battery degradation and the maintenance cost of
infrastructure. We note that our study is on the development and implementation of
addition resolution method in order to compare it with the current one, such as to our
knowledge, we are the first authors that study the problem of allocation of dynamic and
static wireless transfer transmitter.

Acknowledgments. This research work was conducted as part of the Green Truck project. This
project has received funding from Normandy region of France.

References

1. Dantzig, G., Ramser, J.: The truc dispatching problem. Manag. Sci. 6(1), 80–91 (1959).
https://doi.org/10.1287/mnsc.6.1.80

2. Lin, J., Zhou, W., Wolfson, O.: Electric vehicle routing problem. In: The 9th International
Conference on City Logistics, Tenerife, Canary Islands, Spain, 17–19 June 2015 (2015)

3. Schneider, M., Stenger, A., Goeke, D.: The electric vehicle-routing problem with time
windows and recharging stations. Transp. Sci. 48(4), 500–520 (2014)

4. Keskin, M., Çatay, B.: Partial recharge strategies for the electric vehicle routing problem
with time windows. Transp. Res. Part C: Emerg. Technol. 65, 111–127 (2016). https://doi.
org/10.1016/j.trc.2016.01.013, Transp. Rev. 71(1), 111–128 (2016)

5. Hiermann, G., Puchinger, J., Hartl, R.F.: The electric fleet size and mix vehicle routing
problem with time windows and recharging stations (working paper) (2014). http://prolog.
univie.ac.at/research/publications/downloads/Hie_2014638.pdf. Accessed 17 July 2014

6. Sassi, O., Cherif-Khettaf, W.R., Oulamara, A.: Vehicle routing problem with mixed fleet of
conventional and heterogeneous electric vehicles and time dependent charging costs. World
Acad. Sci. Eng. Tech. Internat. J. Math. Comput. Phys. Electr. Comput. Eng. 9(3), 163–173
(2016)

7. Felipe, A., Ortuno, M.T., Righini, G., Tirado, G.: A heuristic approach for the green vehicle
routing problem with multiple technologies and partial recharges. Transp. Res. Part E:
Logist. Transp. Rev. 71(1), 111–128 (2014)

8. Barco, J., Guerra, A., Muñoz, L., Quijano, N.: Optimal routing and scheduling of charge for
electric vehicles: case study. arXiv preprint arXiv:1310.0145 (2013)

9. Alhazmi, Y.A., Mostafa, H.A., Salama, M.M.: Optimal allocation for electric vehicle
charging stations using Trip Success Ratio. Int. J. Electr. Power Energy Syst. 91, 101–116
(2017)

10. Sebastiani, M.T., Lüders, R., Fonseca, K.V.O.: Allocation of charging stations in an electric
vehicle network using simulation optimization. In: Proceedings of the 2014 Winter
Simulation Conference (2014)

11. Baouchea, F., Billota, R., El Faouzi, N.-E., Trigui, R.: Electric vehicle charging stations
allocation models. In: Proceedings of the Transport Research Arena Conference, pp. 1–10
(2014)

12. Chen, T.D., Kockelman, K.M., Khan, M.: Locating electric vehicle charging stations.
Transp. Res. Rec. J. Transp. Res. Board 2385(1), 28–36 (2013)

120 N. Mouhrim et al.



13. Nagatsuka, Y., Ehara, N., Kaneko, Y., Abe, S., Yasuda, T.: Compact contactless power
transfer system for electric vehicles. In: The 2010 International Power Electronics
Conference, 21–24 June 2010, pp. 807–813 (2010)

14. Shin, J., Kim, Y., Ahn, S., Lee, S., Jung, G., Jeon, S.-J., Cho, D.-H.: Design and
implementation of shaped magnetic resonance based wireless power transfer system for
roadway-powered moving electric vehicles. IEEE Trans. Ind. Electron. 61, 1179–1192
(2013)

15. Qiu, C., Chau, K.T., Liu, C., Chan, C.: Overview of wireless power transfer for electric
vehicle charging. In: 2013 World Electric Vehicle Symposium and Exhibition (EVS27),
pp. 1–9. IEEE (2013)

16. Jang, Y.J., Ko, Y.D., Jeong, S.: Optimal design of the wireless charging electric vehicle. In:
Proceedings of the IEEE IEVC, pp. 1–5 (2012)

17. Riemann, R., Wang, D.Z.W., Busch, F.: Optimal location of wireless charging facilities for
electric vehicles: flow-capturing location model with stochastic user equilibrium.
Transp. Res. Part C: Emerg. Technol. 58, 1–12 (2015)

18. Ushijima, H.-M., Khan, M.Z., Chowdhury, M., Safro, I.: Optimal installation for electric
vehicle wireless charging lanes. Transp. Res. Part C. arXiv:1704.01022 (2017)

19. Limb, B.J., Zane, R., Quinn, J.C., Bradley, T.H.: Infrastructure optimization and economic
feasibility of in-motion wireless power transfer. In: IEEE Transportation Electrification
Conference and Expo (ITEC), pp. 1–4. IEEE (2016)

20. Kennedy, J., Eberhart, R.: Particle swarm optimization. In: Proceedings of the IEEE
International Conference on Neural Networks, pp. 1942–1948. IEEE Press (1995)

21. Nezamabadi-pour, H., Rostami Shahrbabaki, M., Maghfoori-Farsangi, M.: Binary particle
swarm optimization: challenges and new solutions. CSI J. Comput. Sci. Eng. Persian 6(1),
21–32 (2008)

Allocation of Static and Dynamic Wireless Power Transmitters 121



Using the CBR Dynamic Method
to Correct the Generates Learning Path

in the Adaptive Learning System

Nihad El Ghouch1, El Mokhtar En-Naimi1(✉) ,
Abdelhamid Zouhair2, and Mohammed Al Achhab3

1 LIST Laboratory, The Faculty of Sciences and Technologies, UAE, Tangier, Morocco
nihad_elghouch@hotmail.fr, ennaimi@gmail.com

2 The National School of Applied Sciences, Al-Hoceima, Morocco
zouhair07@gmail.com

3 The National School of Applied Sciences, Tetuan, Morocco
alachhab@gmail.com

Abstract. The adaptive learning systems have the capacity to adapt the learning
process to the needs/the rhythms of each learner, the learning styles and the pref‐
erences, but they do not ensure an individualized follow-up in real time. In this
article, we will present our architecture of an Adaptive Learning System using
Dynamic Case-Based Reasoning. This architecture is based on the learning styles
of Felder-Silverman and the Bayesian Network to propose the learning path
according to the adaptive style and on the other hand on the approach of the
Dynamic Case-Based Reasoning to ensure a prediction of the dynamic situation
during the learning process, when the learner has difficulty learning. This
approach is based on the reuse of past similar experiences of learning (learning
path) by analyzing learners’ traces.

Keywords: Adaptive learning systems · Learning style
Dynamic Case-Based Reasoning · Learning paths

1 First Section

The use of Web technologies in the educational domain has made it possible to consider
new approaches and learning contexts. Several research projects have proposed the
integration of pedagogical aspects into E-learning platforms that depend on the capacity
of these approaches to provide learners with contents and educational paths adapted to
their needs. The development of adaptive educational systems meets this objective. In
this paper, we will discuss adaptive learning systems based on the detection of knowl‐
edge in relation to the teaching resources, the preferences of the learners and the learning
processes. These systems allow for personalized learning and individualized follow-up.
This follow-up makes it possible to study the behavior of the learner through his traces
of interactions during the learning.

We propose an architecture that performs adaptive learning with individualized
monitoring. This architecture is divided into two parts: the static part and the dynamic

© Springer International Publishing AG, part of Springer Nature 2018
M. Ben Ahmed and A. A. Boudhir (Eds.): SCAMS 2017, LNNS 37, pp. 122–128, 2018.
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part. The first part allows to detect the initial learning style and to propose the path of
learning according to the style. The second part ensures an individualized and continuous
follow-up of the learner during the learning process, using the Dynamic Case Based
Reasoning approach that relies on the sharing and the re-use of successfully passed
experiments (learning paths). The rest of this article will be organized as follows: In the
next section, we will introduce adaptive learning systems. Then, in the third section, we
present the Case-Based Reasoning approach. In the fourth section, we detail our
proposed architecture and describe the different parts. Finally, in the last section, we
come to a conclusion.

2 Adaptive Learning System

Adaptive learning systems are an important class of e-learning systems; they customize
the learning process according to the needs, prerequisites, objectives, etc. of each learner,
and then create a specific learning path. These systems can be categorized in two cate‐
gories, according to the strategic methods according to which these systems work to
ensure adaptability:

• Systems using explicit methods for the collection of information to build the learning
profile based on forms and questionnaires in which the learners express their learning
preferences.

• Systems using implicit methods which consist in collecting information, through the
navigation of the learner within the learning platform. The objective of these two
strategies is to provide the learning system, with the necessary information to be able
to assign the learning objects most adapted to the characteristics of the learner by
creating a learning path.

The problem of the Adaptive Learning Systems is that they assume the generated
learning path is systematically the leading one, which is not necessarily the case, since
we can always detect several negative results during the learning process [1] and they
do not allow an individualized, continuous follow-up of the learner. It allowed us to
conceive the architecture of an Adaptive Learning System using a decision support
system capable of following the learner in real time, using his or her learning style and
traces recorded in the learning platform, in order to predict and decrease the number of
abandonments. This architecture allows for:

• Knowing the learning style;
• Proposing the learning path;
• Analyze the traces of learning;
• Take into account the dynamic change of the learning path;
• Providing solutions for change based on past experience (learning paths stored in a

base of learning paths).

This is why we choose the approach of Case-Based Reasoning (CBR). It is a distrib‐
uted artificial intelligence approach, considered as the most privileged method of
modeling past experience of users.
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3 Case-Based Reasoning

3.1 Definition

The CBR is an approach that solves new problems based on past experiences or solved
problems available in system memory [2]. The Case-Based Reasoning CBR is a
reasoning approach to solve new problems by adapting past cases already solved. The
CBR consists in re-using a new problem, the solution of a similar old problem already
dealt with and resolved. It is based on a large number of problems solved in the past
instead of relying on a deep knowledge of the domain [3]. In the release of a new situation
(a problem), a search for the most similar situation is made in the entire past experience,
and the chosen solution will be reused and adapted (if necessary) to the new case. The
advantages of CBR system:

• It does not require an acquisition of deep knowledge of the domain to find a solution
for a problem. Indeed, the knowledge consists in establishing a description of a
problem and its solution.

• It is relatively simple and easy to compare with other techniques of the IA.
• It facilitates the learning, by inserting new cases into the base of the cases [4].

3.2 Cycle of CBR

In general, Case-Based Reasoning (CBR) is an approach to the resolution of problems
based on the re-use of past experience called “case”. A case represents in particular a
problem and a solution that has been applied (or a method to generate it). The CBR cycle
generally consists of five steps (Fig. 1):

• Elaboration: allows collecting all the necessary information of a problem so as to
build a new case called target case,

• Retrieve: consists in looking into the base of cases for one or several similar solved
cases in the target case. This step is based on the measures of similarity; the correct
selection of the most similar case in the base of cases depends on this measure;

• Reuse: allows obtaining a solution to the new case from the solution selected in the
previous step. The knowledge of adaptation sometimes depends on the domains of
application;

• Revise: allows estimating the proposed solution. In certain cases, it is possible that
the proposed solution does not succeed in solving the problem, which allows for
correcting or refusing the solution;

• Retain: allows adding the new case with its solution in the case base.
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Fig. 1. Cycle of CBR

The Case-Based Reasoning allows the interpretation of a situation (target case), the
retrieve of a similar situation (case sources), the proposal of an adaptation possible for
the current situation with some possible repair and the saving of the result as a new
experience of learning. The target cases of a CBR can be [6]:

• Static target cases: all the information of the case must first be presented before the
search in the base of cases [7, 8].

• Dynamic target cases: the target case evolves dynamically in time; the CBR has to
take into account this continual evolution. A dynamic case is described by one or
several records which presents the evolution of one or several parameters, which is
relevant for the prediction of the situation [7, 8]. The systems of static CBR suffer
from limitations in the management of the dynamic parameters, and they are inca‐
pable of detecting automatically the evolution of their parameters as well as of
adapting to the changes of the current situation [7, 8].

4 Proposed Approach

4.1 Description of the Approach

Our approach is to adapt the learning and to offer a personalized follow-up for diverse
profiles of learners. This follow-up is based on utilizing other experiences successfully
lived with other learners. When use the Case-Based Reasoning, the case is dynamic
because the path of the learner evolves and changes dynamically with time (analysis of
traces in real time). We consider that:

• The learner has an initial learning style through this style by assigning learning
objects by constructing a learning path;
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• The learning process is observed by the traces recorded in the platform. The exploi‐
tation of the traces makes it possible on the one hand to analyze the activity of a
learner and understand its behavior. And on the other hand to extract information or
knowledge in order to personalize its learning environment [9];

• The change of a way of learning of a learner (target case) triggers a CBR cycle to
adapt the learning;

• The base of cases contains the learning style of a learner and his learning path.

4.2 Our Proposed Architecture

Our architecture (Fig. 2) contains two essential phases: static phase and dynamic phase.

Fig. 2. Proposed architecture

4.2.1 Static Phase
During this phase, two steps are executed:

• Learning style detection: This step allows us to detect the initial learning style, we
used the Felder and Silverman FSLSM learning style model [10], there are several
models, the choice of the FSLSM test is that this model returns that this model fills
most of the criteria required by hypermedia systems [11]. This test defines learning
styles in 4 dimensions: Active/Reflective, Sensory/Intuitive, Visual/Verbal, Sequen‐
tial/Global. Learners who belong to each dimension prefer to use specific learning
objects. The results of the FSLSM Test determine the nature and type of the learning
object.

• Proposition of a learning path: After the learning style of each learner is detected,
the learning objects are assigned according to the style. This assignment is carried
out by the Bayesian network. The Bayesian Network [12, 13] allows calculating the
probability to assign learning object according to a description of the learning style
of the learner. The result of this phase is the modeling and determination of the
learning style of the learner.
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4.2.2 Dynamic Phase
This phase starts with the beginning of learning training/a course. It comprises:

• Learner behavior modeling: collects information from the traces of interaction
between the learner and the platform.

• Detection of a change in the proposed learning path: launch of the CBR cycle.

During this phase, the CBR cycle will be applied with each one of its steps:

• Elaboration: allows to collect information such as learning styles and to observe the
behavior of the learner by analyzing his traces in the system in a continuous way.
Considering that the learner who does not follow the proposed learning path or who
has a failure in the evaluation: a target case;

• Retrieve: allows to detect the source case(s) most similar to the target case, by
looking for the learning path(s) most similar to the target case in the base of the source
cases (past learning paths) based on the measure of similarity with learners with the
same style or with all learners. The comparisons between the target case and the
source cases are based on indicators, which are collected from the observation of the
analysis of learners’ traces during the learning: The number of connections to the
platform, the number of visits to each unit of the course, the total time spent for each
unit, the number of examples, the number of exercises, the duration allocated to the
theoretical part, the duration allocated to the practical part, etc. This step will be
activated each time a change in the traces of the learners leads to changing a learning
path, i.e. an update of the target case with time;

• Reuse: Based on the retrieved case, the adaptation solves the target problem:
– Applying the proposed solution without change.
– Applying the proposed solution with change.
– Applying human intervention.

• Revise: This step will be executed:
– If the case chosen is the most similar source case of the target case
– Otherwise, if the source case does not match the target case. In this case, the system

must return to the Recall step.
• Retain: Memorize the target case as a new case in the system knowledge base (case

basis). During this phase, the system intervenes by offering a base of the learning
paths of learning indexed to build or adapt paths by relying on the traces of the learner
interacting with the platform and learning style, in order to have an individualized
follow-up in real time.

5 Conclusion and Perspectives

Our contribution consists in proposing architecture allowing an adaptive learning and
an individualized follow-up of the learner. Our architecture bases on the test of FSLSM
to detect the initial learning style of the learner (the preferences), the Bayesian Network
to affect the learning objects according to the detected style by creating of learning path
and a decision system allowing to adapt the learning, if the learner does not follow the
proposed learning path or he suffers difficulties to learn.
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In Our architecture, we used a Dynamic Case-Based Reasoning based on the traces
by the learner during the learning process. These traces change in real time. Our future
work consists in implementing the proposed architecture, developing the different steps
of the cycle of the Dynamic Case-Based Reasoning.

References

1. Lenz, B.: Failure is essential to learning (2015). http://www.edutopia.org/blog/failure-
essential-learning-bob-lenz

2. Kolodner, J.L.: Case-Based Reasoning. Morgan Kaufmann (1993)
3. Bichindaritz, I., Marling, C.: Case-based reasoning in the health sciences: what’s next? Artif.

Intel. Med. 36, 127–135 (2006)
4. Watson, I., Marir, F.: Case-Based Reasoning: A Review, AI-CBR, Dept. of Computer

Science, University of Auckland, New Zealand. http://www.aicbr.org/classroom/cbr-
review.html. Accessed Aug 2009

5. Mille, A.: Traces based reasoning (TBR) definition, illustration and echoes with story telling.
Rapport Technique RR-LIRIS-2006-002, LIRIS UMR 5205 CNRS/INSA de Lyon/
Université Claude Bernard Lyon 1/Université Lumière Lyon2/Ecole Centrale de Lyon,
January 2006

6. Loriette-Rougegrez, S.: Raisonnement à partir de cas pour desévolutions spatiotemporelles
deprocessus. revue internationale degéomatique 8(1–2), 207–227 (1998)

7. Zouhair, A.: Raisonnement à partir de cas dynamique multi-agents: application à un système
de tuteur intelligent, Ph.D. in computer science, in Cotutelle between the Faculty of Sciences
and Technologies of Tangier (Morocco) and the University of Le Havre (France), supported
in October 2014

8. En-Naimi, E.M., Zouhair, A.: Intelligent dynamic case-based reasoning using multiagents
system in adaptive e-service, e-commerce and elearning systems. Int. J. Knowl. Learn. 11(1),
42–57 (2016)

9. Settouti, L.S., Prié, Y., Mille, A., Marty, J.-C.: Vers des systèmes à base de traces modélisées
pour les eiah. LIRIS Research Report (2007)

10. Felder, R.M., Silverman, L.K.: Learning Styles and Teaching Styles in Engineering
Education, November 1987

11. Popescu, E., Badica, C., Trigano, P.: Description and organization of instructional resources
in an adaptive educational system focused on learning styles. In: Advances in Intelligent and
Distributed Computing, pp. 177–186. Springer, Heidelberg (2008)

12. Elghouch, N., Seghroucheni, Y.Z., En-Naimi, E.M., El Mohajir, B.E., Al Achhab, M.: An
application to index the didactic resources in an adaptive learning system. In: The Fifth
International Conference on Information and Communication Technology and Accessibility
(ICTA 2015), Marrakech, Morocco, 21–23 December 2015, pp. 1–3. IEEE Proceedings
(2015)

13. Elghouch, N., En-Naimi, E.M., Seghroucheni, Y.Z., El Mohajir, B.E., Al Achhab, M.:
ALS_CORR[LP]: an adaptive learning system based on the learning styles of Felder-
Silverman and a Bayesian network. In: 4th IEEE International Colloquium on Information
Science and Technology (CiSt) (2016)

128 N. El Ghouch et al.



Noisy Satellite Image Segmentation
Using Statistical Features

Salma El Fellah, Salwa Lagdali(✉), Mohammed Rziza, and Mohamed El Haziti

LRIT, Rabat IT Center, Faculty of Sciences, Mohammed V University in Rabat, Rabat, Morocco
salwalagdali@gmail.com

Abstract. Satellite image segmentation is a principal task in many applications
of remote sensing such as natural disaster monitoring and residential area detec‐
tion and especially for Smart cities, which make demands on Satellite image
analysis systems. This type of image (satellite image) is rich and various in content
however it suffers from noise that affects the image in the acquisition. The most
of methods retrieve the textural features from various methods but they do not
produce an exact descriptor features from the image and they do not consider the
effect of noise. Therefore, there is a requirement of an effective and efficient
method for features extraction from the noisy image. This paper presents an
approach for satellite image segmentation that automatically segments image
using a supervised learning algorithm into urban and non-urban area. The entire
image is divided into blocks where fixed size sub-image blocks are adopted as
sub-units. We have proposed a statistical feature including local feature computed
by using the probability distribution of the phase congruency computed on each
block. The results are provided and demonstrate the good detection of urban area
with high accuracy in absence of noise but a low accuracy when noise is added
which yields as to present a novel features based on higher order spectra known
by their robustness against noise.

Keywords: Computer vision · Segmentation · Classification · Satellite image
Statistical feature · Phase gradient · Higher Order Statistics

1 Introduction

Remotely sensed images of the Earth that we can acquire through satellites are very
large in number. The classification of data has long attracted the attention of the remote
sensing community because classification results are the basis for many environmental
and socioeconomic applications [1]. Scientists and practitioners have made much effort
in developing advanced classification approaches and techniques for improving classi‐
fication accuracy. Each image contains a lot of information inside it and can have a
number of objects with characteristics related to the nature, shape, color, density, texture
or structure. It is very difficult for any human to go through each image, extract, and
store useful patterns. An automatic mechanism is needed to extract objects from the
image and then do classification. The problem of urban object recognition on satellite
images is rather complicated because of the huge amount of variability in the shape and
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layout of an urban area, in addition to that, the occlusion effects, illumination, view
angle, scaling, are uncontrolled [2]. Therefore, more robust methods are necessary for
good detection of the objects in remotely sensed images. Generally, most of existing
segmentation approaches are based on frequency features and use images in gray levels.
Texture based methods partition an image into several homogenous regions in terms of
texture similarity. Most of the work has concentrated on pixel-based techniques, [3].
The result of pixel-level segmentation is a thematic map in which each pixel is assigned
a predefined label from a finite set. However, remote sensing images are often multi‐
spectral and of high resolution which makes its detailed semantic segmentation exces‐
sively computationally demanding task. This is the reason why some researchers decided
to classify image blocks in-stead of individual pixels [4]. We also adopt this approach
by automatically dividing the image into a single sub-image (block), and then evaluate
classifiers based on support vector machines, which have shown good results in image
classification. The process of generating descriptions represents the visual content of
images. In this paper, we focus on the emerging image segmentation method that use
statistical feature; in order to model local feature and we analyze the effect of noise on
the classification accuracy.

The rest of the paper is organized as follows. Section 2 presents a review of some
works related to our work, Sect. 3 describes the general framework of the proposed
approach, while Sect. 4 shows the experimental results and finally Sect. 5 concludes the
paper

2 Related Work

There are many techniques for classification of satellite images. We briefly review here
some of the methods that are related to our work: Mehralian and Palhang, [5] separate
urban terrains from non-urban terrains using a supervised learning algorithm. Extracted
feature for image description is based on principal components analysis of gradient
distribution. Ilea and Whelan [6] considered the adaptive integration of the color and
texture attributes and proposed a color-texture-based approach for SAR image segmen‐
tation. Fauquer et al. [7] classify aerial images based on color, texture and structure
features; the authors tested their algorithm on a dataset of 1040 aerial images from 8
categories. Ma and Manjunath [8] use Gabor descriptors for representing aerial images.
Their work is centered on efficient content-based retrieval from the database of aerial
images and they did not try to automatically classify images to semantic categories. In
this work, we use local features, believing that is beneficial on identifying image and
more suitable to represent complex and noisy scenes and events categories, our feature
vector extracted will be the result of combination of the statistical local feature.

3 Proposed Approach of Urban Terrain Recognition

In this paper, a new approach for satellite images segmentation is presented. The method
comprises three major steps:

Firstly, we start by splitting the image into blocks with size of (20 × 20).
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The second step consists in feature extraction, we calculate the computation of phase
congruency map of each sub image (block) then, the statistical local features (mean,
variance and skewness) are calculated from the probability distribution of the phase
congruency. These features are combined to construct a feature vector for each block.
These vectors are used to characterize each sub image.

Finally, these vectors are used as training and testing where Gaussian noise is added
to the test images. Classification is performed using SVM to distinguish urban classes
from non-urban classes. The tests show that the proposed method can segment images
with high accuracy in absence of noise but when the images are corrupted by noise the
accuracy become progressively worse.

In what follows, it is assumed that satellite images are being analyzed for segmen‐
tation to urban and non-urban terrain. Below, we describe each of these steps.

3.1 Partitioning

For evaluation of the classifiers we used 800 × 800 pixel (RGB) image taken from
Google Earth related to Larache city, Morocco, satellite images are sometimes very large
and handling. We split this image into smaller blocks of 20 × 20 pixels, with an overlaps
of 4 pixels at the borders. So we have in total 4493 blocks in our experiments. We
classified all images into 2 categories, namely: urban and non-urban. Examples of sub-
images from each class are shown in Fig. 1.

Fig. 1. Some sample blocks from satellite images; first row: Non-urban areas, second row urban
areas.

3.2 Feature Extraction

To describe each sub-image, the statistical features of the 2D phase congruency histo‐
gram applied on each block and obtained values as principals used for features, so we
have a 1D feature vector for each block, which will be used in training process.

The statistical features [9] provide information about the properties of the probability
distribution. We use statistical features of the phase congruency histogram (PCH) as
mean, variance and skewness that are computed by using the probability distribution of
the different levels in the histograms of PCH. Let 𝜆i be a discrete random variable that
represents different levels in a map and let p

(
𝜆i

)
 be the respective probability density
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function. A histogram is an estimation of the probability of occurrence of values 𝜆j as
measured by p

(
𝜆i

)
. We content with three statistical feature of histogram:

• Mean (m): computes the average value. It is the standardized first central moment
of the probability distribution in image.

m =

L−1∑

i=0

𝜆ip
(
𝜆i

)

• Variance (σ): It’s second central moment of the probability distribution, the expected
value of the squared deviation from the mean.

𝜎 =

L−1∑

i=0

p
(
𝜆i

)
𝜆2

i
− m2

• Skewness (k): computes the symmetry of distribution. S gives zero value for a
symmetric histogram about the mean and otherwise gives either positive or negative
value depending on whether histogram has been skewed right or left to the mean.

k =

L−1∑

i=0

(
𝛾i − m

)3
p
(
𝛾i

)

After the calculation of these statistical features for each PCH, the feature vectors
fPC of each block are constructed as:

fPC = {mPCH, 𝜎PCH, kPCH}

The feature vectors of all the blocks images including urban and non-urban sub-
image are constructed and stored to create a feature database.

After feature extraction, we use this vector feature to train and test SVM. Given a
set of training examples, each marked as belonging to one of two categories. We used
half of the images for training and the other half for testing.

In order to evaluate the effect of noise on the classification of satellite images, we
add Gaussian noise with different noise levels (SNR = 20 dB, 10 dB and 5 dB) on the
test images. The results of the classification experiment with and without noise are
reported in Table 1.

4 Experimental Result of the Proposed Method

4.1 Phase Congruency Features

We experiment the approach on two samples of satellite image, taken both from Google
Earth, related to Larache city, Morocco [10]. There sizes are 800 × 800 pixel (RGB)
image. We have split (with an overlaps of 4 pixels at the borders) these images into
smaller sub-images of 20 × 20 pixels. In total, it occur 4493 sub images.
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We characterize each sub-image by 1D statistical feature vector, which is based on
the statistical local features (mean, variance and skewness) calculated from the proba‐
bility distribution of the phase congruency (Fig. 2).

Fig. 2. Local feature plot of a satellite image with a level noise (5 dB) and without noise

Figure shows the plot of local feature of a satellite image block (see Fig. 3) with a
very high level noise (5 dB) and without noise, it can be observed that some picks have
despaired when adding noise; which means that the feature have been affected by the
noise.

Fig. 3. Satellite image block without noise (first line) and with a level noise (5 dB) (second line)

We use half of the features for training and the other half for testing, we label the
training data manually with 1 and –1, where label 1 refers to urban category and the –1
refers to non-urban category, and the obtained model will be tested on the test data. To
evaluate the robustness of the features against noise, we add Gaussian noise with
different levels noise on the test data. In the sections below the results of the test will be
discussed.

To examine the ability of proposed approach, we have used accuracy and precision
statistical measures:

Table 1. Table captions should be placed above the tables.

Metric Without noise SNR = 5 dB SNR = 10 dB SNR = 20 dB
Accuracy 0.94 0.74 0.85 0.93
Precision 0.96 0.76 0.87 0.95
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From Table 1 we observe that in the absence of noise, the phase congruency features
give good results (94%). However, when the images are corrupted by Gaussian noise,
the correct accuracy becomes to deteriorate from 93% at SNR = 20 dB to 74% at
SNR = 5 dB.

This degradation yields us to think about exploiting Higher order spectra in the
feature extraction procedure. Higher order spectra and especially the third order namely
the bispectrum are known by their ability to nullify Gaussian noise.

4.2 Bispectrum Features

Bispectrum is the third order spectrum known by its ability to nullify Gaussian noise
where the bispectrum of Gaussian noise is zero [11, 12].

Mathematically the bispectrum B(f 1, f 2) of 1D signal x is expressed as:

B(f 1, f 2) = X(f 1) ⋅ X(f 2) ⋅ X(f 1 + f 2)

Where X(f 1) and X(f 2) are respectively the fourier transform of x at frequencies f 1
and f 2 and X(f 1 + f 2) the conjugate.

The bispectrum is a complex value and it can be expressed as:

B(f 1, f 2) = B(f 1, f 2) ∨ exp(i𝜋)

Where B(f 1, f 2) ∨ is the magnitude and 𝜋 is the phase of bispectrum.
Features extracted from bispectrum are very robust against noise where every Gaus‐

sian noise added to the image is eliminated by the bispectrum. For this reason, we are
interested in the bispectrum magnitude features.

Fig. 4. Mean magnitude of bispectrum of a satellite image with a level noise (5 dB) and without
noise.

Figure 4 shows the mean magnitude of bispectrum of a satellite image with a very
high level noise (5 dB) and without noise, it can be observed that the feature do not
affected by the noise. Hence it can be used as a feature for classifying satellite images.
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5 Conclusion and Perspectives

In this work, we have focused on the type of Feature Extraction Technique, and we have
proposed a statistical feature including local features in which we compute the proba‐
bility of distribution of 2D phase congruency. We distinguish urban from non-urban
terrain, the algorithm makes decision about image block (not a pixel) in both size
(20 × 20), so each block are described by 1D vector features, then SVM are used for
classification. The results of the approach yield good performance in absence of noise.
However, when the images are corrupted by Gaussian noise the accuracy deteriorate
which yields as to analyzing bispectrum features that do not change with noise. As a
future work, we are interested in exploiting the presented magnitude feature to classify
noisy satellite images.
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Abstract. User profile inference on online social networks is a promising way
for building recommender and adaptive systems. In the context of adaptive
learning systems, user models are still constructed by means of classical tech-
niques such as questionnaires. Those are too time-consuming and present a risk
of dissuading learners to use the system. This paper explores the feasibility of
learner modeling based on a proposed set of features extracted and inferred from
social networks, according to the IMS-LIP specification. A suitable general
architecture of an AEHS is presented, whose adaptation combines three distinct
aspects: Felder and Silverman learning style, knowledge level and personality
traits. This latter is a novel adaptation criterion, it is an interesting user feature to
be incorporated in user models, a feature that is not yet considered by existing
AEHS. However, adapting such systems to personality traits contributes to
achieving a better adaptation by varying learning approaches, integrating col-
laboration and adapting feedback. The aim of this paper is to show how this
contribution is doable through the proposed framework.

Keywords: Educational hypermedia system � Adaptation � Learner model
FSLM � Big five personality traits � Social networks

1 Introduction

E-learning environments are aspiring to respond to the growing need for personalized
on-line learning by providing more support for adaptability and on-demand learning
object generation [1]. Adaptive Educational Hypermedia systems (AEHS) are con-
sidered as one of the key areas for delivering personalized e-learning. The benefit of
such learning is that it can be dynamically tailored to the individual student’s abilities
and skill attainment. This empowers the learner engagement and his learning outcomes.
Although, some studies [2, 3] report that AEHS are not widely used since they are still
challenging various issues. Particularly, in the earlier work [4], we have showed,
through our analysis of 50 current AEHS, that for learner modeling, designers need to
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consider the maximum amount of relevant data without overloading the user by
questionnaires that may dissuade him/her. Since the quality of the provided person-
alized learning depends largely on the characteristics and richness of the learner model,
adaptive learning systems would benefit from improving their learner models. We have
also noticed that there is a lack of standards use, which could have insured the inter-
operability, the reusability and the scalability of the learner model. Finally, concerning
the adaptation model, we have noticed that all AEHS adapt their features to one or two
of the following aspects: content, navigation or presentation and very few systems
adapt to all the three at the same time. We wonder whether there are other adaptation
aspects that could boost learner motivation.

To cope with these issues, we investigate, in this paper, how social networks can
help building AEHS. We propose a system architecture that acquires wider knowledge
about a user, from his/her interaction with social networks. This will allow reaching a
better adaptation and avoiding disadvantages of questionnaires, such as additional time
that students need to spend and the influence of lack of motivation to fill out loaded
questionnaires. In fact, on one hand, our literature review concerning social networks
analysis [5, 6] shows that we can use such networks to analyze user behavior, extract
his/her preferences and predict his/her personality traits. On the other hand, several
published papers acknowledged that personality traits, in particular, influence learning
and academic behaviors (how the learner likes to proceed, what motivates him and if
he/she likes to collaborate with others) [7, 8]. That explain why we should include
personality traits in our learner model as an adaptation criteria together with the
learning style and the knowledge level. Effectively, adapting our system to the learner
personality traits imply varying the learning approach for each type of learners,
encouraging the use of collaborative tools when needed and providing the most con-
venient feedback for each trait. This latter is a novel adaptation aspect that can be added
to the three ones used to date: content, navigation and presentation.

In addition, this paper shows how we could use educational specifications
(IMS-LIP [9] for user modeling) and standards (IEEE-LOM [10] and SCORM [11] for
domain modeling) to support dynamic modeling and collaboration during the per-
sonalized learning process that corresponds to the expected objectives.

The remainder of the paper is structured as follows. In Sect. 2, we present the big
five personality model and the Felder and Silverman learning style model and how we
can differentiate learning according to their characteristics. In Sect. 3 we describe our
system architecture with its detailed models. Finally, we conclude with directions for
future work in Sect. 4.

2 Related Work

Providing accurate personalized learning to users requires modeling their preferences,
interests and needs. This is referred to learner modeling. Therefore, most of the
researchers on adaptive learning systems have focused on the learner profile based on
his knowledge level and/or learning style. We agree that including these data in an
adaptive system is essential, since knowledge level serves to define the appropriable
learning object difficulty and the learning style represents how the student like
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processing information. However, we think that if we can consider also the learner
personality traits, this will extend the learner model and provide more adaptability. So
we suggest an association between personality type, learning style and knowledge level
as criteria for generating customized learning objects. In this work, we adopt the big
five personality model [12] since it is one conceptualization of personality that has been
increasingly studied and validated in the scientific literature [13] and the Felder and
Silverman learning style model for its simplicity and well acceptance [4].

2.1 Big Five Personality Traits

Personality could be defined as the set of an individual’s characteristics and behaviors
that guide him/her to make decisions and act accordingly under specific conditions [14].

According to the big five personality model, most human personality traits can be
described in five wide-ranging dimensions which are: Openness, Consciousness,
Extraversion, Agreeableness and Neuroticism (OCEAN) [12]. This model has emerged
for understanding the relationship between personality and academic behaviors [15–

17]. Table 1 summarizes these relationships.
Applying the big five personality model in this work will allow us to determine

which learners are thoughtful (deep approach), which ones process information more
superficially (surface approach) and which ones focus on the product (achieving
approach). Furthermore, this model will help us to determine if learners like to col-
laborate or not and which learners need an extrinsic motivation for learning. In fact
learners with high scores (greater than 50%) in:

• Openness, Consciousness or Extraversion are more likely to proceed with a deep
approach, so they make sense of what they are learning, they can relate it to their
previous knowledge, they have positive emotion about learning and they like dis-
cuss their thoughts with others [18].

• Extraversion are more interested in obtaining high grades, they follow up all sug-
gested material and exercises. So, it’s more advantageous to remember them the
objectives of courses and how those can help them to success in their career. This is
called the achieving approach [15].

• Neuroticism are likely to limit their study to the minimal fundamentals, they don’t
make connections between pieces of information but can memorize what they learn
in an atomistic way. This is called the surface approach [15].

Learners’ personality traits can be measured in different ways. The explicit way
uses questionnaires such as the International Personality Item Pool of the NEO
(IPIP-NEO) [19], the mini-IPIP scale [20], the Big Five Inventory (BFI) [12] or the
NEO Five Factor Inventory (NEO-FFI) [21]. The implicit way, which particularly
interests us in this work, consists of predicting the learner personality traits from his
digital footprints of behavior in social networks especially Facebook or Twitter1 [22].

1 https://applymagicsauce.com/demo.html.
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2.2 Felder and Silverman Learning Style Model

Felder and Silverman, in their inventory of learning style [23], outline various
dimensions regarding how people process information, and each dimension has two
possible values:

• Information processing: Active (A)/Reflective (R)
• Perception: Sensing (S)/Intuitive (I)
• Input: Visual (Vi)/Verbal (Ve)
• Understanding: Sequential (Seq)/Global (G).

The combinations of these preferences result in total of 16 learning styles types and
are typically denoted by four letters to represent a person, for example one learner can
have as learning style: (A, I, Ve, G).

The relation between the learning style and learning strategy has attracted many
researchers. The results of their works showed that learner, tend to favor a particular
teaching strategy enabling him to better assimilate the course. Some authors [24, 25]
suggest an association between learning style and learning objects in E-learning con-
text. Table 2 summarizes the preferences of each style according to the Felder and
Silverman model.

The Felder and Silverman learning style is generally determined within the
administration of the Index of Learning Styles Questionnaire (ILSQ) which is an online

Table 1. Correlation between personality traits and learning characteristics

Personality
trait

Characteristics Learning
approach

Collaboration
type

Motivation
type

Openness
(high +50%)

Asking questions,
analyzing arguments,
critical, logical, relating
learning to previous
knowledge

Deep
approach

Collaborative Intrinsic

Consciousness
(high +50%)

Concentration,
autonomy, organization,
caring about learning
conditions, clear goals

Deep and
strategic
approach

Individual Intrinsic

Extraversion
(high +50%)

Perceiving studying as a
means of getting hold of
a degree or finding a
well-paid job

Deep
approach

Collaborative Academic
success
motivation

Agreeableness
(high +50%)

Friendliness,
Trustworthiness, and
cooperativeness

Achieving
approach

Collaborative Extrinsic

Neuroticism
(high +50%)

Lack of concentration,
fear of failure, problems
in understanding how
things relate to each
other

Surface
approach

Individual Extrinsic
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form composed of 44 questions [26]. However, it has been noticed that questionnaire is
not reliable since given answers could not accord with the real behavior the questions
aim to investigate (either the user deforms his answers intentionally or not) [27]. To
come up with this issue, some authors proposed probabilistic methods in order to detect
the style of the learner by investigating his behavior while using the system. These
methods include neural networks [28], KNN [29], Bayesian networks [30], etc.

3 Our Proposed System Description

In this section we propose a framework for our adaptive learning system. This
framework consists of methods and mechanisms to provide a customized educational
experience which meets the educational interests and needs specific to each learner.
Our system is distinguished from the existing ones by the fact of adopting social
networks APIs to initiate the learner model. That implies several modifications to the
classical models used to date:

• for the learner model, it will consider the personality traits as a data and an adap-
tation factor;

• for the domain model, it will take into account collaborative tools as learning
objects, so the system can show them when needed;

• for the adaptation model, it will add feedback as an adaptation aspect, in a way that
it can be adapted to the learner personality traits.

Our proposed architecture is conforming to the LAOS theoretical framework [31]
as shown in Fig. 1. We have chosen this model since it is comparatively the most

Table 2. Felder & Silverman scale and its implications for learning preferences

Learning style
dimension

Type Preferences

Information
processing

Active Applied exercises, experimentation, simulations,
role-play, project, group work

Reflective Less exercises, situations problems, summaries, case
study, individual work

Perception Sensing Applied exercise, experiences, concrete facts, first
examples then theory

Intuitive Theoretical data, theory before examples, abstract
problems

Entry channel Visual Graphs, photos, diagrams, charts, videos, multimedia
Verbal Text, audio, hypertext, conferences, lecturing, verbal

information
Understanding Sequential Exercises after theory, summaries after course, logical

fixed order
Global Holistic approach: overview, exercises and summary

before course
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recent one, it provides a clear separation of the major parts of an AEHS and it con-
tributes to modeling the pedagogical process of a course.

The learner model refers to the user model (UM) in LAOS, the pedagogical model
is the equivalent of the goals and constraints model (GM), the domain model and the
adaptation model maintain the same nomination (DM) and (AM) and the user interface
represents the presentation model (PM).

3.1 Learner Model

Our learner model is based on the IMS-LIP specification model [9]. This specification
will ensure the interoperability and the richness of the learner model, an aspect that was
rarely considered by the existing AEHS. The proposed learner model includes
implicitly and explicitly acquired data. The adaptation to this model essentially con-
siders: the personality traits, the learning style according to the Felder & Silverman
model and the knowledge level.

A novel way to respond to the IMS-LIP specification without overloading the user
by questionnaires is the use of social networks. In fact, domain-independent data that
could be retrieved via the Facebook, Twitter and LinkedIn APIs are:

• Identification: Name, e-mail, age, gender, mother tongue.
• Affiliation: names of the groups user is affiliated.
• QCL: qualifications, certifications and licenses.
• Accessibility: language skills.
• Interests: hobbies, entertainment.
• Goal: in terms of career.

Fig. 1. Macro architecture of our adaptive learning system.
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• Accessibility: personality traits which are detected from navigation traces and
behavior of the user on Facebook or Twitter. Once those traits are defined, we can
conclude the motivation type and the preference to collaborative work.

The system uses tests and/or questionnaires to fill in the following fields:

• Competency: skills and knowledge acquired before starting a course and at the end
of each learning sequence.

• Activity: other activities initiated by the learner.
• Goal: specific to the field study.

The system automatically detects the following fields:

• Relationship: between the system and other data structures.
• Security key: password and security codes assigned to the learner.
• Transcript: a summary of the results obtained when using the system. We will

enrich this field with a complete description of the learner’s navigation and his/her
connection time. These data which will be used to predict the learning style of the
user according to the Felder & Silverman model (trait of the Accessibility field).

Once the user registered, the system stores his personal data, that is mostly extracted
from his social networks if he owns one at least, especially Facebook. Otherwise, the
user is asked to fill in a form that allows to respond to the IMS LIP specifications and to
answer the big five personality traits questionnaire. Concerning the learning style, the
user has the choice to answer the ILS questionnaire or to let the system detecting it
automatically from his interaction and navigation traces while using the system.

Fig. 2. Use case diagram of the learner and the system
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Mostly, the learner, as a principal actor of the adaptive system, must subscribe if
he/she is a new user, either by providing his/her login/password in order to access to
his/her social networks or by answering a questionnaire. If the learner has already used
the system before, he/she just need to authenticate his/herself.

The learner can always manage his/her profile by adding, removing or changing
some data. Finally, the learner can access to the courses available within the system,
he/she can: read their contents, navigate to the links proposed by the system, participate
on forums, wikis, blogs and chats and pass tests/quizzes, so the system can evaluate
him/her.

Figure 2 outlines the prospective use cases of the learner in his/her interaction with
the system, according to the modeling language UML (Unified Modeling Language).

3.2 Domain Model

The proposed domain model is composed of assembled learning objects. This new
tendency plays an important role in the development of e-learning systems by allowing
the use and reuse of digital courses.

To ensure the reuse of learning objects by virtual platforms, their information
structure is standardized. The most common standards are: LOM (Learning Object
Metadata) [10], SCORM (Sharable Content Object Reference Metadata) [11], IMS-LD
(IMS Learning Design) [32] and ISO/IEC 19788 – MLR (Metadata Learning
Resources) [33].

For our domain model, we have chosen to use the standards LOM and SCORM.
Since LOM, standardized by the IEEE organization, provides a metadata model for
describing learning objects, which facilitates their indexing and reuse. While SCORM
proposes a mechanism for exploiting various learning objects in a system and con-
trolling their use.

Multiple versions of the same learning object are created in agreement to the
principle of differentiated pedagogy [34], and are indexed by the means of the LOM
content metadata.

The LOM standard indexes each learning object within nine descriptive elements as
follows: 1. General, 2. Lifecycle, 3. Meta metadata, 4. Technical, 5. Educational,
6. Rights, 7. Relation, 8. Annotation and 9. Classification.

Table 3 shows our list of descriptors that are essential for adapting resources to the
learner profile.
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3.3 Pedagogical Model

The purpose of our pedagogical model is to describe the learning strategies. It consists
of rules and constraints that synthesize the domain knowledge hierarchy (prerequisites,
parts, equivalents, etc.) and the constraints that have to be respected by the system for a
better adaptation of learning objects. We propose a set of rules, on the basis of the
works of [24, 25], that allows adaptation to the knowledge level, to the personality
traits and to the Felder and Silverman learning style:

Table 3. Our list of descriptors used for learning object adaptation.

Identifier Element Description

1 General
1.2 Title Title of the resource
1.3 Language Language(s) of the resource
1.4 Description Description of the resource content
1.5 Keyword keywords giving information about the theme carried by the

resource content
1.7 Structure Basic structured organization of the resource (collection,

linear, hierarchical, etc.)
4 Technical
4.1 Format Sound, textual
5 Educational
5.1 Interactivity

type
Description of the predominant learning mode promoted by
the resource

5.2 Learning
resource type

Free activity, narrative text, auto evaluation, case study,
summary, demonstration, formative evaluation, exercise,
experience, exploration, reading text/presentation, educational
game, role-play, project, educational scenario, simulation

5.3 Interactivity
level

High (1) or low (0)

5.4 Semantic
density

Very low to very high

5.6 Context Description of the pedagogical use of the resource
5.7 Typical age

range
Age of users

5.8 Difficulty Resource difficulty: very easy, easy, medium, difficult, very
difficult

5.9 Typical
learning time

Approximate learning time

7 Relation
7.1 Kind Kind of relations between learning objects (prerequisite, part

of, based on, etc.)
9 Classification
9.1 Purpose Purpose of the resource
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Knowledge level 
Rule1: IF ''test result'' <50% THEN ''LOM.Educational.Difficulty (5.8)'' = 
very easy. 
Rule2: IF 50% <= ''test result'' <60% THEN ''LOM.Educational.Difficulty 
(5.8)'' = easy. 
Rule3: IF 60% <= ''test result'' <70% THEN ''LOM.Educational.Difficulty 
(5.8)'' = medium. 
Rule4: IF 70% <= ''test result'' <90% THEN ''LOM.Educational.Difficulty 
(5.8)'' = difficult. 
Rule5: IF ''test result''> = 90% THEN ''LOM.Educational.Difficulty (5.8)'' = 
very difficult.  

•

•

•

•

•

Personality traits 
Rule1: IF ''personality type'' = Openness, Extraversion or Agreeableness 
(+50%) THEN ''LOM.Educational.Interactivity level (5.3)'' =1. 
Rule2: IF ''personality type'' = Consciousness or Neuroticism (+50%) THEN 
''LOM.Educational.Interactivity level (5.3)'' =0. 
Rule3: IF ''personality type'' = Openness, Consciousness or Extraversion 
(+50%) THEN ''LOM.Educational.Semantic density (5.4)''> 2. 
Rule4: IF ''personality type'' = Agreeableness or Extraversion (+50%) THEN 
display LOM.Classifcation.Purpose (9.1). 
Rule5: IF ''personality type'' = Neuroticism (+50%) THEN display 
LOM.Classifcation.Purpose (9.1) and ''LOM.educational.Semantic density 
(5.4)'' = 0 or 1.  

Felder & Silverman learning style 
Rule1: IF ''learning style'' = Active THEN ''LOM.Educational.Learning 
resource type (5.2)'' = ''exercise or experience or simulation'' AND 
''LOM.Educational.Interactivity level (5.3)'' =1. 
Rule2: IF ''learning style'' = Reflective THEN ''LOM.Educational.Learning 
resource type (5.2)'' = ''case study or exploration or summary''. 
Rule3: IF ''learning style'' = Sensing THEN ''LOM.Educational.Learning 
resource type (5.2)'' = ''exercise or experience or simulation'' and 
''LOM.General.Structure (1.7)'' = examples before theory. 
Rule4: IF ''learning style'' = Intuitive THEN ''LOM. Educational.Learning 
resource type (5.2)'' = ''case study or narrative text'' and 
''LOM.General.Structure (1.7)'' = theory before examples. 
Rule5: IF ''learning style'' = Visual THEN ''LOM.technical.format (4.1)''= 
''textual or video''. 
Rule6: IF ''learning style'' = Verbal THEN ''LOM.technical.format (4.1)''= 
''sound or video''. 
Rule7'': IF ''learning style'' = Sequential THEN ''LOM.General.Structure 
(1.7)'' = theory before exercises. 
Rule8: IF ''learning style'' = Global THEN ''LOM.General.Structure (1.7)'' = 
summary and exercises before theory. 

•

•

•

•

•

•

•

•

•

•

•

•

•
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3.4 Adaptation Model

We propose a probabilistic adaptation model, such us Bayesian Networks [30], which
dynamically calculates the probability that a learning object is the most suitable to the
learner’s learning style, personality traits and knowledge level. It allows also giving
feedback to learners based on their test results and their personality traits following to
the recommendations of the authors [35].

The adaptation model is, all the time, on communication with the learner model, the
domain model and the pedagogical model. It first checks if the title of the resource, its
purpose, description, context, language and typical age range correspond to the
requested course by the learner and his profile. After what, and on basis of the learner
prerequisite test results, the adaptation model defines the difficulty of the corresponding
resource (following the rules of the pedagogical model). Then, it applies the rules
corresponding to the learner’s personality type. Finally, once the learner’s learning
style is defined, the adaptation model selects the most probable convenient learning
objects.

In virtue of the probabilistic and dynamic aspects enclosed in automatic detection
of learning styles, our system gradually and constantly adjusts the learner model.
Consequently, this inquires the adjustment of the learning objects generation, in a way
that those concord with the updated learner model. It’s another advantage of our
system, that was not widely applied in the current AEHS.

4 Conclusion and Future Work

Within this paper, we have proposed an initial formalization of our adaptive learning
system architecture. We have investigated a new way to initialize the learner model by
using social networks, while meeting the specifications of the IMS LIP. The compli-
ance to such specification will grants the interoperability and the reusability of the
learner model, in contrast to the existing AEHS learner models. Also the extracted data
from social networks will enrich our learner model and will reduce the use of
questionnaires.

We introduced adaptation rules corresponding to the learner’s personality traits, on
the basis of the literature review concerning the subject. Such traits have never been
used by the current AEHS. However, we have noticed that the adaptation to personality
traits is quite important. It involves considering collaborative learning objects, adapting
the learning approach and providing adequate feedback to learners. This will increase
their motivation to use the system and will promote interaction and collaboration
among users, whose personality shows that they like to interact. That is, in fact, one of
the principles of the connectivism learning theory [36].

We discussed also how we can model the domain, in a way that it corresponds to
the most common standards and it allows dynamic adaptation of the adaptation model.

The proposal is under implementation in a prototype system, once done we should
test it on a sample of learners and discuss the results.

146 K. S. Andaloussi et al.



References

1. Brusilovsky, P.: Adaptive hypermedia. User Model. User Adap. Inter. 11(1–2), 87–110
(2001)

2. Baki, A., Güven, B., Karal, H., Özyurt, Ö., Özyurt, H.: Evaluation of an adaptive and
intelligent educational hypermedia for enhanced individual learning of mathematics: a
qualitative study. Exp. Syst. Appl. 39, 12092–12104 (2012)

3. Wilson, C., Scott, B.: Adaptive systems in education: a review and conceptual unification.
Int. J. Inf. Learn. Technol. 34(1), 2–19 (2017)

4. Sakout, A.K., Capus, L., Berrada, I.: Adaptive educational hypermedia systems: current
developments and challenges. In: Proceedings of the 2nd International Conference on Big
Data, Cloud and Applications, BDCA 2017, Tetouan, Morocco, 29–30 March 2017. ACM
(2017)

5. Liu, Y., Wang, J., Jiang, Y.: PT-LDA: a latent variable model to predict personality traits of
social network users. Neurocomputing 210, 155–163 (2016). SI:Behavior Analysis In SN

6. Staiano, J., Lepri, B., Aharony, N., Pianesi, F., Sebe, N., Pentland, A.: Friends don’t lie:
inferring personality traits from social network structure. In: Proceedings of the 2012 ACM
Conference on Ubiquitous Computing, UbiComp 2012, pp. 321–330. ACM, New York
(2012)

7. Faria, A.R., Almeida, A., Martins, C., Gonçalves, R., Figueiredo, L.: Personality traits,
learning preferences and emotions. In: Proceedings of the Eighth International C*
Conference on Computer Science and Software Engineering, C3S2E 2015, pp. 63–69.
ACM, New York (2008)

8. Hazrati-Viari, A., Rad, A.T., Torabi, S.S.: The effect of personality traits on academic
performance: the mediating role of academic motivation. Procedia - Soc. Behav. Sci. 32,
367–371 (2012). The 4th International Conference of Cognitive Science

9. IMS: IMS Learner Information Package Information Model v1 (2001). http://www.
imsglobal.org/profiles/lipinfo01.html. Accessed 20 Apr 2017

10. IMS: IMS Meta-data Best Practice Guide for IEEE 1484.12.1-2002 Standard for Learning
Object Metadata (2006). http://www.imsglobal.org/metadata/mdv1p3/imsmd_bestv1p3.html.
Accessed 20 Apr 2017

11. ADL: Sharable Content Object Reference Model (SCORM) 2004, 4th Edition Content
Aggregation Model (CAM) Version 1.1 (2009)

12. John, O.P., Naumann, L.P., Soto, C.J.: Paradigm shift to the integrative big-five trait
taxonomy: history, measurement, and conceptual issues. In: John, O.P., Robins, R.W.,
Pervin, L.A. (eds.) Handbook of Personality: Theory and Research, pp. 114–158. Guilford
Press, New York (2008)

13. Cobb-Clark, D.A., Schurer, S.: The stability of big-five personality traits. Econ. Lett. 115(1),
11–15 (2012)

14. Larsen, R.J., Buss, D.M.: Personality Psychology: Domains of Knowledge About Human
Nature, 2nd edn. McGraw Hill, New York (2005)

15. Chamorro-Premuzic, T., Furnahm, A., Lewis, M.: Personality and approaches to learning
predict preferences for different teaching methods. Learn. Individ. Differ. 17, 241–250
(2007)

16. Entwistle, N.: Motivational factors in students’ approaches to learning. In: Schmeck, R.R.
(ed.) Learning Strategies and Learning Styles, pp. 21–49. Plenum Press, New York (1988)

17. Marcela, V.: Learning strategy, personality traits and academic achievement of university
students. Procedia - Soc. Behav. Sci. 174, 3473–3478 (2015). International Conference on
New Horizons in Education, INTE 2014, 25–27 June 2014, Paris, France

Including Personality Traits, Inferred from Social Networks 147



18. Heinström, J.: The impact of personality and approaches to learning on information
behavior. Inf. Res. 5(3) (2000)

19. Johnson, J.A.: Measuring thirty facets of the Five Factor Model with a 120-item public
domain inventory: development of the IPIP-NEO-120. J. Res. Pers. 51, 78–89 (2014)

20. Donnellan, M.B., Oswald, F.L., Baird, B.M., Lucas, R.E.: The mini-IPIP scales:
tiny-yet-effective measures of the Big Five factors of personality. Psychol. Assess. 18,
192–203 (2006)

21. Costa, P.T., McCrae, R.R.: Revised NEO Personality Inventory (NEO-PI-R) and NEO
Five-Factor Inventory (NEO-FFI) Manual, Odessa, FL. Psychological Assessment
Resources (1992)

22. Kosinski, M., Stillwell, D., Graepel, T.: Private traits and attributes are predictable from
digital records of human behavior. Proc. Nat. Acad. Sci. 110(15), 5802–5805 (2013)

23. Felder, R.M., Silverman, L.K.: Learning styles and teaching styles in engineering education.
Eng. Educ. 78(7), 674–681 (1988)

24. Franzoni, A.L., Assar, S.: Student learning styles adaptation method based on teaching
strategies and electronic media. Educ. Technol. Soc. 12(4), 15–29 (2009)

25. Karagiannidis, C., Sampson, D.: Adaptation rules relating learning styles research and
learning objects meta-data. In: Workshop on Individual Differences in Adaptive Hyperme-
dia, 3rd International Conference on Adaptive Hypermedia and Adaptive Web-Based
Systems, Eindhoven, The Netherlands (2004)

26. Index of Learning Styles Questionnaire. https://www.engr.ncsu.edu/learningstyles/ilsweb.
html. Accessed 23 Jan 2017

27. Draper, S.: Observing, measuring and evaluating a courseware: a conceptual introduction. In:
Implementing Learning Technologies, Learning Technology Dissemination Initiative, pp. 58–

65 (1996). http://www.icbl.hw.ac.uk/ltdi/implementing-it/measure.pdf. Accessed 18 Jan 2017
28. Zatarain-Cabada, R., Barrón-Estrada, M.L., Angulo, V.P., García, A.J., García, C.A.R.:

Identification of Felder-Silverman learning styles with a supervised neural network. In:
Advanced Intelligent Computing Theories and Applications. With Aspects of Artificial
Intelligence, pp. 479–486. Springer, Heidelberg (2010)

29. Zatarain-Cabada, R., Barrón-Estrada, M., Zepeda-Sánchez, L., Sandoval, G.,
OsorioVelazquez, J., Urias-Barrientos, J.: A Kohonen network for modeling students’
learning styles in Web 2.0 collaborative learning systems. In: Advances in Artificial
Intelligence, MICAI 2009, pp. 512–520 (2009)

30. Carmona, C., Castillo, G., Millán, E.: Designing a Dynamic Bayesian Network for modeling
student’s learning styles. In: Díaz, P., Kinshuk, A.I., Mora, E. (eds.) ICALT 2008, pp. 346–

350. IEEE Computer Society, Los Alamitos (2008)
31. Cristea, A., de Mooij, A.: LAOS: layered WWW AHS authoring model and their

corresponding algebraic operators. In: WWW 2003 Proceedings of World Wide Web
International Conference. ACM, New York (2003)

32. IMS: IMS Learning Design Information Model Revision, 20 January 2003. http://www.
imsglobal.org/learningdesign/ldv1p0/imsld_infov1p0.html. Accessed 20 Apr 2017

33. ISO/IEC 19788-1: Information technology – Learning, education and training – Metadata for
learning resources – Part 1: Framework (2011)

34. Grenier, N., Moldoveanu, M.: Differentiated pedagogy: a new teaching model in multiethnic
elementary school settings in Quebec, Canada. In: EDULEARN11 Proceedings, pp. 758–

765 (2011)
35. Dennis, M., Masthoff, J., Mellish, C.: Adapting progress feedback and emotional support to

learner personality. Int. J. Artif. Intell. Educ. 26, 877–931 (2016)
36. Siemens, G.: Connectivism: a learning theory for the digital age. Int. J. Instr. Technol.

Distance Learn. 2(1), 3–10 (2005)

148 K. S. Andaloussi et al.



Embedded Systems HW/SW Partitioning
Based on Lagrangian Relaxation Method

Adil Iguider(&) , Mouhcine Chami, Oussama Elissati,
and Abdeslam En-Nouaary

Institut National des Postes et Télécomunications, Lab. STRS,
Av. Allal El Fassi, Madinat Al Irfane, Rabat, Morocco

{iguider,chami,elissati,abdeslam}@inpt.ac.ma

Abstract. Embedded systems (ES) are nowadays, in the heart of every com-
plex electronic device. An ES is a system that combines both hardware blocks
and software blocks in a single chip. The necessity to decrease the cost and the
development time of the design flow of the ES and to keep the overall perfor-
mance of the system require the development of new design approaches for such
systems. The compound design (co-design) is a very interesting approach used
to fulfill the latter requirements. The partitioning of blocks between hardware
and software is one of the most important steps in this process of co-design. In
this paper, we present a novel method (heuristic) based on optimal path opti-
mization technique (lagrangian relaxation method) to deal with the partitioning
problem. The solution aims to optimize the hardware area (cost) of the ES while
respecting a given constraint time of execution. To validate the effectiveness of
our approach, we give a comparison with the results obtained with the Genetic
Algorithm (GA).

Keywords: Embedded systems � HW/SW partitioning � Lagrangian relaxation
Heuristic algorithms � Co-design

1 Introduction

The Hardware/Software co-design plays a major role in designing modern embedded
systems application. In fact, it facilitates the integration of embedded systems in many
critical and important sections. Particularly, in smart cars, smart building, home
automation, smart grid and many other sections which compose modern smart cities.
The Hardware/Software co-design as defined in [1] is the design of cooperating
hardware components and software components in a single design effort. Choosing a
good balance between hardware implementation and software implementation is
driving by several factors such as performance, energy efficiency, power density,
design complexity, design cost and design schedules. In this article, we make a focus
on the performance factor which is related to the execution time and the cost factor
which is related to the hardware area. Several approaches had been proposed in the
objective to optimize the partitioning while dealing with those two factors. There are
mainly two approaches’ families, the exact algorithms and the heuristic algorithms. In
the exact algorithms family, we find especially Branch and Bound method (BB),
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Integer Linear Programming (ILP) and Dynamic Programming (DP). BB is defined in
[2] the algorithm is based on binary tree, the objective is to find the path from the top to
the bottom of the tree. An example of its application to Hardware Software Partitioning
(HSP) problem is presented in [3]. ILP formulation consists of a set of variables, a set
of linear inequalities, and a single linear function of the variables that serves as an
objective function, ILP was used in HSP problem in [4]. DP is a method, in which large
problems are broken down into smaller problems, and through solving the individual
smaller problems, the solution to the larger problem is discovered, an example of using
dynamic programming in HSP is described in [5].

The heuristic algorithms family contains Simulated Annealing (SA), Genetic
Algorithm (GA), Tabu Search (TS), Greedy Algorithm (GR), Hill Climbing Algorithm
(HC) and Particle Swarm Optimization (PSO). SA algorithm is based on the analogy
between the solid annealing and the combinatorial optimization problem, the algorithm
is explained in [6], an enhancement of the SA algorithm is presented in [7]. Genetic
Algorithm (GA) mimics the process of natural evolution and is based on the survival-of
the fitness principle, the steps are: (1) Population Initialization, (2) Parents selection,
(3) Crossover, (4) Mutation, and the process is repeated from step 2 until the termi-
nation condition is met, the algorithm is explained in [8], in which the authors proposed
an heuristic algorithm based on a combination of simulated annealing algorithm and
genetic algorithm. Many other researches were proposed based on genetic algorithm as
in [9–15]. Tabu Search algorithm employs local search methods to a problem and
checks its immediate neighbors in the hope of finding an improved solution, an
example of tabu search implementation is presented in [6]. Other studies were based on
tabu search algorithm, as in [16, 17]. Greedy Algorithm constructs a solution in iter-
ative way, it starts by a candidate set, and at each step it adds the element that gives the
best optimization (optimize the objective function under a set of constraints), an
implementation of greedy algorithm for HSP problem is described in [18]. In [19], the
authors propose an enhanced greedy algorithm that escapes local minima and leads to
the globally optimal solution. Hill Climbing Algorithm consists of starting with a
sub-optimal solution to a problem, and then repeatedly improves the solution until
some condition is maximized. Unlike the Greedy Algorithm, Hill Climbing Algorithm
has the ability to avoid local minima. In [20], the authors propose a novel technique for
the neighbors search. Particle Swarm Optimization (PSO) is defined in [21]. PSO
consists of a swarm of particles, where particle represent a potential solution (better
condition). Particle will move through a multidimensional search space to find the best
position in that space. An example of using PSO in HSP problem is presented in [22].
In [23], the authors propose a method based on the shortest path algorithm. Table 1
summarizes and gives taxonomy of cited algorithms. This paper treats the HSP
problem in the same objective. A novel heuristic approach is proposed to minimize the
global cost under a given temporal constraint. As in [23], the Data Flow Graph
(DFG) is used to model the system. In our approach, each block is supposed to
communicate directly with the next one. The idea of our proposal is to construct a
double value directed graph with all possible implementations (hardware or software)
by duplicating each block. In this constructed graph, each node represents the block’s
implementation (hardware or software), and each edge has an execution time and has a
cost which are related to the current block’s implementation and its successor. The
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objective is to find the best path which has the minimal cost while respecting the global
time constraint. The algorithm can be applied to optimize the cost and the execution
time interchangeably. Also, it can be applied when multiple types of hardware and
software are used.

This paper is organized as follow. After the introduction, in Sect. 2, we present the
problematic and the proposed solution based on Lagrangian Relaxation method. In
Sect. 3, we give the results of tests and the comparison with the Genetic Algorithm.
Finally, Sect. 4 gives the conclusion and the future works.

2 Optimal Path Optimization for HW/SW Partitioning
Problem

2.1 Problem Formalization

A hardware/software partition is defined using two sets H and S, where H is the set of
blocks designed in hardware and S is the set of blocks designed in software. The
system ES is composed on N blocks B = {B1, B2, B3, …, Bn}, the system is repre-
sented as DFG model, and each block is supposed to communicate directly with the
adjacent block as shown in the example in Fig. 1. The blocks are executed in parallel
and each block is firing upon the required tokens are presents at its inputs. It is assumed
that the system is not influenced by the external systems, in this case even if the blocks
are executed in parallel, the data must traverse the blocks in a sequential manner, and
therefore the execution time of the system is the sum of the execution time of each
block within the system. The partitioning problem consists of finding the optimal sets H
and S that optimize the cost (hardware area) of the system within a global time of
execution constraint, where H \ B = ∅ and H [ S = B.

Table 1. Algorithms in HW/SW partitioning

Reference Based algorithms Optimized metrics
Algorithm Exact Heuristic Execution time HW area

[3] Branch & Bound – –

[4] ILP – –

[5] Dynamic Programming – – –

[6, 7] SA – –

[9–15] GA – – –

[16] GA+TS – –

[18, 19] Greedy Algorithm – –

[20] Hill Climbing – –

[22] PSO – –

[23] Shortest path – –

Proposed Shortest path – – –
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As described in the articles of the latter section, the objective is minimize theP
C(Bi) under a constraint on

P
T(Bi) where C(Bi) and T(Bi) are respectively the cost

and the execution time of the block Bi. The idea of our approach is as follow, from the
DFG graph (Fig. 1) we construct a directed graph by duplicating each block as rep-
resented in Fig. 2, each node in the constructed graph represents the nature of the
block’s implementation (hardware or software). We also add two fictional blocks which
are Entry block and Exit block which represents respectively the entry point and exit
point of the data that will traverse the system. Each edge in the graph has a cost and a
time, the cost represents the needed cost for the data to use the edge, and the time
represents the execution time needed for the data to reach the next node by using this
edge. The cost and the time depend on the nature of the current block and the nature of
its successor (hardware or software). The data will then traverse the graph from the
entry point to the exit point by using a possible path. The objective is to find the best
path that optimizes the global cost and that respects a given global time of execution
constraint.

The formula for individual cost (Ci) calculation and individual execution time (Ti)
calculation of each edge are as follow (Fig. 3):

– Ci(hw – hw) = A(Bi)
– Ci(hw – sw) = A(Bi) + communication cost (hw – sw)
– Ci(sw – sw) = Size (.elf Bi)
– Ci(sw – hw) = Size (.elf Bi) + comm. cost (sw – hw)
– Ti(hw – hw) = Texec (Bihw)
– Ti(hw – sw) = Texec (Bihw) + Tcomm (hw – sw)
– Ti(sw – sw) = Texec (Bisw)
– Ti(sw – hw) = Texec (Bisw) + Tcomm (sw – hw)

Fig. 1. DFG model of four blocks

Fig. 2. Graph representation with four blocks

152 A. Iguider et al.



With:

– A(Bi): hardware area of block Bi

– Size (.elf Bi): size of binary file of block Bi

– Texec (Bi): execution time of block Bi

The cost of a hardware block is related to its area and the cost of a software block is
related to the size of its binary file (.elf file). The cost of communication between a
hardware block and a software block is related to bus usage. Therefore, the cost of an
edge which is between two hardware nodes is the cost of the hardware area of the first
node (Bi in hardware). The cost of an edge which is between two software nodes is the
cost of the size of the binary file of the first node (Bi in software). The cost of an edge
which is between a hardware node and a software node is the cost of the hardware area
of the first node plus the communication cost between the first node (hardware) and the
second node (software). Finally, the cost of an edge which is between a software node
and a hardware node is the cost of the binary file of the first node plus the communi-
cation cost between the first node (software) and the second node (hardware). The
communication time between a hardware block and a software block is related to the
time used by the bus, and then the communication time between a hardware block and a
hardware block or between a software block and a software block is neglected. In this
case, an edge between two hardware nodes has an execution time equal to the execution
time of the first node (Bi in hardware). An edge between two software nodes has an
execution time equal to the execution time of the first node (Bi in software). An edge
between a hardware node and a software node has an execution time equal to the
execution time of the first node (hardware) plus the time needed to communicate with
the second node (software). Lastly, an edge between a software node and a hardware
node has an execution time equal to the execution time of the first node (software) plus
the time needed to communicate with the second node (hardware). For simplicity, we
don’t consider the impact of the external systems in term of cost and execution time at
the entry point and at the exit point. The edge between the entry node and the first block
(hardware or software node) has a cost of zero and an execution time equal to zero:

– C0 = 0
– T0 = 0

Fig. 3. Two adjacent blocs of the graph
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The edge between the last block in hardware (software) and the exit node has a cost
equal to the cost of the hardware area (size of binary file) of the last block in hardware
(software), and its execution time is equal to the execution time of the last block in
hardware (software):

– Cn(hw) = A(Bn)
– Cn(sw) = Size (.elf Bn)
– Tn(hw) = Texec (Bn hw)
– Tn(sw) = Texec (Bn sw).

2.2 Lagrangian Relaxation Method

The general representation of the Lagrangian relaxation method is given in [24]. The
method is widely used to solve integer programming problems in different domains. In
[25], the lagrangian method is used to solve a partitioning problem of class formation
for training sessions. The langrangian relaxation method can also be applied to resolve
the optimal path optimization problem of a double value graph.

The problem (P) described in the last section, is an optimization problem of a
double value directed graph. The graph has the following properties:

1. Named (X, U, c, t)
2. Oriented and each edge u has two values c and t
3. c: U ! R+: is the cost for using the edge u
4. t: U ! R+: the necessary time (execution time) to traverse the edge u

For each path p (from entry node to the exit node), we associate a function x:
U ! {0, 1}, where x(u) = 1 if the edge u is traversed by the path p and x(u) = 0 if the
edge u is not traversed by p. The goal of the problem (P) is to find the optimal path for
which the cost is minimal and in the same time it respects a global temporal constraint
as described below:

(P): min f xð Þð Þ where f xð Þ ¼ P
c uð Þ:xðuÞ under the constraints:

– x 2 S: S set of functions associated to possible paths
– g xð Þ� 0, where g xð Þ ¼ P

t uð Þ:x uð Þ � T
(T is the global execution time constraint)

The lagrangian relaxation method doesn’t give the exact solution of min(f(x)), in
fact, it consists of finding the biggest minor of this minimum. This minor is named x*
and we have:

x� �min f xð Þð Þfx 2 S; g xð Þ� 0g ð1Þ

We call the Lagrange function, the function L: S. R+ ! R defined by:

L x; kð Þ ¼ f xð Þþ k:g xð Þ ð2Þ
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k is a positive coefficient called Lagrange multiplier. We call the dual function, the
function x: R+ ! R defined by:

x kð Þ ¼ min L x; kð Þð Þfx 2 Sg ð3Þ

For each fixed k, x(k) is calculated using the same graph (Fig. 2), and each edge is
now one-value, the value is: c uð Þþ k:tðuÞ. On the latter graph, the value of the optimized
path is calculated using Dijkstra’s algorithm, which is minðP c uð Þ:x uð Þþð
k:t uð Þ:x uð ÞÞ x 2 Sf gÞ. This latter term minus k:T gives x(k). We call the dual problem
(D) of the problem (P), the problem that consists of maximizing x(k). From (2) and (3),
for each k 2 R+ and for each x 2 S that verified the problem (P):

x kð Þ� f ðxÞ ð4Þ

In fact, x kð Þ� Lðx; kÞ, so x kð Þ� f xð Þþ k:gðxÞ, and then x kð Þ� f xð Þ as k:gðxÞ is a
negative term.

Let x* ¼ max x kð Þð Þ and f* ¼ min f xð Þð Þfx 2 S; g xð Þ� 0g. From (4), for each
k 2 R+, we have x(k) � f*, then we have:

x� � f � ð5Þ

x* is by definition the biggest minor of f from x(k).

2.3 Dual Problem Resolution

The resolution of the dual problem (D) consists of finding x* that verify the equation
below:

x� ¼ max x kð Þð Þ ¼ maxðmin L x; kð Þð Þ x 2 Sf gÞ fk 2 Rþ g ð6Þ

The algorithm consists of constructing increasing sets S1 � S2 � … � Sk � …
S, where S is the set of all possible paths. We construct a family of functions
xk(k) = min L x; kð Þð Þ {x 2 Sk}, and we calculate x�

k = max (xk(k)) {k > 0} such as
x�

k = xk(kk). For each k 2 R+, and k � 1, as Sk-1 � Sk � S, and by definition
xk(k) = min L x; kð Þð Þ {x 2 Sk}, we have: x(k) � xk(k) � xk-1(k), in fact, the mini-
mum of a set that is included in another set is bigger or equal than the minimum of the
set that includes it, and therefore we have:

x� �x�
k ð7Þ

And as by definition x� is the max of x(k): for each k � 1 and 1 � j � k we
have:

max x kj
� �� ��x� ð8Þ
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From (7) and (8), for k � 1 and 1 � j � k, we have the inequality:

max x kj
� �� ��x� �x�

k ð9Þ

The algorithm starts by an initial set S2, and at each iteration it constructs the next
set until it reaches an iteration k for which x�

k = max(x(kj)) 1 � j � k, then it stops
and x� = x�

k which represents the solution of the problem (D) and in the same time
gives a minor to the problem (P).

2.4 Lagrangian Relaxation Algorithm

The steps of the algorithm are summarized in Fig. 4. In the first iteration, the algorithm
begins with a set (S2) composed of two paths (x0: corresponding path of optimal path in
term of time of execution (cost = 0), and x1: corresponding path of optimal path in term
of cost (time = 0)), those two paths are computed using Dijkstra’s algorithm. x�

2 is then
calculated as follow:

x�
2 ¼ max x2 kð Þð Þ ¼ maxðmin L x; kð Þð Þ x 2 S2f gÞ k 2 Rþf g ð10Þ

with L(x, k) {x 2 S2} = (L(x0, k), L(x1, k)) and L(x0, k) = f(x0) + k.g(x0), L(x0,
k) =

P
c(u).x0(u) + k.(

P
t(u).x0(u) – T) = cost(x0) + (time(x0) – T).k and L(x1, k) =

cost(x1) + (time(x1) – T).k. Then, x�
2 is obtained at k2. We then calculate x(k2) using

Fig. 4. LR algorithm
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Dijkstra’s algorithm, the corresponding optimal path is x2. If x(k2) is equal to x�
2 the

algorithm stops and the solution of the problem (P) is x2, else the algorithm continues
with the second iteration, in which a new set S3 is constructed as: S3 = S2 [ {x2}, x�

3
is then calculated in the same manner:

x�
3 ¼ max x3 kð Þð Þ ¼ maxðmin L x; kð Þð Þfx 2 S3gÞ fk 2 Rþ g ð11Þ

With L(x, k) {x 2 S3} = (L(x0, k), L(x1, k), L(x2, k)), and L(x0, k) = cost(x0) + (time
(x0) – T).k and L(x1, k) = cost(x1) + (time(x1) – T).k and L(x2, k) = cost(x2) + (time(x2)
– T).k. Then, x�

3 is obtained at k3 (example in Fig. 5), x(k3) = min L(x, k3) x 2 S is
then calculated, the corresponding optimal path is x3, x�

3 is then compared to max
(x(k2), x(k3)). In this manner the algorithm iterate until it finds k for which x�

k = max
(x(kj)) 2 � j � k, this latter has xk as corresponding optimal path, xk is then the
solution of the problem (P).

3 Experiments

We implemented the algorithm in Java. To test the effectiveness of our approach, we
made a series of tests, with an arbitrary number of blocks up to 1000. For each block,
we randomly assign, a hardware cost (between 0 and 10), a software cost, a software to
hardware cost and a hardware to software cost (values between 0 and hardware cost),
we also assign a randomly a software time execution (between 0 and 10), a hardware
time execution, a hardware to software time execution and a software to hardware time
execution (values between 0 and software time execution). We then assign an arbitrary
value to the global time constraint that is greater than the minimum global time. We run
the Genetic Algorithm (also implemented in Java) and the LR algorithm on each test,
and compare the results of the two algorithms in term of global cost and global time.
We also compare the execution time of the programs themselves.

Fig. 5. Second iteration
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Figure 6 shows the graph of the cost solution of the two algorithms LR and GA.
The results show the LR and GA algorithms are almost identical when the number of
blocks is small, but when the number of blocks increases, the LR algorithm gives
greater results over the GA algorithm, and then it leads to a better optimization. It is
noted that the algorithm converges practically for every test, this is particularly due to
the fact that the graph used contains no feedback loops. The complexity of the algo-
rithm is estimated to O(n3).

The graph of Fig. 7 gives a comparison between the two algorithms in term of the
execution time of the program itself. The results show that the execution time of LR
algorithm is much better than GA algorithm especially when the number of blocks is
high, which gives to the designer, the possibility of doing repeatedly multiple tests in a
short time.

Fig. 6. GA vs. LR cost solution

Fig. 7. GA vs. LR algorithm execution time
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4 Conclusions

In this paper, we proposed a new heuristic approach to resolve the hardware software
partitioning problem. The approach is based on the lagrangian relaxation method, this
method gives an approximation to the exact solution in iterative way. The proposed
algorithm is used to optimize the cost (hardware area) of an Embedded System
(ES) while respecting a given execution time constraints. The results of different tests
show that the LR algorithm leads to better optimization when comparing to GA
algorithm, and especially when the number of the blocks increases. The approach can
also be adapted to optimize the global time of execution under a given global cost
constraint. It can also be used in case we have multiple hardware types (ASIC, FPGA,
…) and multiple software types (Multiprocessors, DSP, ASIP, …). The DFG graph
used in this article is straightforward, next work, is to study how to adapt this approach
in case the DFG graph contains feedback loops, and also when the criteria involved in
the partitioning problem are not limited to only the cost and the execution time. The
global time execution calculation was based on the fact that the external systems are not
taking into consideration; in a streaming case for example, the blocks are executed in
parallel, and when a block is processing a data, its predecessor blocks are preparing the
next data. In that case, the global time execution is related to the maximum execution
time of the blocks, in the next work, we study the effect of this constraint on the
partitioning problem optimization.
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Abstract. Developing TC systems for Arabic documents is a challenging task
due to the complex and rich nature of the Arabic language, and the way in which
they are written according to its position in the sentence. Furthermore, Arabic is
written from right to left, and its letters changing form according to their position
in the word. There are various different methods for text categorization, including
distance-based, decision tree-based methods, Bayesian naïf…etc. Furthermore,
the large numbers of methods proposed are typically based on the classical Bag-
of-Words model. In order to improve the accuracy of Arabic text categorization,
therefore the accuracy of the results obtained, a new hybrid approach is proposed
to improve the effectiveness of the automated techniques categorization. This
paper presents the development of a concept and an associated architecture called
the CAMATC (Cooperative Adaptive Multi-Agent System for Arabic Text Cate‐
gorization), which is based on the combination of Multi-Agent Systems and the
conceptual representation in the Arabic text categorization.

Keywords: Text categorization · Multi-Agent System · Graph-based ·
Named entities · BabelNet

1 Introduction

Text Classification (or Categorization) is a [1, 5] series of actions or steps taken in order
to classify documents into a set of predefined categories. Using machine learning, the
main objective of Text classification is to learn the automatically assignments of docu‐
ments, according to a supervised learning approach.

TC techniques are used in many fields, paper archives, automated indexing of scien‐
tific articles…etc. The great majorities of these methods are designed to cover efficiency
the documents written in the English language, and thus are not very applicable to
documents written in the Arabic language, and the major difficulty, is the high dimen‐
sionality of the feature space (words or phrases) that occur in documents. Thus, the first
issue that needs to be addressed in text categorization is to transform documents into a
representation suitable in order to facilitate machine manipulation and retain much
information as needed. The commonly used text representation is the Bag-Of-Words,
which simply uses a set of words and the number of occurrences of the words to represent
documents and categories. After counting the number of occurrences of a word w in a
document, appropriate stemming algorithms [15] are applied to avoid needlessly large
feature vectors.
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To further reduce the number of measured terms, suitable methods can be used.
Include the removal of stop words (non-informative terms) according to predefined
corpus, and the construction of new features among different feature selection methods,
such as χ2 statistic, mutual information, term strength…etc. [2]. After selecting the
terms, for each document a feature vector is generated, whose elements are the feature
values of each term.

In Arabic language, the problem of Text Categorization (TC) is much more compli‐
cated than in other languages. Indeed, Arabic is a morphologically complex language
that has large, agglutination and grammatical ambiguity, which can lead to uncertainty
or inexactness of meaning. Hence, the current study sought to shed a light on these issues.
This research proposes an automated system that can completely classify a given Arabic
text. Existing work on TC has used many algorithms based on distance-based algorithms,
Learning algorithms, and N-grams for searching text documents. However, No methods
was performed to improve the documents written in the Arabic language.
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personal or classroom use is granted without fee provided that copies are not made or
distributed for profit or commercial advantage and that copies bear this notice and the
full citation on the first page. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee.
Conference’10, Month 1–2, 2010, City, State, Country.
Copyright 2010 ACM 1-58113-000-0/00/0010…$15.00.
DOI: http://dx.doi.org/10.1145/12345.67890.
In order to improve the accuracy of Arabic Text Categorization, therefore the accuracy
of the results obtained, a new hybrid approach is proposed to improve the effectiveness
of the automated techniques categorization. This paper presents the development of a
concept and an associated architecture called CAMATC (Cooperative Adaptive Multi-
Agent System for Arabic Text Categorization), which is based on the combination of
Multi-Agent Systems and the conceptual representation in the Arabic Text Categorization.

2 The CAMATC Architecture

Multi-Agent System (MAS) has brought a new vision to study the complex situations
with emphasizes the interactions of components of the systems. In literature, the MAS
is one of the newest area of research in the artificial intelligence (AI), it has started in
the early 90s with [17, 18], as an attempt to enrich the limits of classical AI [11]. The
foundations of the MAS are interested in modeling phenomena with mental notions such
as knowledge, intentions, choices, commitments [19] (Fig. 1).

162 M. Gouiouez and M. Hadni



Fig. 1. Architecture CAMATC

There are various definitions of the concept agent [12–14] in the contemporary liter‐
ature; however, the definition that we adopted, and which covers the characteristics of
agents that we developed, is that proposed by Jennings, Sycara and Wooldridge [16]:
For Jennings, Sycara and Wooldridge an agent is a computer system, located in an envi‐
ronment, which is autonomous and flexible to meet the objectives for which it was
designed. As far as MAS is concerned, according to Ferber [18] is a system composed
of the following: Environment, a set of objects in space; a set of agents who are active.
Entities of the system, a set of relationships that binds objects together; a set of operations
allowing agents to perceive, destroy, create, transform, and manipulate objects.

The CAMATC architecture, which stands Cooperative MultiAgent System for
Arabic text categorization, is a generic MultiAgent architecture, aimed at preprocessing,
mapping, disambiguation, reduction of the dimensionality and classification of the text
documents according to the approach suggested. CAMATC agents can be cooperative,
adaptive depending on their specific interaction in the architecture. CAMATC
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architecture encompasses four main levels (i.e., preprocessing phase, terms transfor‐
mation, reduction of the dimensionality, and classification).

2.1 Preprocessing Phase

The first level relates to the preprocessing phase. It consists of generating a new text
representation based on a set of previous steps. In this case, the first step is to represent
the documents as segment of tokens, where each token corresponds to the value of a
feature, in the this step Tokenization Agent (TA) divide text document into tokens by
segmentation procedure based on punctuation and white spaces. After getting words
from sentences, we use our own tool to produce all possible tokenizations for each word.
Then, choose the correct one among multiple possible tokenizations for one word.
nevertheless many words in documents repeat very frequently, they are essentially
meaningless as they are used to join words together in a sentence like ‘and’, ‘are’, ‘this’
…etc. They are not useful in classification of documents. So they must be removed. In
this stage Stop Word Agents (SWA) are aimed to filter and delete all the words which
appear in the sentences and do not have any meaning or indications about the content
of arabic list stopwords such as punctuations list (? ! …), pronouns list
( ),…adverbs list ( )…etc.

In Arabic, the problem of POS-tagging is much more complicated than in other
languages. Indeed, Arabic is a morphologically complex language that has numerous
writing constraints such as vowels, agglutination and grammatical ambiguity, which can
lead to ambiguities. In a sense, they can be considered as the core of the architecture. In
fact, they are devoted to achieve to find suitable sentence by cooperating Hidden Markov
Tagger and Based POS Tagger approaches.

2.2 Terms Transformation

In this section, we describe how the generic architecture has been customized to imple‐
ment a system to perform text mapping and disambiguation.

Mapping Layer: At the mapping layer, agents play the role of wrappers, the terms is
mapped into their corresponding concepts using predefined corpus. In particular, in the
current implementation a set of agents wraps databases containing BabelNet [3]
resource. This strategy replaces each term vector td by new entries for corpus concepts
C appearing in the texts set. Thus, the vector td will be replaced by Cd where Cd = (Cf(d,
c1),.., Cf(d, cn)). The concepts vector with l = |C| and Cf(d, c) denotes the frequency
that a concept c єC appears in a text d. Furthermore, an agent wraps the adopted mapped
that is a subset of the one proposed by BabelNet resource.

Disambiguation Layer: At the disambiguation layer, a population of agents manipu‐
lates the information belonging to the mapping level. The assignment of terms to
concepts is ambiguous. Therefore, one entity may have several meanings and thus one
entity may be mapped into several concepts. In this case, WSD allows us to find the
most appropriate sense of the ambiguous entity. The main idea behind this work is to
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propose an efficient method for Arabic WSD. In this, to determine the most appropriate
concept for an ambiguous entity in a sentence, we select the concepts that have a more
semantic relationship with other concepts in the same local context (Algorithm 1).

The Reduction of the Dimensionality: Our corpus is very large, as it usually the case
for text categorization application. The use of the concepts instead of the words reduces
considerably the dimensionality of document to reduce further the size of the vectors,
we use the CHI2 and CHIR methods for selecting only the most representative concepts.

Chi-Square: The Chi-Square statistics can be used to measure the degree of association
between a term and a category [11]. Its application is based on the assumption that a
term whose frequency strongly depends on the category in which it occurs will be more
useful for discriminating it among other categories. For the purpose of dimensionality
reduction, terms with small Chi-Square values are discarded. The Chi-Square multi‐
variate is a supervised method allowing the selection of terms by taking into account
not only their frequencies in each category but also the interaction of the terms between
them and the interactions between the terms and the categories. The principal consists
in extracting k better features characterizing best the category compared to the others,
this for each category. An arithmetically simpler way of computing chi-square is the
following:
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Where p(w, c) represents the probability that the documents in the category c contain
the term w, p(w) represents the probability that the documents in the corpus contain the
term w, and w(c) represents the probability that the documents in the corpus are in the
category c, and so on. These probabilities are estimated by counting the occurrences of
terms and categories in the corpus.

The feature selection method chi-square could be described as follows. For a corpus
with m classes, the term-goodness of a term w is usually defined as either one of:
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Where p(cj): The probability of the documents to be in the category cj then, the terms
whose term-goodness measure is lower than a certain threshold would be removed from
the feature space. In other words, chi-square selects terms having strong dependency on
categories.

CHIR: Our feature selection method CHIR uses rχ2(w) to measure the term-goodness,
and makes sure that the rχ2 statistic of each term represents only positive term-category
dependency. The goal of this feature selection method is to find the terms that have
strong positive dependency on certain categories in the corpus.

rX2(w) =
∑m

j = 1
p
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Rw,cj

)
X2
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> 1 (4)

Where p
(
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)
 is the weight of X2

w,cj
 in the corpus in terms of Rw,cj

 and is defined as:
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=

p(w, c)p
(
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− p(w, c)p(w, c)

p(w)p(c)
+ 1

In other words, CHIR selects the terms which are relevant to categories and removes
the irrelevant and redundant terms. The steps of CHIR to select q terms are as follows:

(1) For each distinct term in the corpus, calculate its rχ2 statistic.
(2) Sort the terms in descending order of their rχ2 statistics.
(3) Select the top q terms from the list.
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2.3 Classification Phase

The classification phase consists in generating a weighted vector for all categories
Graph, then using a machine learning methods to find the closest category.

Graph Construction
Here, we refer to a modeling approach to the Graph-of-Concepts (GoC) algorithm [12]
to describe how a document can be represented by a graph. In general, the document
d ∈ D is represented by a graph Gd = (V, E), where each node v є V corresponds to a
entity t є T of the document d and the edges e = (u,v) capture co-occurrence relations
between entity u and v within a fixed-size sliding window of size w. The graph model
needs several parameters to be specified during the construction phase.

Each document is represented by Graph of concepts weights that appeared in it (CF-
IDF for concepts).

Weighting Concepts
The results of this step will be used to enrich the representing concepts graph of each
document. When concepts are extracted from the document using BabelNet, selected
concepts are weighted according to a variant TF.IDF noted CF.IDF:

The weight W(Ci
d
) of a concept Ci, in a document d is defined as the combined

measure of its local centrality and its global centrality, formally:

W
(
Ci

d

)
= cc

(
Ci, d

)
∗ idc

(
Ci
)

(6)

The local centrality of a concept Ci in a document d, noted cc(Ci, d) based on its
pertinence in the document, and its occurrence frequency. Formally:

cc
(
Ci, d

)
= 𝛼 ∗ tf

(
Ci, d

)
+ (1 − 𝛼)

∑
i≠l

Sim
(
Ci, Cl)

(7)

Where α is a weighting factor that balances the frequency in relation with the perti‐
nence (this factor is determined by experimentation), Sim(Ci, C1) measures the semantic
similarity between concepts Ci and C1, tf(Ci, d) is the occurrence frequency of the
concepts Ci in the document d. Sim

(
ci, c1

)
 is calculated as follows:

Sim
(
ci, c1) = dist(ci, c1)

|Arc(ci)| + |Arc(c1)| ∗
idc(ci)

idc(c1)
(8)

Where dist(ci, c1): set of common concepts between ci and c1 and |Arc(C)|: set of concepts
from root to C.

The global centrality of a concept is its discrimination in the collection. A concept
which is central in too many documents is not discriminating. Considering that a concept
Ci is central in a document d, if their centrality is superior to a fixed threshold s, the
document centrality of the concept is defined as follows:
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n
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For text categorization we used the support vector machines, Naïve Bayes and its
variants. These learning algorithms take as input feature vectors mentioned above. We
consider the weight of each concept as a feature of the document.

Machine Learning Algorithms
After preprocessing and transformation the documents can be without difficulty repre‐
sented in a form that can be used by a ML algorithm. Four algorithms are tested: Naïve
Bayes, Multinomial Naïve Bayesian, Complement Naïve Bayesian and Support Vector
Machines. To apply these algorithms the standard Bag of Concepts is used on the features
that result from the previous step.

Support Vector Machine Classifier
Support Vector Machine (SVM) is a relatively new class of machine learning technique
[14]. It is based on the principle of structural risk minimization, to construct a hyper
plane or a set of hyper planes in a high dimensional space that separates the data into
two sets or n sets with the maximum margin. A hyper plane with the maximum-margin
has the distances from the hyper plane to points when the two sides are equal. Mathe‐
matically, SVMs use the sign function f (x) = sign(wx + b), where w is a weighted vector
in Rn. SVMs find the hyper plane y = wx + b by separating the space Rn into two half
spaces with the maximum-margin. Linear SVMs can be generalised for non-linear
problems. To do so, the data is mapped into another space H and we perform the linear
SVM algorithm over this new space. SVM has been successfully used on TC [11] and
they showed better results than other machine learning techniques such as NB, decision
trees, and KNN [7] with reference to accuracy.

Naïve Bayes Classifier
The Naïve Bayes (NB) classifier is a probabilistic model that uses the probabilities of
terms and categories. The NB applied on the TC problem by the following Baye’s
theorem (Eq. 1).

p
(
ci|dj

)
=

p
(
ci
)
⋅ p(dj|ci)

p(dj)
(10)

Where p
(
ci|dj

)
: is the probability of class given a document, or the probability that a

given document D belongs to a given class C.p(dj): The probability of a document, we
can notice that p(dj) is a Constance divider to every calculation, so we can ignore it.
p
(
ci
)
: The probability of a class (or category), we can compute it from the number of

documents in the category divided by documents number in all categories. p(dj|ci)

represents the probability of document given class, and documents can be modelled as
sets of words, thus the p(dj|ci) can be written like:
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p(dj|ci) =
∏

p(wordi|ci) (11)

So

p
(
ci|dj

)
= p(ci)

∏
p(wordi|ci) (12)

Where p(wordi|ci): The probability that the i-th word of a given document occurs in a
document from class C, and this can be computed as follows:

p
(
wordi|ci

)
= (Tct + 𝜆)∕ (Nc + 𝜆V) (13)

Where Tct: The number of times the word occurs in that category C. Nc: The number
of words in category C. V: The size of the vocabulary table. λ: The positive constant,
usually 1, or 0.5 to avoid zero probability.

Complement Naïve Bayesian Classifier
This classifier estimates the posterior probability as:

P
(
ci|dj

)
= 1 − P

(
c̄i|dj

)
 where c̄i indicates the complement of class. In this way, the

probability P(c̄i|dj) can be easily estimated similarly as in the Naïve Bayes model:

P
(
c̄i|dj

)
=

p
(
dj|c̄i

)
p(c̄i)

p(dj)
(14)

Each p
(
wordi|c̄i

)
 is approximated by the frequency of the term wordi in the complement

c̄i. This approach is particularly suited when only few labeled examples are available
for each category ci.

Multinomial Model
The task of text classification can be approached from a Bayesian learning perspective,
which assumes that the word distributions in documents are generated by a specific
parametric model, and the parameters can be estimated from the training data. Equa‐
tion 5 shows Multinominal Naive Bayes (MNB) model [6] which is one such parametric
model commonly used in text classification:

p
(
ci|dj

)
=

p(ci)
∏

p(wordi|ci)
fi

p(dj)
(15)

Where fi is the number of occurrences of a wordi in a document, p(wordi|ci) is the condi‐
tional probability that a wordi may happen in a document given the class value class, and
n is the number of unique words appearing in the document.

The parameters in Eq. 5 can be estimated by a generative parameter learning
approach, called frequency estimate (FE), which is simply the relative frequency in data
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[2]. FE estimates the conditional probability p
(
wordi|document

)
 using the relative

frequency of the wordi in documents belonging to class.

p
(
wordi|ci

)
=

fic

fc
(16)

where fic is the number of times that a wordi appears in all documents with the class, and
fc is the total number of words in documents with class.

3 Evaluation and Discussion

3.1 Corpora Summary

We use various corpora to perform our experimentations, the corpora variations include
small/large size corpus, with few and more categories. We used three corpora: CCA
corpus, BBC-arabic corpus and EASC’s corpus. The corpus of Contemporary Arabic
(CCA Corpus) [15] was released from the University of Leeds by Latifa Al-Sulaiti and
Eric Atwell. The corpus is classified to 5 categories (Autobiography 73, Health and
Medicine 32, Science 70, Stories 58, Tourist and travel 60). The BBC Arabic corpus
[15] is collected from BBC Arabic website bbcarabic.com, the corpus includes 4,763
text documents. Each text document belongs 1 of to 7 categories (Middle East News
2356, World News 1489, Business & Economy 296, Sports 219, International Press 49,
Science & Technology 232, Art & Culture 122).

Figure 2 presents the district keywords and the number of text documents for each
corpus.

Fig. 2. Dictionary size for each corpus

The Essex Arabic Summaries Corpus (EASC) [11] is generated using http://
www.mturk.com. The major feature of EASC is the fact that Names and extensions are
formatted to be compatible with current evaluation systems. The data are available in
two encoding formats UTF-8 and ISO-8859-6 (Arabic). Each text document belonging
to 1 of 10 categories (Art and music 10, Education 07, Environnement 34, Finance 17,
Health 17, Politics 21, Religion 08, Science and Technology 16, Sports 10, Tourism 14).
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3.2 Experimental Configuration and Performance Measure

In this section, we present and analyze experimental results. Text Classification algo‐
rithms: SVM, NB, NBM, and CNB. We split each corpus to 2 parts (80% of the corpus
for training and the remaining 20% for test). We could not run any classifier in batch
mode because the corpora size is very large and did not fit to memory. All classifiers
were run in incremental mode on 64-bit machine with 4 GB RAM.

The evaluation of the performance for classification model to classify documents
into the correct category is conducted by using several mathematic rules such as recall,
precision, and F-measure, which are defined as follows:

Precision =
TP

TP + FP
and Recall = TP

TP + FN (17)

where TP is the number of documents that are correctly assigned to the category, TN is
the number of documents that are correctly assigned to the negative category, FP is the
number of documents a system incorrectly assigned to the category, and FN are the
number of documents that belonged to the category but are not assigned to the category.
The success measure, namely, micro-F1 score, a well-known F1 measure, is selected
for this study, which is calculated as follows:

F1 − measure =
2.Precison.Recall
precision + Recall (18)

Experimental results investigate text representation and reduction dimensionality.

3.3 Dimensionality Reduction

After preprocessing phase, the vector representation is formed with concepts. In docu‐
ment, a large number of terms are irrelevant to the classification task and can be removed
without affecting the classification accuracy. The mechanism that removes the irrelevant
feature is called feature selection. Feature selection is the process of selecting the most
representative subset that contains the most relevant terms for each category in the
training set based on a few criteria.

Table 1. Effect of concepts selection criteria in categorization accuracy

Number of documents DF CHI GSS CHIR
2500 83,31 92,12 83,03 92,15
3000 83,35 93,16 83,49 92,53
3500 83,79 93,42 83,5 93,79
4000 84,01 93,71 83,84 94,08
4500 84,25 94,02 84,12 94,1
5000 84,42 94,39 84,73 94,48
Average 83,855 93,47 83,785 93,52
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Table 1 displays the performance curves for SVM classifier after concepts selection
using DF, CHI, GSS and CHIR thresholding. An observation merges from the catego‐
rization that DF and GSS thresholding have similar effects on the performance of the
classifiers. The CHIR method gives a better result than other methods using SVM clas‐
sifier and CCA corpus.

Feature selection aims to choose the most relevant words that distinguish between
classes in the dataset. In our paper, we suggested DF, GSS, chi-2 testing (x2) and CHIR
methods [11]. All these methods organize the features according to their importance to
the category. The top ranking features from each category are then chosen and repre‐
sented to the classification algorithm.

Table 1 shows the effect of concepts selection criteria in categorization accuracy
using SVM method for Machine learning and CCA Corpus.

We can see from the results in Table 2 that MNB almost always performs worse than
any of the other learning algorithms in the different corpora. This is consistent with
previously published results [14].

Table 2. Comparaison of different machine learning using CHIR method

DataSet EASC CCA BBC-arabic
SVM 92,03 94,52 89,45
NB 84,19 83,22 87,16
CNB 86,10 86,46 91,21
MNB 62,45 73,45 66,02

Our results (from Table 2) for the various classifiers have shown quite evident that
the results for SVM combined by CHIR method for feature reduction are mostly better
than NB and its variants.

3.4 Text Representation

There are two important modes in text mining such as: Bag of Words and Bag of
Concepts representation. In our experiments, we decided to experiment on these two
representations to compare these in our proposed Graph concepts representation (Fig. 3).

Fig. 3. Text representation
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To evaluate the performance across categories, F-measure is averaged. The results
of the approaches are shown in the following Table 3, and the best macro-averaged F-
measure is bold. It is clear that the use Graph of concepts is a better way of representing
Arabic texts, the performances as shown by the F-measure are better and that’s true with
the three classifiers. Of the three classifiers, the SVM classifier performs the best. That’s
what we expected.

Table 3. Text representation with different classifiers

Representation NB CNB MNB SVM
GOC 79% 80% 77% 83%
BOC 76% 73% 71% 82%
BOW 64% 78% 68% 70%

4 Conclusion

In this paper we have discussed the problem of text representation for Arabic text docu‐
ments. We described main aspects of the systems available to process and analyze large
Arabic documents in the field of Text Categorization. Then we introduced a novel
approach using Multi-agent Text Categorization and BabelNet knowledge resource for
Arabic text, which each document is represented by a graph that encodes relationships
between the different named entities. This approach can be used in a case when the data
is large (big data) and the hierarchical approach could not be reliable.
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Abstract. This paper presents a data processing system comprised of multiple
layers of computational processes that transform the raw binary meteorological
data coming directly from two EUMETSAT Metop satellites to our servers, into a
ready to visualise and interpret data stream in near real time using techniques
varying from software automation, data preprocessing and general data analysis
concepts. The proposed system handles the acquisition, decoding, cleaning,
processing, and normalization of pollution data in our area of interest of Morocco.

Keywords: Data processing · Data aggregation · Data analysis · Data decoding
Data preprocessing · BUFR

1 Introduction

The impact of global air pollution on both the climate and the environment is a new
focus in atmospheric science, over the last decade, air pollution’s environmental threats
significantly increased [1–3]. Generally speaking, climate change effects are indeed
many and wide ranging [4]. There is no doubt that excessive levels of air pollution is
causing significant damage to human and animal health as well as the wider environ‐
ment. For these reasons, careful scientific research and monitoring of air pollutants is a
necessity that must be exercised with a great deal of attention and precision.

At the present time, and as much as we rush to quickly infer and conclude from the
climate or weather datasets we possess, most of the problems and difficulties we face
hover around processing tasks, we spend most of our time preparing, cleaning, and
transforming large volumes of datasets we receive. In our case, we will deal with data
in a single format, called “BUFR”, the data we process comes directly from the satellite’s
encoders and we receive the near real time data in bulks in 30 min intervals.

The main source of data the system processes is EUMETSAT, EUMETSAT is a
global operational satellite agency at the heart of europe. The organization states that its
purpose is to gather accurate and reliable satellite data on weather, climate and the
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environment around the clock, and to deliver them to their member and cooperating
states, international partners, and to users worldwide [5].

Specifically, The data the system processes comes directly from a type of satellites
named Metop. Metop is a series of three polar orbiting meteorological satellites, two
satellites are active, called Metop-A and Metop-B, both are in a lower polar orbit, at an
altitude of approximately 817 km, they provide detailed observations of the global
atmosphere, oceans and continents. The last satellite, Metop-C, is planned to be launched
in 2018.

The system, in its turn, processes the data from its primitive raw BUFR format, which
is a binary data format maintained by the world meteorological organization, to two
exported comma separated files corresponding to Metop-A and Metop-B. The BUFR
format is a somewhat controversial and hard to deal with data format that is table/
message oriented and not supported by major data analysis tools, hence the difficulty to
manipulate or aggregate its encoded values.

The software solution this paper presents is a system composed of two stacked layers.
The first one decompresses and decode the BUFR data, and the second deals with
preprocessing, cleaning and normalizing the dataset and finally combining the messages
into one CSV file, 30 min at a time. This solution can be run as an automatic process in
the server’s scheduled jobs planner (such as cron).

The software solution proposed by this paper is a system that can be directly plugged
into the end points of the near real time data stream, it allows for fast experimentation
and visualization of already processed raw data points coming directly from the Metop-
X satellites series, it will also result in a significant space and time reduction and an
overall optimization of the internal research procedures since it focuses on interest areas
and not the global scale.

2 Data Processing

2.1 The Dataset

The system primarily processes near time BUFR pollution data coming directly from
two satellites orbiting in parallel to provide higher precision and accuracy, called Metop-
A and Metop-B, the data in use comes directly from The IASI instrument, which is
composed of a fourier transform spectrometer and an associated integrated Imaging
subsystem (IIS). The fourier transform spectrometer provides infrared spectra with high
resolution between 645 and 2760 cm−1.

The main goal of IASI is to provide atmospheric emission spectra to derive temper‐
ature and humidity profiles with high vertical resolution and accuracy. Additionally, it
is used for the determination of trace gases such as ozone, nitrous oxide, and carbon
dioxide, as well as land and sea surface temperature and emissivity and cloud properties.

In terms of distance, IASI measures in the infrared part of the electromagnetic spec‐
trum at a horizontal resolution of 12 km over a swath width of about 2200 km. with 14
orbits in a sun-synchronous mid-morning orbit (9:30 Local solar time equator crossing,
descending node), global observations can be provided twice a day (every 12 h), the
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satellites take around 25 min to scan the area of interest (of Morocco), we get pollutant
measurements of geographic points that are approximately 20 km apart from each other.

2.2 BUFR

BUFR, or the Binary Universal Form for the representation of meteorological data, is a
binary data format, maintained by the World Meteorological Organization (WMO).
BUFR is the result of a series of informal and formal “expert meetings” and periods of
experimental usage by several meteorological data processing centers. BUFR was
designed to be portable, compact, and universal. Any kind of data can be represented
under BUFR, along with its specific spatial/temporal context and any other associated
metadata, BUFR belongs to a category of table-driven code forms, where the meaning
of data elements is determined by referring to a set of tables that are kept and maintained
separately from the message itself, some [6] consider this a major weakness of the BUFR
format, the fact that the correct tables are needed both to understand the meaning of the
data and to parse the data, because when the tables are external, there is no foolproof to
know when you have the correct tables (Fig. 1).

Fig. 1. BUFR representation example.

A typical BUFR message is composed of six sections, numbered zero through five.

• sections 0, 1 and 5 contain static metadata, mostly for message identification.
• section 2 is optional, if used, it may contain arbitrary data in any form wished for by

the creator of the message (this is only advisable for local use).
• section 3 contains a sequence of the so-called “descriptors” that define the form and

contents of the BUFR data product.
• section 4 is a bit stream containing the message’s core data and metadata values as

laid out by section 3.

2.3 The Problem

The inability of doing fast data experimentation, analysis and manipulation on BUFR
data using the more popular data analysis libraries in either Python or R, prompts the
following question: can we create a system that quickly transforms the binary data into
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a more suitable data format that is easy to experiment with? The problem at hand is
around building a software solution capable of processing and presenting near real time
BUFR data in a common file format that is independent of any external resources, as
the server receives it.

2.4 From BUFR to CSV

The system directly receives the data from the server’s data pipeline, which is composed
of multiple compressed raw tar files with multiple BUFR files inside each one of the tar
files, the system utilizes the received raw files to solve the problem of decoding, prepro‐
cessing and combining the data into CSV files showcasing the data points when the
satellite scans the area of interest.

The following figure explains the procedure the system takes to preprocess and
normalize the data (Fig. 2):

Fig. 2. Data pipeline graph.

In the first step, the system import the raw tar files through the FTP protocol, after
extracting the compressed files the system gets multiple binary BUFR files name-coded
following a strict naming convention in the following form “INSTRUMENT-ID
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PRODUCT-TYPE PROCESSING-LEVEL SPACECRAFT-ID SENSING-START
SENSING-END PROCESSING-MODE DISPOSITION-MODE PROCESSING-
TIME”, that corresponds to multiple important variables such as the instruments used,
orbits, and time frames, the system filters the data based on orbits and timeframes to get
BUFR pollution files in the area of interest of our choice using regular expressions on
the names of the extracted files (under the pollution codename of “TRG”), what the
system finally gets are multiple BUFR files corresponding to the area of interest that are
ready to be decoded.

In the second step, the system uses a third party software solution called BUFREx‐
tract [7] to decode the BUFR files into bulks of exported text messages, each message
containing a description of its columns and the values in each one in a “somewhat” CSV
format.

In the third step, the system performs a fast selection/merge technique to combine
all of the messages into two comma separated files corresponding to one scan, one file
is for Metop-A and the second file is for Metop-B. Finally, we select the following
columns of interest into the final CSV files (Table 1):

Table 1. The columns of the final CSV data file.

No. Columns (every 12 h) Unit
1 Year Integer
2 Month Integer
3 Day Integer
4 Hour Integer
5 Minute Integer
6 Second Integer
7 Latitude (high accuracy) DEGREE
8 Longitude (high accuracy) DEGREE
9 Integrated CH4 density kg/m2

10 Integrated CO2 density kg/m2

11 Integrated N2O density kg/m2

After exporting the necessary values into multiple structured CSV files, the system
groups data points by exact geographical location and date and applies the mean function
on the pollutant value to take the average of the possible duplicated measurements.

In the fourth step, the system deals with cleaning data points that are substantively
unreasonable using logical conditions on the bounds of the values of CH4, CO2, and
N2O.

As a General description of the process, Every half an hour, the system receives one
compressed tar file through the server’s end points, the system then automatically
decompresses the file into BUFR BIN files, selects files corresponding to our area of
interest, and decodes them using a third party software solution to the corresponding
BUFR messages, finally it merges all messages into two CSV files corresponding to the
satellites and cleans any out of bound values, this whole process results in a considerable
reduction in data dimensionality and the space it occupies.
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3 Results

3.1 Specifications

A C++/Python Implementation of this model was used to build and test the system using
data analysis libraries (Numpy and Pandas) on a 8 GB RAM, 2 vCPUs setup.

3.2 Validation

For the numbers to be accurate, we ran the system continuously as a cron job for 15
days, we measured additional metrics manually to ensure the speed and overall relia‐
bility.

3.3 Results

The decompressing, decoding, merging, cleaning, and normalizing processes on the raw
BUFR data took a relatively short amount of time and memory. Considering the volumes
of data we originally processed at each analysis session, the process was fast and effi‐
cient, and our simple server setup was enough to transform the data in a matter of
seconds. Here are the results of our experiments running the system on different volumes
of Raw BUFR files (Fig. 3):

Fig. 3. The average duration spent to preprocess BUFR data.
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These tests were conducted multiple times for each volume category, to ensure high
accuracy, after analyzing the algorithm, we concluded that it runs on Linear time - O(n),
making it strikingly fast for large volumes of Raw meteorological data. We can conclude
that the system scales pretty well.

The system presents a data store that is efficient for highly structured, cleaned, space
optimized files that are ready for practical scientific research and experimentation, some
sample visualisations to follow (Figs. 4, 5 and 6):

Fig. 4. Final processed geographical points distribution for Morocco.
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Fig. 5. CH4 distribution example in Morocco.

Fig. 6. CO2 distribution example in Morocco.

4 Case Study: Power Plants in Morocco

4.1 The Problem

To demonstrate some of the practical applications of fast processing and restructuring
of data, we examine CO2 data points, after processing the data, we run fast visualisations
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to contrast any association between the thermal power plants and the density of CO2 in
the atmosphere, first we focus on the biggest power plants in Morocco:

• Jorf Lasfar Power Station (Fig. 7)

Latitude: 33.1047305
Longitude: −8.6376352
Fuel Type: Coal
Capacity: 1356 MW

Fig. 7. A satellite image of Jorf Lasfar Power Station.

• Tahaddart Thermal Power Station (Fig. 8)

Latitude: 35.589
Longitude: −5.9868
Fuel Type: Natural Gas

Fig. 8. A satellite image of Tahaddart Thermal Power Station.
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Capacity: 384 MW
• Mohammedia Thermal Power Station (Fig. 9)

Latitude: 33.682
Longitude: −7.4338
Fuel Type: Fuel Oil & Coal
Capacity: 600 MW

Fig. 9. A satellite image of Mohammedia Thermal Power Station.

4.2 CO2 Data

The data used in this case study is a small alteration over two months worth of prepro‐
cessed CO2 Data, using this simple algorithm:

algorithm average_geo_co2 is 

input: 2 Months of co2 density values of Map Df 

output: One Averaged set of data points of Map Of

for each geographical point p in Map do 

ps <- getValuesOfPoint(p) 

Of[p] <- AVG(ps) 

return Of 

The algorithm contrasts from the whole dataset without taking in each time interval
series of data points, it averaged out the values of each geographic point in the interest
map to produce a single map visualisation, creating two sets of points, one for the
morning scans and the other is for the evening scan. We found a slight correlation in the
night dataset (after a day of industrial activity).
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4.3 Interpretation

The following visualisations have been produced (from 8 to 10 PM) (Figs. 10 and 11):

Fig. 10. Visualised CO2 points in Morocco from Metop-A.

Fig. 11. Zoomed in visualisation focusing on the power plants of interest from Metop-B.
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Every Circle marker in these visualisations represent an averaged individual
Geographic Data point, the radius of the circle represent the density percentage (relative
to the minimum and maximum values of CO2 values in the whole dataset). Generally,
larger densities are concentrated in zones around the power plants of interest.

While we produced interesting visualisations that showcase a possible correlation
between the industrial activities of three power plants in Morocco and the density of
CO2 in these zones, it is however not sufficient to conclude without considering other
environmental variables, the density of CO2 can be affected by multiple other environ‐
mental factors. However, what our system allows for is a fast hypothesis forming
middleware that boosts our practical everyday data exploration and analysis tasks.

5 Conclusion

At the present time, the size and complexity of raw data is huge and continues to increase
everyday. The use of data processing systems to store, process, and analyze data streams
and create new data pipelines has changed how we discover and visualise big data in
general. In this paper, we presented a software solution made of multiple stacked layers
of subsystems that transform and process considerable volumes of raw pollution data in
near real time, taking the data from the native file format to a structured, cleaned,
normalized, and ready to be visualized and analyzed data store that is light and easy to
experiment with. We look forward for our solution to further improve, empower, and
accelerate the research process done on top of the EUMETSAT Data Stream interface.

Lastly, the paper presented a case study to demonstrate the possible relation between
three power plant activities and the CO2 densities in their respective location zones. In
the goal of fast hypothesis formation and as an introduction to a more serious investi‐
gation into the whole phenomena of air pollution.

In the future, significant challenges and problems concerning Big Environmental
Data must be addressed by the industry and academia, problems ranging from Data
storage and systems scalability to new environmental data processing paradigms for
pollution and the environment as a whole.
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Abstract. Android is the most widely used as mobile operation system, the thing
that make it the target of many attackers, day by day the market of malicious appli‐
cations develop and grow to reach every applications store. In this purpose many
researches have been made to deal with threats through proposing different malware
detection techniques. The main objective of this thesis is to detect malwares in
android mobiles by applying reverse engineering techniques to unpack malicious
apps code and classify them in order to detect whether the app is malicious or not.
This paper aims to give a comprehensive account of proposed techniques to detect
and classify malicious applications in android mobiles based on machine learning
algorithms and a comparison between those techniques in order to conclude the
most efficient one and their limitations with a view to ameliorate them.

Keywords: Machine learning · Android malicious · Detection · Classification
Reverse engineering

1 Introduction

Smartphone users number is increasing day by day specially smartphones based on
android OS, on par with this evolution, applications stores witness a huge evolution in
number of applications installed every day, which motivate attackers to develop mali‐
cious applications or clone known application for malicious purpose such as stealing
user confidential and credential information and using it without his knowledge, more‐
over this malicious apps use an extra processing power of users device.

For this Reason, considerable attention has been paid by researchers to secure
android devices that store wealth sensitive information of the users such as phone
numbers, messages, credit card information, by proposing different techniques to detect
this malicious applications, this lasts goes into 3 categories:

• Static analysis: analyze the application code after unpacking it in order to extract
features that will be used in detecting whether the app is malicious or not without
executing it, in general, this features are extracted from the manifest file or the java
byte code.
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• Dynamic analysis: is an analysis approach based on executing the application on real
device or emulator to collect the features and capture the application behaviors in
order to detect any malicious activities.

• Hybrid analysis: an approach that combine both approaches static and dynamic tech‐
niques.

The aim of this study is to propose a new approach to classify malwares in android
devices into families after extracting the code by reverse engineering techniques in order
to detect those malwares using machine learning algorithms, e.g. SVM (Support Vector
Machine), naïve Bayes, etc.

From this point on, the remainder of the paper is organized as follows, a state of art
section including previous works about classifying and detecting android malwares
using machine learning algorithms and different methods of analysis, a discussion
section presenting limitations of this works and a comparison between them, concluding
by a conclusion section.

2 State of Art

In the last few years there has been a growing interest in android security, due to huge
threats that harm android users and even companies by stealing and divulge their
personal and confidential information, hence, several publications has appeared docu‐
menting this subject toward finding the most effective method to detect android
malwares with the highest accuracy. Previous researches has demonstrated that machine
learning algorithms are very efficient in classifying malwares, these algorithms are
common used in most approaches in order to classify a sample to the appropriate family,
the purpose here is detecting whether the application is malicious or benign. Those
approaches can be classifier into three categories: static approach, dynamic approach,
hybrid approach, we present in follow studies that have been made in each category:

2.1 Static Analysis

The static analysis is an approach used to identify behavior of applications without
actually executing them through disassembling the compiled files of an app using reverse
engineering tools.

Mohsin and Dongang [1] developed a static analysis framework that use reverse
engineering to detect a malware, their experiment was tested on 1526 Google Play apps
and 1259 Genome Malware apps. They used Androguard as a reverse engineering tool
to disassembling a specific application by inputting it to the tool and decompiling its
APK file, from these last they extract Dalvik byte code and manifest file that contain
registered components. For each of these components the proposed detection system
analyze this lasts and derives callback sequences upon the extracted event sequences.
Hence a taint analysis is performed to detect malicious behavior from the permutations
of callback sequence. Figure 1 shows the reverse-engineering life cycle model used for
their reverse-engineering approach for detecting malwares, this model include state and
transitions were previously omitted by the android system.
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Fig. 1. Dexteroid framework [1]

Their study is based in first place on event sequence based analysis, they concentrate
in their experiments on attacks that intend to omit states and transitions by invoking set
of callbacks in a specific order.

The developed approach is an ensemble of algorithms, as first event sequence algo‐
rithm that derives all event sequences which were previously invoked on android system,
it explore all events that can be trigged from static state like staticPostResumed state,
those events allow to move an activity from the static state (staticPostResumed) and
getting it back to it. Second step is to derive callback sequences from event sequences
for both activity and life cycle model, for that, they use the life cycle callbacks which
is defined in the activity code, for activity they extracted 26 event sequences and removed
the duplication to evade from event sequences that produce same callbacks sequences,
same thing for service life cycle model, by removing duplication and for 15 event
sequences they extract 10 unique event sequences, subsequently, they analyzed all
extracted callbacks sequences in purpose to detect any malicious behavior.

In order to detect any attack intended by the attackers, they analyzed any possible
combination of callback ordering, by a proposed permutation sequence which is based
on permutation unit as all subsequences that move an activity state and getting it back
to its StaticPostResumed state, in addition to that, AUI-callbacks and miscellaneous are
considered as permutations units also by virtue of being randomly invoked on Stati‐
cPostResumed state.

The strong point of this approach that they evade resource-exhaustive owing to
generating permutation for all permutations units by using m-way permutation. Further‐
more, they avoided aliasing of an object during analysis by reaching the object-sensitive
level using entry instances consisting of a name field and an entry details type field,
which will be used as a symbol table entry to make a shallow-copied object in order to
reflect all changes made on that shallow-copied object to all aliases of same object.
Otherwise, this approach has drawbacks also, including its limitations in detecting
specific attacks such as information leakage and sending SMS to premium-rate numbers.
Additionally, not all event sequences produced by event permutations is occurred in an
applications which increase the false positive results.

This last approach is a static approach based on callbacks sequences to detect mali‐
cious activities on specific android application, in a different manner Mercaldo et al. [2]
proposed a different static approach that is based on update attack.
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Update attack is a type of attacks that targeted the update of an apparently an harmful
application, the user install an application from an android application market that appears
exhibit from any malicious behavior to make the anti-malware scan obtain a positive
result at the first stage of the app life at victims device. Just as the user lunch update of
that app a payload is downloaded on its device containing the malicious activities.

For Implementation, they used 2 datasets of malware samples: Drebin project,
Genoma one to retrieved 4 families from these datasets that use update attack (Plankton,
AnserverBot, BaseBridge, DroidKungFuUpdate).

This approach was the first that use model checking method for update attack. For
the methodology as first step, they define a transform operator that translate the Java
Bytecode into CCS process specifications in order to describe APK programs through
CCS. As second step, recognizing the features that differently the update attack from all
other malware families, they used for that an m-calculus logic formulae.

Strong points of this static approach based on malwares that use update attack tech‐
nique is the higher percent of accuracy due to its possibility to divulge the part of the
code that implement the payload download, in this way the mission of the anti-malwares
to detect and dissect the malware become easier. In addition, this approach use the model
checking method to identify the update attack wish allow them to get higher accuracy.

Simultaneously it has drawbacks also, as a static approach in this special type of
attacks that targeted the update of the app is inefficient because the app itself is begin
completely, the malware is only implemented in the payload of the application. Further‐
more, it’s difficult to detect this kind of attacks at all times by cause of unknowing when
the payload will be installed or integrated in application, without forgetting the compli‐
cation of distinguishing between illicit or and licit update.

As reported by Lihui Chen [3], machine learning algorithms are very useful and
efficient in detecting malwares, this study analyze and compare various aspects and
researches made in this field and they conclude the efficacy of such technique, it draws
its strength from its flexibility and ability to adapt automatically to emerging of new
features and evolution of new malwares that arise almost every day. As a result, they
proposed a framework implemented in Python and Java code named it DroidOL based
on machine leaning techniques. Authors analyze the application using static analysis to
extract features that will be used by a classifier of online learning to detect the malicious
activities.

As first step to detect a malware in this approach, they begin by invoking a static
analysis using Soot as workbench on a set of applications to extract their ICFG sub-
graph which is the feature used in this study using WL kernel, just as building a feature
vectors of all the apps, a PA classifier is performed to detect the malware. Online learning
proved its effectiveness using variable features-set which make the model adaptive to
new data and new features that emerge every day and that make a challenge in most
models. Additionally, online learning benefits from the fast model update which is at
least daily, this enhance the accuracy of classification by extracting the most recent
features, moreover, the ability of extending the batch size occur in online learning algo‐
rithms is efficacy in learning maximum of a malware similars which increase the accu‐
racy of classification and detection of malware, besides, their method is efficient in large-
scale malware detection.

Detection and Classification of Malwares in Mobile Applications 191



Yerima et al. [4] also used online learning as a technique in detecting malwares but
differently from the last approach they used Bayesian classification in detecting and
classifying malwares. The Bayesian classifier consist of 2 stages “learning and
detecting”, the first stage use a set of different malware samples and benign application
in the wild in order to collect wanted features that will be reduced next by a feature
reduction function according to its probability to occur in malware and benign apps.

The strong points in their choice of classifier is the fast performance in classification
without computational overhead. In addition to ability to model both expert and learning
easily in comparison to other algorithms.

For their experiment they used 2000 APKs, 1000 malware samples from 49 families
and 1000 benign of different categories to wrap a vast variety of applications used in the
world, the result obtained is very satisfying compared with other signature-based experi‐
ments.

2.2 Dynamic Analysis

Dynamic analysis is based on executing or emulating the suspicious application on
secure and sandboxed environment and monitoring its activities and behaviors in order
to detect whether it is malicious or benign app.

Previous researches indicate that dynamic based detectors are more efficient in
detecting malwares which are otherwise difficult to detect using static approaches.

Pektas et al. [5] proposed a dynamic approach based on run-time behaviors to collect
features and built features vector using a classifier based on machine learning algorithm.
For their experiment they used cuckoo sandbox as an analysis tool that execute the app
in a sandboxed environment to gather behavioral features from monitoring the run-time
activities, and to test the effectiveness of their classifier their used 2000 malware samples
belong to 18 different families from VirusShare, in addition to that a web anti-virus
scanner Virustotal was used by authors to label the malware samples used in their
experiment.

The strong points of this dynamic based approach are its Strength against obfuscation
techniques since the analysis is made on the executable file and the manifest file that
contain all the information necessarily to gather the features also it has been demon‐
strated by the authors that the run time behavior based approach is more efficient than
signature-based approaches since the huge amount of malwares that appear almost every
day.

Still there limitations for this approach as consumption of computing resources, for
2000 samples using 5 machines it took them 5 days thus to minimize the run-time of the
classifier appending more resources are needed, moreover the classifier developed by
the authors is feeble against some type of malwares.

In the Same context, Dash et al. [6] proposed a dynamic analysis approach based
also on runtime behavior but differently from the previous mentioned work, this study
used SVM as classifier, they named their detection system DroidScribe, a dynamic
analysis system based on runtime behavior using support vector machine as a machine
learning algorithm to classify malwares. DroidScribe derived runtime behaviors from
system calls monitored during runtime analysis and use them to classify the malware
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into families. DroidScribe use CopperDroid as dynamic analysis framework to extract
features during analysis including system calls and decoded binder communication and
abstracted behavioral patterns, upon this extracted features the SVM based multi-class
classifier using a training set of malware samples gathered from Genome Project and
Drebin as datasets of malware samples to classify malwares into their families.

As advantages of such study are using conformal prediction that produce set of
predictions instead of single one which increase the accuracy of classification and correct
errors made by SVM classifier that may misclassified some samples because it has to
make a choice between two classes that match in characteristics.

DroidScribe is robust in detecting malwares with sparse runtime behavior by
improving the decision made by SVM classifier to predict set of best matches of
malwares family instead of being forced to choice a single one which are indistinguish‐
able during training by applying conformal prediction.

Otherwise, drawbacks of this approach is the limited information gained from anal‐
ysis by cause of low-level events, moreover using CopperDroid as dynamic analysis
framework make DroidScribe inherit its drawbacks as the ability of malwares that can
bypass the screening test and the restrained resources during analysis. DroidScribe is
vulnerable in detecting mimicry attacks and randomly added system calls and actions
that change patters in system calls because the changes are not clearly visible.

Jang et al. [7] proposed a dynamic approach based on behavior similarity matching
with profile, authors developed a hybrid anti-malware system named it Andro-profile
utilize capabilities of both on and off device.

On device is the user application installed on his device, off device is a remote server
that analyze and profile malicious behaviors of the suspicious app. Once the user made
a request in the client application, the request will be sent to remote server and more
precisely to repository component to search in its database if there an analysis result
made by analyzer component that fulfill the user request, if not the repository component
fetch the crawler component.

Thus the remote server contain three components:

• Crawler which is responsible for crawling the app in repositories (app markets). In
case it couldn’t crawl it, the client application on user device collect and send the app
information to the server as hash digit of the apk file.

• Repository component responsible for testing if hash digit of the apk file crawled
is similar to the suspicious apps hash digit, if positive then the app is duplicated and
will be discarded, if not thus the repository component send the app to the analyze
component.

• Analyzer component analyze the app and send the results to client application to
exhibit it to user screen, and send it to repository component to add the analysis result
in its database.
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The procedure of andro-profile is described in Fig. 2:

Fig. 2. Overall procedure of andro-profiler [7]

Strong points of this study, a short run-time as 55 s/MB to classify each malware,
since andro-profiler is developed in lower level language it make it faster in classifying
and profiling malwares.

The approach is efficient in detecting 0-day malwares and give higher accuracy in
classifying malwares to their families using performance metrics as false positive and
false negative results.

Andro-profiler has limitation also as failing in detecting premium rate SMS type of
malwares, in addition to depending on emulator version used for analysis.

Moreover, it is limited in detecting malwares that are executed under specific condi‐
tions as (SDK version, cellular network; connection status, time, place), which make
andro-profiler does not consider all malicious behaviors as privilege escalation and
command and control (C and C) attack.

Malik and Khatter [8] proposed a dynamic approach based on system call pattern as
a feature to detect and classify a malware into its family, to test the effectiveness of their
approach, they developed a system that extract system call trace from application in
order to analyze it and compare it to other benign apps.

For this experiment, 345 malicious samples from 10 different families including
(FakeInstaller, Opfake, Plankton, DroidKungFu, BaseBridge, Iconosys, Kmin, Adrd
and Gappusin) were used to extract their system call trace and they compare it to system
call pattern of 300 benign apps, they observe that malwares execute more often some
system calls than normal applications do.

Using this type of features to detect malwares still limited in number of malwares
detected, a combination with other features is needed to improve the accuracy and
effectiveness of this intrusion-detection system, moreover approaches that are pure
based on system call doesn’t get enough semantic content and information to perform
the classification and detection procedure.
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2.2.1 Emulator vs. Device in Dynamic Analysis
Dynamic analysis is analyzing a suspicious app by executing it on a sandboxed envi‐
ronment whether was the host device or an emulator, choice of this last influence the
effectiveness of detection system. And to ensure best accuracy of detection, a most
interested approach to this issue has been proposed by Alzayalte et al. [9], an approach
that compare experiments of dynamic analysis applied on features that were extracted
from on device and on emulator analysis.

As first step of their experiment is extracting features for supervised learning, they
implemented a tool that automatically extract dynamic features for android mobile
which is Dynalog, a dynamic analysis framework which invoke application on a sand‐
boxed environment in a emulator to extract desired features.

The execution time of each app is 300 s on emulator same on device, therefore the
behaviors are being logged in log several dynamic behaviors to later extract features
including API calls and Intents as shown in Fig. 3.

Fig. 3. Extracting features based on emulator and real phone using Dynalog [9]

Dataset that has been used is on total 2444, 1222 of them malware samples from
genome project belong to 49 families, and other 1222 are benign apps from Intel
Security. They get as result of this experiment, from 1222 malware samples 1205 were
detected successfully on phone which give it 98.6% of accuracy, when 939 only on
emulator with 76.84% accuracy. And from 1222 benign apps, 1097 successfully detected
on phone with 90% accuracy versus 64.27% on emulator with 786 successful detected
app. Table 1 shows the percentage of each experiment.

Table 1. Percentage of the successful analysis on android apps using Dynalog [9]

Emulator Phone
Malware samples 76.84% 98.6%
Benign samples 64.27% 90%
Total 70.5% 94.3%

Furthermore, authors used machine learning tools to analyze extracted features from
both environments to compare the effectiveness of emulators and phones as detection
analysis environments, by applying different machine learning algorithms (e.g. Support
Vector Machine, Nave Bayes, Simple Logistic, Multilayer Perception, Partial decision
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Trees, Random Forest, J48 decision). This experiment demonstrate that using real device
for extracting features is most effective method for higher accuracy of detection.

Authors conclude their article by result that dynamic analysis based on real device
environment is more efficient in detecting malwares due to its robustness against anti-
emulation methods that detect emulators and virtual environment and then hide the
malware malicious behaviors.

2.3 Hybrid Analysis

Considering disadvantages and advantages of both static and dynamic approaches and
to solve this issue to get higher accuracy of detection of android malwares, many
researchers have proposed various approaches of combination of both methods static
and dynamic to benefits from both of their advantages and to avoid all drawbacks.

Zhang Yan [10] proposed an hybrid approach based on runtime system calls, this
proposed approach consist of a dynamic analysis that is responsible for collecting
system-calling data and on other hand a static analysis to process and analyze collected
data in order to detect whether the app is malicious or benign by processing the extracted
features into a robust computing server named detection server.

As a first procedure of this experiment is collecting data from known benign and
malwares, using dynamic analysis on an executed app on device to extract its system
calling data about individual and sequential system call with different depth, therefore
a malicious pattern set and a normal pattern set is build influenced by system call pattern
extracted from app runtime which will be used in comparison with apps patterns to detect
the good or bad of this last.

On the other hand, for an unknown malwares, author collect apps runtime system
calling data including individual and sequential system call with different depth and
extract the patterns to compare them with normal and malicious patterns sets to detect
whether the app is malicious or benign.

Next procedure of this experiment is processing of data based on static analysis, for
this procedure author used an external detection server for better performance due to
limitations of storage and performance of mobile devices. He transferred the collected
data to the detection server, by using net link technology that write collected data into
a local file including calling data and runtime process information, these lasts will be
sent to the server in order for further analysis and processing using python script.

Using an external server for detecting made the approach very robust in detecting
android malware because of the limitations in mobile analysis performance and storage
capability, moreover the time sufficient of executing of app to perform the extraction of
features is only 2 h which make the proposed approach very fast in detection. As result
of their experiment using 100 malware samples and 104 benign samples, they get a high
value of accuracy equals to 90%.

In the fact, the proposed approach doesn’t have many drawbacks, we can only
mention the ability to improve the accuracy by improving the malware and benign
samples, and still suffer from the limitation of mobile devices in performance of gath‐
ering data during runtime of application.
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Kapratwar [11] proposed also a hybrid approach but differently from previous
research it is based on two features: static feature considered is permission extracted
from the Manifest file, while dynamic analysis is based on system call frequency
extracted at runtime of application. The main aim of this study is to test the effectiveness
of each method (static and dynamic) individually and the effectiveness of their combi‐
nation.

The first phase of this experiment was the reverse engineering of the app to gather
the apk package that contain manifest file necessarily for extracting permissions features
using apktool. Thus, author extract permissions features from android manifest file using
a developed xml parser for each application and sent it to a feature vector generator in
order to build a feature vector.

Therefore a feature selection phase is necessarily to reduce unused and redundant
features using Information Gain as feature selection method.

Next phase of this experiment was the extraction of system call using dynamic anal‐
ysis by applying an emulator integrated in Android Studio, the main objective of this
phase is calculating the frequency of occurrence of system call in application which
allow analyzer to detect malware, because malwares invoke some system call more often
than normal apps.

This approach use machine learning algorithm to classify malwares into families for
detection, and in order to choose the most efficient algorithm, author perform a test with
algorithms of machine learning and they demonstrate that Random Forest classifier is
the most effective machine learning algorithm to detect malwares.

As result of this experiment, author demonstrate that permissions data is more effi‐
cient in detecting android malwares than system call frequency, but with the combination
of two of them, author gain more accuracy and fetch better results.

The proposed approach still need some improvement as expanding the datasets used
in experiment, focusing on the static method and improving it.

3 Discussion and Conclusion

This paper is a modest contribution to the ongoing discussions about security of android
mobile, the main aim of this study is to highlight different category of detection and
classification based approaches in order to study different methods and compare them
with each other to reveal the most effective one.

Different categories of detection approaches has been high-lighted as static, dynamic
and hybrid based analysis, as mentioned in the first section, many researchers have
demonstrate that static analysis grant higher accuracy because its informative and fast
in detection and with less resource consumption, but it still limited in different ways as
against obfuscation codes that make almost impossible to apply patterns match techni‐
ques, also static analysis is weak against dynamic code loading. Using callback
sequences have gain higher accuracy but with high false positive results and it is limited
to some kind of attacks, as for the update attack approach, static analysis is weak in such
type of attacks because the monitored app is completely benign, only the payload inte‐
grated in it that has malicious code. Moreover researchers demonstrate the effectiveness
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of applying machine learning techniques in detecting and classifying malwares due to
its scalability and flexibility.

For the second section, some researchers used runtime behavior as features for
dynamically analyze an application during its runtime using machine learning algorithm,
both approaches were robust in detecting obfuscation code but they suffer from
consumption of computing resources and limited information gathered during analysis.
Same as using system call feature that doesn’t get enough information for detection
which make the combination with other features a necessary matter.

Moreover using on device environment for detection system is more effective and
give better accuracy results than emulator environments that suffer from limitation
against malwares that use anti-emulator techniques to detect virtual environment and
then change their malicious behavior. Thus, above researches demonstrated that
dynamic based approaches are efficient against obfuscation code but consume
computing resources and suffer from anti-emulation in case of using emulator environ‐
ment.

And to avoid the drawbacks of this two methods (static and dynamic), researches
proposed an hybrid approach that benefit from the advantages of static and dynamic
analysis by combining static method in processing and analyzing for better performance
and dynamic analysis for fast collect of data, in another way, using both methods based
feature as permissions data from manifest file and system call frequency collected during
app runtime give better result when authors combine them than experiments when they
used each method individually.

4 Conclusion

From the outcome of our investigation it is possible to conclude that hybrid based
approach is more efficient in analysis because it combine the advantages of static analysis
as rich information gained and dynamic analysis as robustness against obfuscation code,
moreover we can conclude also that machine learning techniques are very efficient in
classifying and detecting android malwares.

As mentioned in this paper previous works used machine learning algorithm as SVM
and Bayesian classification and achieved high accuracy results of detecting android
malwares.
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Abstract. This paper presents a technique of real time head gesture recognition
system. The primary objective is to implement system that can detect the move‐
ment of the head in different directions. The method comprises Gaussian mixture
model GMM for background subtraction accompanied by optical flow algorithm,
which contributed us the required information respecting head movement. An
idea is given regarding the intensity variation between the frames of inputted
video. This variation in intensity is used to determine the optical flow and the sum
of the velocity vectors of the foreground image. Using the median filter to remove
noise from an image, such noise reduction is a typical pre-processing step to
improve the results of later processing. In our experiments, we tried to determine
the movement of the head in different directions: left, right, up and down.

Keywords: Head gesture · GMM · Background subtraction · Optical flow

1 Introduction

Gestures are an important aspect of human interaction, they can originate from any
bodily motion or state but commonly originate from face or hand. A gesture is a form
of non-verbal communication in which visible bodily actions communicate particular
message, either in place of speech or together and in parallel with words.

The use of gesture as a natural interface becomes a motivating force for modeling,
analyzing and recognition of movement. Human machine intelligent interaction needs
vision based motion estimation, which requires many interdisciplinary studies. Gesture
recognition has long been researched with 2D vision, but with the advent of 3D sensor
technology [1], its applications are now more diverse, spanning a variety of markets.

Gesture recognition is the mathematical interpretation of a human motion by a
computing device. It provides a redundant form of communication between the user and
the robot. There are a great number of devices that are tested to sense body position and
orientation, facial expression and other aspects of human behavior or state that can be
used to determine the communication between the human and the environment.

To backing gesture recognition, human body movement must be tracked and inter‐
preted in order to recognize the meaningful gestures. Several methods have been devel‐
oped for both hand gesture and body gesture recognition.
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Other than the gesture complexities like variability and flexibility of structure of
hand and head other challenges include the shape of gestures, real time application
issues, presence of background noise and variations in illumination conditions.

In this paper of gesture recognition, we combine Gaussian Mixture Model (GMM)
[2] for the background subtraction and Optical Flow method for the determination of
head movement. The Mixture of Gaussians method is widely used for the background
modeling since it was proposed by Friedman and Russell [3]. Stauffer [4] presented an
adaptive background mixture model by a mixture of K Gaussian distributions. There are
many optical flow methods, among which we tried the Gunnar Farneback optical flow
algorithm [5].

Optical flow method can detect the moving object even when the camera moves, but
it needs more time for its computational complexity, and it is very sensitive to the noise.

The essential purpose of the project is to devise a real-time head movement detection
and gesture recognition system.

In this paper, we propose a gesture recognition system where motion detection takes
by input from a simple camera and needful processing steps is done to recognize the
gestures from a live video.

The rest of this paper is organized as follows, Sect. 2 describes the different materials
and methods. Section 3 describes the proposed system. Section 4 describes results.
Finally, Sect. 5 presents the conclusion.

2 Materials and Methods

2.1 Background Subtraction

Background subtraction is a widely used approach for detecting moving objects from
static cameras. The justification of the approach is detection of moving objects from the
difference between the current frame and a reference frame, often referred to as the
“background image” or “background model”. Background subtraction is done primarily
if the image in question is a part of a video stream [2]. Background subtraction, also
known as foreground detection, is a technique in the fields of image processing and
computer vision wherein an image’s foreground is extracted for further processing
(object recognition etc…). For example, traffic monitoring counting vehicles, detecting
and tracking vehicles. Generally, an image’s regions of interest are objects (humans,
cars, text etc.) in its foreground. After the stage of image pre-processing which may
include image denoising, post processing like morphology etc. In all these cases, we
must first extract the person or vehicles alone. Technically, extract the foreground in
static background movement.

Generally based on a static background hypothesis, which is often not applicable in
real environments. With indoor scenes, reflections or animated images on screens lead
to background changes. Similarly, due to wind, rain or illumination changes brought by
weather, static backgrounds methods have difficulties with outdoor scenes [6].

The simplest background model assumes that the relative intensity values for each
pixel are modeled by a united-modal distribution. Stauffer and Grimson [4] proposed to
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model the value of each pixel as a mixture of Gaussians “MOG” (Mixture Of Gaussians)
and use an approximation technique to update the model.

2.1.1 The Gaussian Mixture Model

Over time, different background objects are likely to appear at a same (i, j) pixel location.
When this is due to a permanent change in the scene’s geometry, all the models reviewed
so far will, more or less promptly, adapt so as to reflect the value of the current back‐
ground object. However, sometimes the changes in the background object are not
permanent and appear at a rate faster than that of the background update.

In [7], Stauffer and Grimson raised the case for a multi-valued background model
able to cope with multiple background objects. Actually, the model proposed in [7] can
be more properly defined an image model as it provides a description of both foreground
and background values.

In the context of a traffic surveillance system, Friedman and Russel [3] proposed to
model each background pixel using a mixture of three Gaussians corresponding to road,
vehicle and shadows. This model is initialized using an EM algorithm [8].

Then, the Gaussians are manually labeled in a heuristic manner as follows: the
darkest component is labeled as shadow, in the remaining two components; the one with
the largest variance is labeled as vehicle and the other one as road. This remains fixed
for all the process giving lack of adaptation to changes over time. For the foreground
detection, each pixel is compared with each Gaussian and is classified according to it
corresponding Gaussian. The maintenance is made using an incremental EM algorithm
for real time consideration.

Stauffer and Grimson [4] generalized this idea by modeling the recent history of the
color features of each pixel {x1,… , xt} by a mixture of K Gaussians. We remind below
the algorithm [9]. First, each pixel is characterized by its intensity in the RGB color
space. Then, the probability of observing the current pixel value is considered given by
the following formula in the multidimensional case:

P(X
t
) =

k∑
i=1

w
i,t. 𝜂(Xt

,𝜇
i,t,

∑
i,t

) (1)

Where the parameters are K is the number of distributions, wi,t is a weight associated
to the ith Gaussian at time t with mean 𝜇i,t and standard deviation 

∑
i,t .𝜂 is a Gaussian

probability density function:
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e
−

1
2
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−1∑
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For computational reasons, Stauffer and Grimson [4] assumed that the RGB color
components are independent and have the same variances. So, the covariance matrix is
of the form:
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∑
i,t

= 𝜎
2
(i,t)I (3)

So, each pixel is characterized by a mixture of K Gaussians. Once the background
model is defined, the different parameters of the mixture of Gaussians must be initialized.
The parameters of the MOG’s model are the number of Gaussians K, the weight wi,t
associated to the ith Gaussian at time t, the mean 𝜇i,t and the covariance matrix 

∑
i,t [9].

Background Model Estimation. To extract the foreground, the background is modeled
by selecting the clusters that effectively represent the background. The background
changes less frequently in comparison to the foreground. Thus, the clusters with higher
weights and lower variances represent it. The distributions are sorted by the descending
values of ω/σ [10].

Then the first B distributions satisfying the following criteria are chosen to represent
the background model, where

B = argminb(

b∑
i=1

wi > T) (4)

Here, T represents a threshold to determine the minimum amount of data that consti‐
tute the background.

Expectation-Maximization (EM). An iterative method to find maximum likelihood [8]
or maximum a posteriori (MAP) estimates of parameters in statistical models, where the
model depends on unobserved latent variables. The EM iteration alternates between
performing an expectation (E) step, which creates a function for the expectation of the
log-likelihood evaluated using the current estimate for the parameters, and maximization
(M) step, which computes parameters maximizing the expected log-likelihood found on
the E step. These parameter-estimates are then used to determine the distribution of the
latent variables in the next step [8].

2.2 Optical Flow: Gunnar Farneback

The Gunnar Farneback method [11] is a two-frame motion estimation algorithm. Gunnar
Farneback uses quadratic polynomials to approximate the motion between the frames.
This can be done efficiently by using the polynomial expansion transform. In the case
of Gunnar Farneback the point of interest is quadratic polynomials that produces the
local signal model expressed in a local coordinate system such that:

f (x) ∼ xTAx + bTx + c (5)

Where A is a symmetric matrix, b a vector and c a scalar. The coefficients are esti‐
mated from a weighted least squares fit to the signal values in the neighborhood. The
weighting has two components called certainty and applicability. These terms are the same
as in normalized convolution [5, 12, 13], which polynomial expansion is based on.
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– Displacement Estimation

Since the result of polynomial expansion is that each neighborhood is approximated
by a polynomial, we start by analyzing what happens if a polynomial undergoes an ideal
translation. Consider the exact quadratic polynomial [11]:

f1(x) = xTA1x + bT

1 x + c1 (6)

And construct a new signal f2 by a global displacement by d

f2(x) = f1(x − d) = (x − d)TA1(x − d) + bT

1 (x − d) + c1

= xTA1x + (b1 − 2A1d)Tx + dTA1d − bT

1 d + c1

= xTA2x + bT

2 x + c1.
(7)

Equating the coefficients in the quadratic polynomials yields

A2 = A1

b2 = b1 − 2A1d,
c2 = dTA1d − bT

1 d + c1.
(8)

The key observation is that by Eq. (8) we can solve for the translation d, at least if
A1 is non-singular,

2A1d = −(b2 − b1),

d = −
1
2

A−1
1 (b2 − b1).

(9)

We note that this observation holds for any signal dimensionality (Fig. 1).
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Image 1 Image 2

Fig. 1. Optical flow result, vectors showing the direction and intensity of flow of each pixel.

3 Proposed System

The webcam camera is used as an input video, frames are captured and used in further
processing. The main information was gathered from the image, so the subtraction of
the background for the entire process was performed. There are many approaches, which
furnish helpful tool for image subtraction (Fig. 2). Among those Gaussian Mixture
Model (GMM) [2] gave the best result (Table 1).

– Background subtraction MOG

GMM Background 
Subtraction

Foreground
Extraction

Optical flow

Median
filter

Video
input

Recognition

Fig. 2. Block diagram
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Table 1. Different methods of background subtraction

Algorithm
Background subtraction
Background subtraction MOG
Background subtraction MOG2
Background subtraction GMG

It is a Gaussian Mixture-based Background/Foreground segmentation algorithm. It uses
a method to model each background pixel by a mixture of K Gaussian distributions
(K = 3 to 5). The weights of the mixture represent the time proportions that those colors
stay in the scene. The probable background colors are the ones, which stay longer, and
more static [14].

– Background subtraction MOG2

It is also a Gaussian Mixture-based background/ foreground segmentation algorithm.
One important feature of this algorithm is that it selects the appropriate number of
Gaussian distribution for each pixel. It provides better adaptability to varying scenes
due illumination changes etc [15, 16].

– Background subtraction GMG

This algorithm combines statistical background image estimation and per-pixel Baye‐
sian segmentation [17].

Figure 3 shows the results found after using the three different methods of back‐
ground subtraction.
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Video input Background Subtraction MOG2

Background subtraction MOG

Background subtraction GMG 

Fig. 3. Results after background subtraction

Now, we use a technique to extract foreground using the background subtraction
MOG2 to follow the moving object with the real color intensities (Fig. 4).

Fig. 4. Image foreground extraction with real color intensities

In the next step, we applied the Gunnar Farneback algorithm to the foreground to
determine the movement of pixels remaining in the foreground. Gunnar Farneback is a
dense optical flow algorithm because it computes the optical flow for all pixels in the
image (Fig. 5).
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Fig. 5. The vectors of the optical flow

After that, we apply the median filter which is a digital filtering technique often used
to remove noise from an image. Such noise reduction is a typical pre-processing step to
improve the results of later processing (Fig. 6).

Fig. 6. Median filter

Many features are accompanied with the image. The information from the fore‐
ground is used to determine the movement of the head, and those features provide us
the corresponding gesture. Here the optical flow vectors acted as the feature vector [18].

The last step is to compute Sx and Sy, which represent the summation of the velocities
calculated by the optical flow along the x and y axis [18].

4 Results and Discussion

In this section, we show experimental results of the proposed method using background
subtraction with Gaussian Mixture Model and optical flow.

In Table 2, Sx and Sy are the sums of the both optical flow vectors. Some summed
values obtained shown below [18]:

Table 2. The head movement and and the corresponding values of Sx and Sy

Value of Sx Value of Sy Results Recognition
0.0013 0.7410 Right Right

−0.0400 −0.1455 Left Left
0.3968 −0.0634 Down Down

−0.0012 0.1238 Up Up
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According to the results found, we found that the detection of head movement can
be generalized according to the signs of Sx and Sy. Table 3 presents the different
possibilities signs of Sx and Sy.

Table 3. Results from Sx and Sy of the both optical flow vectors

Value of Sx Value of Sy Conclusion
+Ve −Ve DOWN
−Ve −Ve LEFT
+Ve +Ve RIGHT
−Ve +Ve UP

Figure 7 represents the recognition of the head using the proposed system.

    (a) (b)

(c)  (d)

Fig. 7. Different position of the movement of the head, (a)- Head is moving towards left, (b)-
Head is moving towards right, (c)- Head is moving towards up, (d)- Head is moving towards
down.

The success rate and the comparison of this project with some previous work are
given below [18] (Tables 4 and 5):

Table 4. Success rate

Experiments Number of experiments Number of correct recognition Success rate
Left 10 6 60%
Right 10 8 80%
Up 10 10 100%
Down 10 7 70%
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The success rate has been calculated and found to be 77.5% with the use of threshold
based classification. The time taken to process was obtained to be 6.05 frames per
second.

5 Conclusions

In this paper, we proposed a system based on the GMM model and the optical flow
method to recognize the movement of the head. We used the MOG2 approach as the
main background subtraction algorithm, with median filtering to eliminate noise.

It can be deduced that, based on the result and the success rate found, the proposed
system is very robust and allows the head to be detected with great efficiency. Other
improvements are being studied based on other classifiers such as SVM, neural
networks, and the ACP method.
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Abstract. Enterprise resource planning (ERP) is the managing business system
that allows an enterprise of any organization to utilize a collection of integrated
applications to manage its business and automate many back office functions
related to technology. The selection itself of a suitable ERP is one of the most
important parts in the implementation. This paper attempts to use artificial neural
networks to choose an ideal ERP for any enterprise. This paper constructs a
three-level BP neural network to analyze the principle and model of a suitable
ERP. By using the samples to train and inspect the BP neural network, we
conclude that the application of BP neural networks is an effective method to
forecast suitable ERP. Thus the purpose of this study is to requite mainly three
factors among the many others that influence the choice of a suitable ERP. By
using statistics in several investigation-filled samples, we can collect a database
for many cases that can in return help us create a model that manages the choice
of an ideal ERP for the company and reduces the costs of failure.

Keywords: Enterprise resource planning � ERP � ERP implementation
BP neural network

1 Introduction

The 21st century is regarded as the age in which informationization has become a
massive and important concept in our professional activity. Additionally, computers
have been used for decades as tools by companies that are involved in commerce in
general, to achieve profitability and improve management. The information technolo-
gies such as material requirements planning (MRP) and manufacturing resource
planning (MRPII) are built up from early versions of inventory control software.

Nowadays, Enterprise resource planning (ERP) has come to maturity by incorpo-
rating more functions such as logistics management, financial management, asset
management and human resource management [1].
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The selection of a suitable ERP decreases cost and increases interests for an
enterprise. So, a rational supposition is that an ideal ERP is crucial in its implementation.

The artificial neural networks (ANNs) concept originates from biology. Its com-
ponents are similar to and have the basic functions of neurons in an organism. The
components are connected according to some pattern of connectivity, associated with
different weights. The weight of a neural connection is updated by learning. ANNs
posses the ability to identify nonlinear patterns by learning from the data. It can also
imitate the knowledge-level activities of experts either physically or functionally.
Therefore, ANNs can be used in business and banking applications for decision
making, forecasting and analysis. In order to search the optimal weights for neural
networks, a number of algorithms have been coined and developed. The back propa-
gation (BP) training algorithms are probably the most popular ones. The structure of
BP neural networks consists of an input layer, an output layer, as well as a hidden layer.
The numbers of the input and output layer nodes are decided by task requirements. The
optimal number of hidden layer nodes is determined by certain testing experiments.
The BP training algorithms are well known for that. Yet they may have a slow con-
vergence in practice, and the search for the global minimum point of cost function may
be trapped at local during gradient descent [4].

The remainder of the paper is organized as follows; the first section is for the
abstract and introduction. The second section is dedicated to the literature review. The
third one proposes a model of BP neural network for forecasting appropriate ERP for
the company. The fourth section describes the sample selection and data analysis. As
for the last section, it provides a summary to this work and conclusions.

2 Literature Review

Enterprise Resource Planning (ERP) is a standard of a complete set of enterprise
management system. It emphasizes integration of the flow of information relating to the
major functions of the firm.

The choice of a suitable ERP is the most important and crucial step. Many com-
panies fail in their implementation due to their poor selection methods, which allows us
to note that, the opinion of an expert is crucial for the right implementation to take
place. There are several modules for implementing an ERP in a company, but the main
one is the choice of an ERP.

There are numerous phases in the ERP implementation process. One of the earliest
and most critical phases is the ERP selection phase. If an organization selects an
inadequate ERP to fit their needs, the project will most likely destine to fail. Research
and practice have provided several cases of ERP project failures because of a faulty
selection process. No matter what amendments the adopting company undertakes in the
later phases, if there is no fit, there is no success [2].

Recently, scholars and researchers have proposed many tricks to provide better
selection methods for a suitable ERP, for example, Se Hun Lim and Kyungdoo Nam
have analyzed an Artificial Neural Network Modeling in forecasting successful
Implementation of ERP systems [6] (See Fig. 2).
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Today, the quality of decision-making is a prime factor for success in top man-
agement which allowed us to choose the ANN view for its reputation; big business and
banking applications for decision-making have used ANN [4].

In a survey of business applications from 1992 to 1998, Vellido et al. found neural
networks are matured to offer real practical benefits. Consequently, it can be used to
assist in selecting potential suppliers (partners). Since the back propagation (partners)
neural networks was proposed by Rumelhart D E ECT, a number of network models
have been developed with the BP neural network as the one most favored by neural
networks researchers [4].

BP Neural Network
BP neural network is a multi-layer neural network of error back- propagation (see
Fig. 1). It consists of three layers: a layer of “input” that is connected to a layer of
“hidden” units, which is connected to a layer of “output” units. The activity of the input
units represents the raw information that is fed into the network. The activity of each
hidden unit is determined by the activities of the input units and the weights on the
connections between the input and the hidden units. The behavior of the output units
depends on the activity of the hidden units and the weights between the hidden and
output units.

The multi-layer perception is trained under supervision using the back propagation
algorithm. By using a training algorithm to adapt the interconnection weights, BP
neural network has the ability to implement a wide range of responses to the patterns in
a given training set. The network functions in two stages during training: a forward
pass and a backward pass. In the forward pass, the input vector is presented to the

Fig. 1. Structure of three–layer BP neural network
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network, and the outputs of the units are propagated through each upper layer until the
network output is generated. The difference (error) between the network output and the
desired output is computed for each output unit. In the backward pass, starting from the
network output, a function of the error is fed back through the network layers to the
input stage. The interconnection weights are adjusted during the backward pass to
minimize the error. The forward and backward passes are repeated until the network
converges, that is, until a measure of the error is acceptably small.

The convergence of the BP neural network can be tested in several ways. The most
practical test for network convergence is the error limit test, i.e., to test if the absolute
difference between the desired response and the response for each output unit is below
a small specified error limit. Alternatively, training could be terminated when the sum
of the squares of the errors for all output units is below a specified limit.

The learning algorithm of BP neural network is shown as follows [19]:

1. Using random value (between 0 and 1) to initialize Wji and hj. Wji is the link
weight from neuron i to neuron j, hj is neuron the threshold value of j (hidden layer
and Output layer).

2. Using the deposing training sample collection {xP1} and the corresponding desired
output collection {yP1}. The p, l delegate sample number and the difference Vector
number separately;

3. Calculating each neuron output Oij:
(1) Regarding the input layer neurons, the output is the same to its input,

Opi¼ xpi ð1Þ

xpi is the pth sample’s ith value;

Influential factors of selection
suitable ERP

Ability to modify
standard
functions

Effective Project
management

Selection of
Project leader

User training and
education

Fig. 2. Influential factors of selection ERP (Concluded by the other articles)
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(2) Regarding hidden layer and output layer, neuron Output operation is as follows:

Oij ¼ f
X

wjiopi � hj
� �

ð2Þ

Oij is the neuron i’s output, also is the neuron j’s Input, f (x) is a non-linear
differentiable non-decreasing Function, generally, it is considered as sigmoid
function,

f xð Þ ¼ 1= 1þ e � xð Þ ð3Þ

4. Calculating each neuron’s error signal:

Output level: dij = yij � oijð Þ oij 1 � oijð Þ ð4Þ

Input level: dij = oij 1 � oijð ÞRdijwij ð5Þ

5. Back-propagation, revises weight

Wj t + 1ð Þ = wj tð Þþ adijoij ð6Þ

a is the learning speed;
6. Calculating error

Ex = RRf g opk � ypkð Þ2=2 ð7Þ

If Ex is smaller than fitting error, finishes the network training; otherwise transfers
it to 3, continues to train.

In my research I try to reconsider the factors that directly influence the proper
choice of an ERP. First, I present the factors that directly influence the choice of an
ERP with multiple articles in the same way. Then I present my 3 factors that I have
reviewed from an investigation, I will speak in-depth about the investigation in chapter
Analysis example.

3 Example Analysis

The empirical data for this research comes from the investigation in an online platform.
Indeed, this survey consists of more than 48 well-chosen and well-defined questions.
But our goal is to minimize the questions. The minimum possible is to have the most
interesting factors that influences the choice of ERP, then use them as Layer BP neural
network. I was able to have more than 80 filled with different consultants which gave
me a database to base this research upon. This database consists of several replies from
consultants in Morocco.
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After the data collection, I found out that to have results in our research, the
rematch of the moderating indicators that directly influences the final result is missed.

I used Software R statistical software that analyzes all the data and chooses the
moderating indicators that influence greatly the final result.

Indeed I was able to work with the method logistic regression (Anova) which gave
me 3 moderator indicators as I confirm this with another method of:

Step by step (see Fig. 3)

Analysis of variance (Anova): is a collection of methods for comparing multiple
means across different groups

ANOVA Model
If p is the number of factors, the ANOVA model is written as follows:

yi ¼ b0 þ Rj¼ 1...qbkði;jÞ; j þ ei

Where yi is the value observed for the dependent variable for observation i, k(i,j) is
the index of the category (or level) of factor j for observation i and ei is the error of the
model.

The chart below shows data that could be analyzed using a 1-factor ANOVA. The
factor has three categories. Data are orange points. The dashed green line is the grand
mean and the short green lines are category averages. Note that we use arbitrarily the
sum (ai) = 0 constraint, which means that b0 corresponds to the grand mean.

Influential factors of
selection suitable ERP

X
1

X
2

X
3

Fig. 3. Influential factors of selection ERP in this research (concluded by the software R)
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The hypotheses used in ANOVA are identical to those used in linear regression: the
errors ei follow the same normal distribution N(0, s) and are independent. It is rec-
ommended to check retrospectively that the underlying hypotheses have been correctly
verified. The normality of the residues can be checked by analyzing certain charts or
by using a normality test. The independence of the residues can be checked by ana-
lyzing certain charts or by using the Durbin Watson test.

Finally I had 3 moderator factors that I will use:

X1: Effective Project Management
X2: Level of implementation difficulty
X3: Percentage of coverage before adaptation

This paper constructs a three-layer BP neural network model which can forecast
suitable ERP for any Enterprise. We forecast 80 samples of Expert opinion. The first 50
samples are used to train the neural network, and the last 30 samples are used to inspect
the training effect. The result shows that BP neural network can be employed to the
selection of suitable ERP for any enterprise. Compared to traditional methods, BP
neural network has more advantages. The principle of BP neural network is simple. It
has strong maneuverability, fast speed and satisfying fitting precision. The enterprises
can employ it to avoid a great deal of calculation and human errors. At the same time,
they don’t need to waste much time and human resources on collecting the data or
opinions of experts. So the BP neural network can help enterprises reduce costs greatly
through the information which technologies of ERP can provide.

As seen in the three boxes: Current ERP is the choice of an expert, ERP estimated
is our ERP that is concluded by our model of BP Neural network and the relative error
(Table 1).
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Table 1. Network training result

Question Current ERP ERP estimated Relative error %

X1 5 4 10%
X2 6 5 10%
X3 12 10 20%
X4 4 3 10%
X5 5 4 10%
X6 4 3 10%
X7 6 4 20%
X8 6 5 10%
X9 7 6 10%
X10 5 4 10%
X11 4 3 10%
X12 5 4 10%
X13 6 4 20%
X14 7 6 10%
X15 3 4 10%
X16 3 4 10%
X17 6 4 20%
X18 5 4 10%
X19 4 3 10%
X20 7 5 20%
X21 4 3 10%
X22 3 3 0%
X23 5 4 10%
X24 4 3 10%
X25 6 7 10%
X26 3 4 10%
X27 5 5 0%
X28 5 7 20%
X29 5 4 20%
X30 3 4 20%

Note: ERP has been replaced by numbers for statistical software.
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We can find that the simulated outputs are basically consistent with the desired
outputs and all the relative errors are below 20%. We can also find that in the training
samples or the inspection samples, the simulated rank of the samples are consistent
with the actual ERP selection of the samples. It proves that the results for the fore-
casting are precise. We can adjust the weights and thresholds by training the network
time after time to improve precision and reduce the relative error. By doing this, we can
get simulated outputs which are quite accurate and close to the desired outputs
(Table 2).

Table 2. Network inspecting result

Question Current ERP ERP estimated Relative error %

X1 5 6 10%
X2 6 7 20%
X3 12 11 10%
X4 4 5 10%
X5 5 5 0%
X6 4 3 10%
X7 6 8 20%
X8 6 4 20%
X9 7 5 20%
X10 5 4 10%
X11 5 5 0%
X12 5 4 10%
X13 3 3 0%
X14 6 5 10%
X15 3 4 10%
X16 3 4 10%
X17 5 5 0%
X18 2 2 0%
X19 5 4 10%
X20 6 5 10%
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We can find that the simulated outputs are basically consistent with the desired
outputs and the entire relative errors are below 20%.

In order for us to be successful, we need to use other means and other methods to
compare the results and find the difference that compelled me to look for other methods
in the same way. This allowed me to choose the linear regression as a linear approach
for modeling the relationship between a scalar dependent variable y and one or more
explanatory variables (or independent variables) denoted X. The case of one
explanatory variable is called simple linear regression. For more than one explanatory
variable, the process is called multiple linear regressions [1]. (This term is distinct from
multivariate linear regression, where multiple correlated dependent variables are
predicted, rather than a single scalar variable.)

4 Conclusion

In this research, we constructed a three-layer BP neural network model which can
forecast and select the suitable ERP for any Enterprise. We forecast 80 samples of
Expert opinions. The first 50 samples are used to train the neural network and the last
30 samples are used to inspect the training effect.

The result shows that BP neural network can be employed in the selection of
suitable ERP for any enterprise.

The principle of BP neural network is simple. It has strong maneuverability, fast
speed and satisfying fitting precision. The enterprises can employ it to avoid a great
deal of calculation and human errors. At the same time, they don’t need to spend much
time and human resource on collecting the data. So the BP neural network can help
enterprises reduce costs greatly. Besides this, the information technologies of ERP can
provide data which are more comprehensive, accurate and timely for the application of
neural network. It is an advisable approach for the enterprises which implement ERP to
apply neural network. Therefore, we can conclude that the forecasting model based on
three-layer BP neural network proposed in this paper is valuable in practice.
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Abstract. Recognition of appliances’ signatures is an important task in energy
disaggregation applications. To save and manage energy, load signatures
provided by appliances can be used to detect which appliance is used. In this
study, we use a low frequency database to identify appliances based on discrete
wavelet transform for features extraction and data dimensionality reduction.
Further that, the accuracy of several classifiers is investigated. This paper aims
to prove the effectiveness of DWT in load signatures recognition. Then, the best
classifier for this studied task is selected.

Keywords: Classifiers · Discrete Wavelet Transform (DWT)
Appliances recognition

1 Introduction

Nowadays, electrical appliances dominate the energy consumption in residential sector.
The most measurements used today are blind [1], which means that the consumption of
individual units is ignored as it is described in Fig. 1. This disadvantage cannot give any
indication about detailed consumption that down to the used appliances. To understand
our energy consumption, appliances load monitoring [2, 3] becomes an essential element
to reduce and save energy. Since its inception, Appliances Load Monitoring is based on
load signatures to identify appliances, this signature can be defined as the unique elec‐
trical behavior of appliances when they turned on such as audio signals generated by
human.

Fig. 1. Blind measurement of energy consumption
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There are two approaches in Appliances load monitoring, the first one is Non-intru‐
sive load monitoring [4] and the second one is intrusive load monitoring. For the first
one, a unique sensor is used to collect information about energy consumption in house‐
hold, this approach is proposed for the first time by Hart in 1992 [4], while, for the second
approach, we use one sensor for each appliance or a group of appliances by dividing
home into different zones of measurement. This method is accurate and simple. The only
disadvantages are the high cost and the complexity of installation [2].

The challenge in appliance recognition is the large categories of appliances located
at home, the collected databases are depended on the electrical line and transmission
noise, and the preprocessing of these databases are widely different. In this paper, we
use individual signatures to recognize appliances. In literatures, there are several public
databases which are available for the scientific community, these datasets are divided
into two groups which have low frequency (Freq ≤ 1 Hz): such as AMPds [5], ECO [6],
GREEND [7], DRED [8], iAWE [9], REFIT [10], and Tracebase [11]. High frequency
(Freq ≥ 50 Hz) such as WHITED [12] and COOLL [13]. According to the data acquis‐
ition frequency, the used load signatures in this work that belong to low frequency data‐
base named Tracebase, which is collected using a smart plug with a sampling frequency
of 1 Hz. This appliances load signatures database contains individual signatures of 43
types of appliances from different residential devices and offices in Germany. Signatures
are collected during 24 h in a separate file.

This work analyzes the accuracy of different classifiers to recognize appliances used
in residential sector. The current implementation allowing to choose the most accurate
classifier to solve the problem of appliances identification, two aspects are developed in
the present paper: the features extracted using wavelet transform and the implementation
of more than one classifier belonging to different families. In this study, the used clas‐
sifiers are K Nearest Neighbors classifier (KNN), Support Vector Machine (SVM),
Decision Tree classifier (DT), Random Forest classifier (RF), AdaBoost classifier
(Adaboost), Gradient Boosting classifier (GB), GaussianNB (GNB), Linear Discrimi‐
nant Analysis (LDA), Quadratic Discriminant Analysis (QDA).

The rest of this paper is organized as follows. Section 2 presents related works of
appliances recognition. Section 3 describes, methodology of classification used in this
paper. In Sect. 4 experimental results and classifiers performances are described. Finally,
Sect. 5, we conclude this paper.

2 Related Work

In the residential sector there are several categories of appliances and this number
increases accordingly to the growth of this sector [3]. According to electrical behavior
of appliances, they are grouped into four groups as it described in [4] and developed in
[2, 14]: appliances with two specific state ON/OFF such as toasters and lamps, appli‐
ances with a finite number of states, continuously variable appliances and permanent
appliances, when the consumption maintained during a long time. The knowledge of
these categories is useful to estimate the individual consumption of each appliance based
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on the change of event and the time between two successive states for the same device.
Information down to the appliances level can reduce energy into 12% [15].

The common point between all proposed approaches in the appliance identification
is the use of machine learning. Artificial neural network is used for appliances recog‐
nition based on low frequency sampling rate load signatures [24]. 10 features are used
as inputs for ANN to perform the classification [15]. The heart of appliances recognition
is the features extraction this stage is different from work to another according to the
used method. In the paper of Reinhardt [11] 517 features are extracted from each device
trace, only 15 relevant features are used in the classification and these final features are
extracted using Weka toolkit to represent 33 categories of appliances. The classification
is achieved using; random committee, Bayesian Network, J48, JRip, LogitBoost, Naive
Bayes, Random Forest, and Random Tree the accuracy up to 95.5% obtained by Random
Committee. In [16] the proposed appliances identification was built to recognize five
classes of appliances, classification was performed using two classifier from two distin‐
guished families, accuracy in this work up to 85%, This work was developed in [1] and
the number of appliances categories was increased to 10 raw features that are analyzed
using principal component analysis and the recognition of appliances achieved using
SVM, 16 types of devices are investigated in this work given an accuracy up to 99.9%.
Classification of ON/OFF appliances category was examined in [17], three classifiers
namely Bayes Net, Random Forest and Hoeffding Tree are used to identify appliances
through load signatures the proposed methods are implemented by using the WEKA
software.

3 Methodology of Classification

Appliances recognition approach has been investigated through a several classifiers. In
this work we use a real-world database with a large-scale modification. Table 1 shows
details about the appliances used, we have chosen seven classes that are the most known
in residential sector such as refrigerator, washing machine, laptop and so on. Our clas‐
sification methodology is described in the Fig. 2.

Table 1. Number of instances prepared from Tracebase dataset for each appliance.

Appliance Number of load signatures instances
Refrigerator 1026
Washing machine 56
Laptop-PC 482
Desktop-PC 1728
Monitor TFT 818
Router 455
Multimedia 111
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Fig. 2. Block diagram of the proposed study

3.1 Pre-processing

In the chosen database, we noticed that the collected data contains the raw time series
of appliances which means the existence of duration when appliances are turned on and
when they are inactive. In our application we are only interested on the tuned-on state,
especially when the appliance generates its electrical behavior through a load signature.
The tuned off periods of time are ignored here. Further to this, time series are subdivided
into a several sub-sequences that describe each device.

3.2 Features Extraction Using DWT

Load signature is a sequence of values that varies during time, in this case values are
real power. formally a load signature can be represented by Ls = {ls1, ls2, ls3,…,lsn}
where Ls is the whole load signature of appliance and ls is the recorded value of real
power and n is total number of values. While the number of observation, high dimen‐
sionality and multivariate property makes the classification difficult. To reduce the size
of data and denoised it Discrete Wavelet Transform is performed to extract approximate
coefficients that represents the whole signal. Decomposition of signal is generated as a
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tree known as Mallat’s decomposition tree that shown in Fig. 3, where Ls (n) is the load
signature and the high and low filters are represented respectively by h and g, the first
and second wavelet details are d1 and d2. The second level approximation is represented
by a2 which represents the input of classifiers.

Fig. 3. Discrete wavelet transform with two levels

3.3 Splitting Database

The whole dataset that prepared for classification is splited randomly into two disjoint
set, training and test. Different combinations are valuated to smooth results. The function
used here to split database is implemented using the Sklearn library [9]. It allows a simple
manipulation of database.

3.4 Classification

In our work, nine classifiers are implemented belonging to eight distinct families,
namely, nearest-neighbors, support vector machines, decision trees, random forests,
Boosting, Bayesian, discriminant analysis; Above, we briefly introduce the implemented
classification algorithms.

K-Nearest Neighbors (KNN)
KNN is one of the most simple and fundamental classifier, based on the minimal distance
between the training dataset and the testing dataset. This algorithm is widely used to
solve the classification problems.

Support vector machine (SVM)
An SVM classifier is based on representation of outputs as points in space, every output
category is separated by a clear gap. In test, new examples are conducted to one category
based on which side of the gap they fall [18].

Decision Trees Classifier (DT)
DT is composed of nodes structured like a tree [19]. Nodes relate to direct edge from
starting root node. Internal nodes are created with one incoming edge and producing
two or more than two edges in this level. Values are compared to choose the right deci‐
sion according to the feature. DT ending with terminal nodes.
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Random Forest Classifier (RF)
Random forests use multiple of tree. Each tree depends on random vector values that
tested independently with the same distribution for all trees in the forest. Each tree makes
its own decision and the final decision is completed based on voting. Where the decision
of a significant part of trees is the decision of overall outcome.

Adaboost Classifier (ADA)
An ADA classifier is a popular boosting technique [20]. This classifier helps to combine
multiple classifiers that perform poorly into a single strong classifier. Beginning by
fitting a classifier on the original dataset and then fits additional copies of the classifier
on the same dataset but where the weights of incorrectly classified instances are adjusted
such that subsequent classifiers focus more on difficult cases.

Gradient Boosting classifier (GB)
GB is one of the most powerful machine-learning techniques for building predictive
models. GB approach is based on construction of new base-learners to be excellently
linked with the negative gradient of the loss function that connected with the whole
ensemble. The choice of the loss function may be arbitrary, with both of rich variety of
loss functions derived distant and the possibility of applying one’s own task-specific
loss [21].

Gaussian NB (GNB)
GNB subdivided inputs into continuous variables and output as discrete variable vari‐
ables. GNB is characterized by the conditional probability between features that given
the label [22].

Supervised classification with conditional Gaussian networks increasing the struc‐
ture complexity from naive Bayes [23].

Linear Discriminant Analysis (LDA) and Quadratic Discriminant Analysis (QDA)
LDA is widely used for dimensionality reduction and classification. This technique
maximizes the ratio between classes. This approach is known as class dependent trans‐
formation. Also, it can be used to create independence between different classes [23],
QDA has the same property as LDA but the observations in QDA are separated by a
quadratic hyperplane.

4 Experimental Results

4.1 Implementation

Classifiers are implemented in python based on Sklearn modules [9]. This library
contains a wide range of machine learning algorithms. Our implementation consists on
bringing all classifiers in the same script and run them in the same python successively.
The machine used here is a personal notebook with 2.4 GHz in processor and 4 GB of
RAM, all this work has been set up under GNU/Linux environment.
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4.2 Results

This study is based on preprocessing of Tracebase database to enhance classification.
As it is described in the previous sections the main step in classification is feature
extraction in order to simplify learning for classifiers. In our work features are extracted
and dimensionality reduced using the DWT. The performance of classifiers is evaluated
based on the reached accuracy by each classifier and the duration of providing results.

DT with accuracy 100% of and takes 1.07 s to map all database and create the model
that used for the test, GB reaches 100% of precision but it takes a long time exactly
115.70 s compared with KNN which reaches 98.93% in only 2.27 s. Random Forest
Classifier is the third best classifier, RF classifier is the faster classifier with 0.86 s in
this application, but the accuracy is less than KNN, Gradient Boosting and DT. QDA
reach less than 20% that showing the lowest accuracy among the nine classifiers
performed in this work. Table 2 gives more details.

Table 2. Classifiers accuracies and training times

Classifier Accuracy (%) Time (S)
KNN 98.93 2.27
SVM 64.93 370.98
DT 100 1.07
RF 95.33 0.61
Adaboost 61.20 23.16
GBoosting 100 117.99
GaussianNB 66.53 0.91
LDA 69.06 50.62
QDA 19.06 27.33

To quantify accuracy of each classifier, penalization of false classification is
performed by log loss function. Classifier with the maximum accuracy is minimizes log
loss function. Mathematically this metric can be defined as negative log-likelihood of
the desired labels given an observed probabilistic classifier’s predictions. Figure 4 shows
the variation of log loss function for all used classifiers. According to the negative log-
likelihood GB is more accurate the only weakness of this algorithm is the running time
compared to DT. The poor classification detected by Log loss function is obtained by
the algorithm QDA.
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Fig. 4. Variations of Log loss function for the nine classifiers used

5 Conclusion

In this paper, load signatures recognition was presented using an automatic prepro‐
cessing based on Discrete Wavelet Transform. The aim of this work is to identify the
most accurate classifier for appliances recognition using a low frequency sampling rate
dataset. The methodology applied showed promising results proved by the well-known
classifiers such as DT, KNN, LDA and so on. Training time and accuracy indicated that
Decision Tree classifier was faster and more accurate for such prepared database. In the
future we will analysis more load signatures dataset, and compare the powerful of
classifiers in such complex problem. The improvement of appliances identification stage
Non-intrusive load monitoring will help to save energy in the future.
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Abstract. The abstract should summarize the contents of the paper in short
terms, i.e. 150–250 words. During the last years, the global economic crisis has
affected all domains, including the health sector. The latest developments and
advancements in the computer science and information technology promise
efficiency and reduced costs for management of medical offices. It provides easy
access to critical information, thereby enabling management to make better
decisions on time. The aim of the paper is to build an information management
system for medical office environment based on an open Enterprise Resource
Planning (ERP) software and cloud computing. This system enables improved
patient care, patient safety, efficiency and reduced costs. It provides easy access
to critical information, thereby enabling management to make better decisions
on time. It is an efficient mean to analyze and evaluate in a realistic scenario the
healthcare system performance in terms of reliability and efficiency.

Keywords: E-Health � Medical office � Cloud computing
Integration information system � Odoo

1 Introduction

A medical office is a medical facility where one or more doctors, with the help of some
nurses provide treatment to patients. Medical offices provide consultations, routine
cares and medicines prescriptions. Medical offices are the first place where patients go
in case of issues, they maybe redirect to a hospital if their conditions require some more
sophisticate treatments [1].

Medical offices can benefit a lot from an Integrated Information System. Such
system will support the comprehensive information requirements for medical offices,
including patient report management, appointment and financial management.

Computerization of medical records and documentations results in efficient data
management and information dissemination [2]. Beside Integrated Systems, Cloud
computing is a technology that allow enterprises to save money and boost their business.
The cloud hosts the enterprise database and offer better scalability and security.
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This paper presents a Cloud-Based Integrated Information System Solution that let
multiple medical offices manage their activities in a single platform.

The paper is organized as follows. Section 2 present the approach use in this solution,
Sect. 3 show the technical implementation, Sect. 4 present the benefits of the system.

2 Materials and Methods

2.1 Cloud Computing

In earlier times, there used to be a big worry about how and where to save the data but
now the concept of cloud computing provides an efficient and economical way to deal
with the same issue [3].

Cloud computing provides for different kinds of services. Through platform-as-
a-service or PaaS, consumers can build and deploy their applications on the cloud
provider’s platform as and when needed. Through software as-a-service or SaaS,
consumers use software services provided by the cloud providers. And finally through
infrastructure-as-a-service or IaaS, consumers are provided with computing power and
disk storage via virtual environments.

In a public cloud, an enterprise can offload its computing tasks to the external cloud
provider whereas, in a private cloud, the computing services and resources remain
within the perimeters of the organization’s private network, so that it retains control of
the computing tasks. A hybrid cloud is a combination of both private and public
computing [4].

A hybrid model could be proposed to be used by organizations in the healthcare
domain. The approach retains a private cloud for sensitive research activities but
employs a public cloud for other services.

2.2 Odoo

The solution proposed is based on the Odoo server and this is for many reasons. Odoo
is an exhaustive suite comprising of a wide array of business applications subsuming
Project Management, CRM, Sales, Manufacturing, Warehouse Management, and
Financial Management. Being open source. Odoo is free to download and easy to
install. There is no licensing fee associated with Odoo and since, there is a vast
community allied to this enterprise resource planning and management tool, it assures
the continued support. Odoo is highly modular, thus it is easy to improve or develop
additional features.

In term of security Odoo is open source, so the whole codebase is continuously
under examination by Odoo users and contributors worldwide. Community bug reports
are therefore one important source of feedback regarding security. Odoo is designed in
a way that prevents introducing most common security vulnerabilities: SQL injections
are prevented by the use of a higher-level API that does not require manual SQL
queries; XSS attacks are prevented by the use of a high-level templating system that
automatically escapes injected data; The framework prevents RPC access to private
methods, making it harder to introduce exploitable vulnerabilities.
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2.3 Architecture

Figure 1 shows a global view of the architecture. The cloud provider hold several
instances of Odoo server where run all the services. There is a main server that handle
all the registered Medical Offices. Additional servers are present to provide data
redundancy. Those as use to maintain a high availability of the services and can also be
used to balance the charge of the main server, resulting in better performance. Finally
the database and users password will be encrypted and communication between
Medical offices and the Cloud will be done through a firewall that insure that only
authorizes users can access the system.

On the client side, medical offices just need some computers connected to internet
and some printers to print reports or medicines prescriptions.

3 Implementation

Since the solution is cloud-based, all the technical part will be handle by the
cloud-provider. Medical Offices will just have to subscribe to the solution and begin
use it straight away.

The service provide will involves some system likes patient registration, patient
appointment, patient billing, finance & accounts, medicine prescription, pharmacy
management.

To access the service, client will need a computer per user, an access to internet and
some printers. After the subscription, each user of the Medical Office will receive a
Login and a Password that let them access the system at any time.

Fig. 1. Architecture
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3.1 Patient First Visit and Consultation Process

Patients arrive at Medical Offices with or without a scheduled appointment. At this
point they are received by an assistant or a nurse. If there is no scheduled appointment
the assistant is responsible to register the appointment and direct the patient to the
appropriate doctor (Fig. 2).

If it is the first visit of patient, the assistant register the patient in the system. This
registration consists of saving information like the patient name, telephone, address,
email and may be a photo.

When the patient arrives to a doctor, the doctor already has access to the patient
information and the motive of his visit. The doctor can then perform a consultation or
prescribe some medicines.

The patient is then redirect to the cash register. After a consultation an invoice is
automatically generated in the accounting system. The responsible to the cash register
is only responsible to receive and confirm the patient payment.

3.2 Patient File Management

All Medical Offices get registered to the same service. Thus they share patient medical
information. The patient file contains all information related to his previous consul-
tation and even his ongoing treatment. The patient report management system is able to
store file like patient’s medical imaging. With that a patient can get to any Medical
Office and ask to print him his complete medical report for a given period (Fig. 3).

Fig. 2. Appointment management
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3.3 Pharmacy Management

The pharmacy management or drug store management system make easy to follow
medicines inventory and sales (Figs. 4 and 5).

Fig. 3. Patient’s information

Fig. 4. Pharmacy management
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3.4 Finance Management

The accounting and finance system allow a global management of the Medical Office
finances. It allows managing consultation payment, medicine payment, lease payment,
human resource salary. Useful reports are generated automatically and the Medical
Office can at any time get a clear vision of its finances (Fig. 6).

4 Experience in Other Countries

Many countries are already working to deploy electronic health record (EHR), or
electronic medical record (EMR) systems. EHR systems are designed to store data
accurately and to capture the state of a patient across time. It eliminates the need to

Fig. 5. Patient file printed

Fig. 6. Finance management
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track down a patient’s previous paper medical records and assists in ensuring data is
accurate and legible. It can reduce risk of data replication as there is only one modi-
fiable file, which means the file is more likely up to date, and decreases risk of lost
paperwork.

4.1 United States

In the United States, the Department of Veterans Affairs (VA) has the largest
enterprise-wide health information system that includes an electronic medical record,
known as the Veterans Health Information Systems and Technology Architecture
(VistA).

4.2 France

By Act No. 2004-810 of 13 August 2004, the Government of France launched a project
called Personal Medical File. In 2015 the project also known as DMP has been
renamed Shared Medical File. The aim of the project is to provide medical profes-
sionals with the prior consent of the patient with medical information (medical history,
laboratory analysis results, imaging, treatment in progress) from other health profes-
sionals (General practitioners, specialists, nurses or hospitals) defining a medical profile
of each patient.

4.3 India

The Government of India, while unveiling of National Health Portal, has come out with
guidelines for EHR standards in India. The document recommends set of standards to
be followed by different healthcare service providers in India, so that medical data
becomes portable and easily transferable. India is considering to set up a National
eHealth Authority (NeHA) for standardization, storage and exchange of electronic
health records of patients as part of the government’s Digital India programme.

4.4 Austria

In December 2012 Austria introduced an Electronic Health Records Act (EHR-Act).
These provisions are the legal foundation for a national EHR system based upon a
substantial public interest according to Art 8(4) of the Data Protection Directive
95/46/EC. In compliance to the Data Protection Directive (DPD) national electronic
health records could be based upon explicit consent, the necessity for healthcare pur-
poses or substantial public interests. The Austria EHR-Act pursues an opt-out approach
in order to harmonize the interests of public health and privacy in the best possible
manner.
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5 Discussion

5.1 Benefits

The proposed solution provides multiple benefits for Medical Offices and for Patients
[5]. The first benefit for Medical Offices is that the solution is easy to access and does
not cost much money. Since the solution is cloud based, Medical Offices will not have
to buy expensive materials, some simple computers or tablets are enough and when
they subscribe to the service they get access immediately to a bunch of features to
manage all their activities. The second benefit for Medical Offices is that the solution
will allow better communications. Doctors from different offices may communicate and
help each other to provide better health care. Beside Medical Offices, the ones that will
benefit the most of this solution is Patients. Since Patients records will track all their
precedent consultations or treatments, any doctor can get an excellent view of a patient
situation at any time and thus provide some better services [6, 7]. Another point is the
decrease of information research time. Our solution come with an efficient search tool
that let doctors find quickly the information they need in the database. Finally all the
patients information gathered in the database may be useful for medical researches.

5.2 Security

A key point, of this solution is the security. The security is provided by the cloud
provider by controlling who get access to the system via a firewall and by encrypting
the database and the user password. In addition, Odoo is able to prevent the most
common web attacks and medical office employees passwords are protected with
industry-standard PBKDF2+SHA512 encryption (salted+stretched for thousands of
rounds).

5.3 Improvements and Perspectives

Many things can be done to improve the proposed solution. One is to give more
intelligence to the system and another one is to give patients access to their personal
data.

By giving more intelligence to the system, the system will be able to generate
diverse alerts and help doctors in their decisions. This is especially important during
prescription, a clever system will be able prevent a doctor to prescribe a medicine that
could triggered an allergy to a patient.

Involve patients in the management of their personal data is also an important point.
A web interface that allow patients to consult their data will be very useful. In term of
security patients could also use a smart card (like a bank card) to retain their most vital
medical information but also to manage the access to their data. The card will be
presented at each consultation and will allow doctors to unlock the patient medical file.

Finally we are aware that the management of finances on the cloud may be a
sensitive subject. But this can be overcome simply by providing a software that let
medical offices manage their finances locally.
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6 Conclusion

Through this paper we have seen how an integrated Information System can improve
Medical offices services. An Integrated Information System allows Medical Offices to
manage easily their Patients appointments or their finances. By combining the Inte-
grated Information System with the cloud we get a more enhance service that reduce
cost and allow more collaboration for medical offices, all of this for a better care of
Patients.

However implementing this management system is not only a technological chal-
lenge, but also a strategy decision one, regarding the following factors: government
regulations, budget, available technologies, organizational culture, and these may affect
the capacity to reach the desired goal.

Also, we suggest that building an e-Health on Cloud is a process that must evolve
through at least four phases: determine the e-Health Cloud model, compare the offers of
cloud providers, migrate the information to the data center, run and evaluate a pilot
implementation.
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Abstract. Nowadays, the security of the Internet is always dressing severe
challenges. To achieve network system’s security with the complexity and the
diversity of attack types is too difficult and costly. However, to make the net-
work systems more resistant to attacks, Moving Target Defense (MTD) has been
introduced to maximize the complexity and the uncertainty of various attacks.
Indeed, these proactive defense techniques have been deployed as a game
changer to prevent or delay attacks and limit their opportunity windows. This
paper provides an important branch of MTD mechanisms named IP address
hopping mechanism using detection systems for attack mitigation in the cloud
environment. We have used a game theory approach to model the attack-defense
interaction and analyze the effect of MTD on the payoff of both the attacker and
the defender. Consequently, we have used Matlab simulator to validate the
proposed model. Our approach demonstrated its feasibility in terms of attack
mitigation in the cloud and proved the efficiency of IP address hopping mech-
anism to reduce the attacker’s opportunity window.

Keywords: Moving target defense techniques � Game Theory
Nash Equilibrium � Bayesian game � Cloud computing security

1 Introduction

The attackers can profit from static configurations to easily exploit and discover the
network vulnerabilities with the aim is to compromise the network and spread intru-
sions. But with the dynamic network reconfiguration especially the development of
moving target defense techniques, we prevent the intruders from reaching their targets
and achieve their objectives. The MTD allows an unpredictable change of the network
configurations which make the attacker’s effort more hard because he need frequently
launch the reconnaissance phase to understand the feebleness of system otherwise he
will attack the system based on a false report. Consequently, the attacking cost will be
increased and the attack surface will be minimized.
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The MTD techniques have been introduced so as to decrease the likelihood of
attack being propagated successfully and its costs accumulated through the continued
randomization the configuration of the network system such as IP addresses, network
parameters, cryptographic keys and so one. There many challenges and requirements
are related to the MTD deployment and implementation in which the aim is to optimize
the configuration’s randomization and evaluate the benefits and costs of MTDs tech-
niques [1, 2]. In the last years, many research works have been made to deal with some
of these challenges. In [3], Okhravi et al. have categorized the MTD techniques into
five dominant domains which are networks, platforms, run-time environments, soft-
ware, and data. They have discussed the benefits and drawbacks of the MTD’s usage in
these five domains. For example, Dynamic Run-time Environments domain to prevent
attackers, exploit software vulnerabilities for compromising a machine. In the dynamic
software domain, these techniques seek to modify the application while keeping the
internal state deterministic relative just to the input. Hence in this manner, we guarantee
the tolerance, the continuity of functionality while preventing the development and the
launch of attacks. In [1], the authors have suggested a three-layer model in order to fill
the gap. The first layer gathers the low-level context information of individual pro-
grams in a system. In the second layer, the interaction between different programs has
been modeled while the third layer represents a user interface which outlines the effects
of attacks and defenses and it is used to compare the effectiveness of MTD techniques.
In [4], the authors presented a base for MTD theory definition which regroups the MTD
System Theory and attacker Theory. They have talked about the three key problems of
MTD systems, including the MTD problem in the term of how to tune the space
configuration, to adapt to selection problem and the timing problem. The
software-defined networking was used as a plate-form to implement the MTD
approach. In [5], the authors have proposed MTD architecture based on OpenFlow so
as to modify transparently the IP addresses according to a high level of unpre-
dictability. Their objective is to protect the configuration’s integrity and reduce func-
tioning overhead. The MTD techniques can be presented as an effective
countermeasure against attacks in order to well secure the cloud-hosted applications.
Because both proactive and reactive measures are simultaneously applied. Based on
SDN paradigms, MTD approach offers more benefits in term of enhancing security,
service availability, maintaining network and computing resources [6]. Furthermore,
Game Theory appeared as a suitable tool for attack defense modeling and increasing
application for MTD approach implementation. The main contribution of this work is
to develop a game-theoretic model based MTD techniques especially IP address
hopping combined with detection systems to achieve more security in cloud computing
environments. We have proposed to model our game as a Bayesian game. The defender
is doubtful about the attacker’s type, he cannot define if his adversary is experimented
or not. His choice is based on his belief in the attacker’s type. In Bayesian game [7], the
payoffs are not common knowledge. The Bayesian game is defined as a game with
incomplete information. Where Incomplete Information means that at least one player
does not know someone else’s payoffs.

The next Sect. 2, provides discussion about some Moving Target Defense solutions
with special focus on attack-defense interaction. We introduce our system model using
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Game Theory approach in Sect. 3. In Sect. 4, the game model was analyzed to discuss
the pure and mixed Nash equilibrium possible. We have also implemented our model
to carry out with some numerical results to validate the proposed game model. Finally,
we conclude our paper in Sect. 5.

2 Related Works

Research works using MTD approach was gained momentum in securing the
cloud-hosted applications. Among of these works are abstracted. In [8], the authors
have introduced an MTD architecture which applies the proactive and reactive
mechanisms of VM migration so as to promote the cloud-based application security
and prevent the Denial of Service (DoS) attacks. The challenge of this work is the
frequency optimization of migration and the reduction of attack risks. The challenge of
this work is the frequency optimization of migration and the reduction of attack risks.
The proposed solution implements the SDN controller based OpenFlow switches such
that when an application is selected for migration to a new virtual machine, all users
connected to this application will be redirected to this new target virtual machine. In
order to mitigate the impact of DDoS attacks especially flooding attacks, the authors in
[9] have proposed a framework based moving targets presented by dynamic and hidden
proxy nodes. In [10], Jia et al. have presented cloud-enabled, shuffling based moving
target defense techniques for DDoS attacks mitigation. Their approach aims to tune the
victim servers into moving targets by changing the infected servers with the new
replica servers in order to isolate and resist the DDoS attacks. In [11], they have
suggested using the heterogeneous and dynamic attack surface for modeling the
cloud-based services. They have discussed the conditions and the effectiveness of
strategies of MTDs in defense against attack. In SDN environment, several efforts have
been made to promote the cloud security using the MTD mechanisms. The SDN
controller allows an efficient configuration, better performance in network services
management. It consists of separation of the control from data planes. However, these
features of SDN allow a good platform for Moving Target Defense solutions [12]. In
[13], the authors discussed the advantages and drawbacks of some networked MTD
techniques.

Basically, they suggested how to use SDN for implementing MTD migrations due
to its flexibility and centralization of the control plane. However, their experimental
results showed significantly the effectiveness of SDN so as to maximize the attack cost
because the attacker must spend more time in configuration of the attack surface and
traffic load. In [14], the live VM migration was implemented for attack prediction.
Assuming that the virtual machines can be heterogeneous, the authors have suggested
both the proactive and the reactive techniques for MTD so as to collect the hetero-
geneity for VM pool. Indeed, they are looking for optimization of cloud resources
usage over migration. Self-Cleansing Intrusion Tolerance (SCIT) [2, 15, 16] enhances
security through VM’s rotating and re-imaging only the passive VMs by changing a
single platform to its primitive state but doesn’t guarantee the defense against the
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attackers which intrude the network using the same exploits. To evaluate the effec-
tiveness of MTD techniques, the critical question is how to select the optimal strategy
which can bring more benefits. In [17], the authors have used Markov game to study
the optimal strategy which can be selected when MTD was applied. Their proposed
model is based on non-cooperative game, and Markovian decision process to model the
transition among multi-phases of MTD hopping. In [18], the authors considered the
virtual coordinate systems to analyze the attack defense mechanisms. They have
modeled their proposed framework using game theory to calculate the game equilib-
rium and discussed the advantages and drawbacks of both the defender and the
attacker. IP address plays a vital role to establish the Internet communication. It rep-
resents the access point for the attacker for vulnerability exploitation and analysis and
finally for attack propagation. In addition, port number also can be used as an important
tool for many types of attacks. IP address hopping and port hopping mechanisms act as
important branches of MTD techniques in order to protect the communications over the
Internet [19]. Through the periodic change between addresses and devices, network
address shuffling combines the IP protocols and port numbers to maximize the
uncertainty and the effort of the attacker [20].

3 Game Model

3.1 Game Model Description

We present a game-theoretic approach for MTD considering two players the attacker
and defender. By exploiting the existing vulnerabilities in the system, the attacker can
launch a successful attack so as to compromise the target victim. The V ¼ v1;

�
v2; . . .; vNg is the set of the vulnerabilities existed in the system. We consider that the
common knowledge to the defender and the attacker is the vulnerability information.
Because the defender tries to minimize the number of the vulnerabilities which may be
exploited by the attack in order to maximize the attack surface. In other words, the
MTD remains powerful to reduce the attack surface and, the exploration surface.
However, we can make different configurations at a different time. The C ¼ c1;

�
c2; . . .; cMg is the set of the configuration system. We can define the attack surface in
function of the configuration system and the vulnerabilities existed in the system. pðckÞ
is the attack surface when the system has the ck as the configuration of the network
system. We suppose that attacker has N atomic attacks. A ¼ a1; a2; . . .; aN

� �
The

attacker can successfully launch an attack ak and produce a damage cost for the
defender if he can understand the system configuration and well exploit its vulnera-
bilities. The cost incurred by the attacker depends on the configuration C defined by the
defender and the attack A launched by the attacker. Where cost Cð Þ ¼ l � cost Að Þ
with l 2 0; 1½ �. The purpose of the attacker is to compromise the system and generate
an intrusion in the system. While the purpose of the defender is to change the system
configuration and make the tasks of vulnerability detection and exploitation, very hard
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and difficult. In this way, the administrator can reduce the impact of the attacker and
minimize the cost. For this reason, we can model this game as a two-person Bayesian
game.

3.2 MTD Based IP Address Hopping

MTD techniques have been proposed, to prevent the cyber-attacks from destroying the
computer network security by changing the network’s state in some way (See Fig. 1).
However, among the mechanisms of MTDs, IP address Hopping mechanism tends to
modify periodically the IP addresses of connected machines in the network. In other
words, we select all VMs affected with their IP addresses and after, we choose the new
IP addresses existing in the list of available IP addresses for modifying the old by the
new IP address; hence we make the attacker’s effort too hard in the reconnaissance
phase. The old IP address joined the list of available IP addresses for later re-used by
another machine (See Algorithm 1).

3.3 Game Theory Model

We suggest that an attack vector, vector for compromise by the attacker is represented
as a point of interaction with an asset, which can be accessed remotely, locally or with a
physical access. The exploitation of these points of interaction provides for the attacker
powerful entry points through potentially use of asset’s value.

Fig. 1. MTD based IP address hopping for attack prevention
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Definition 1: System’s Attack Surface AS is defined as the sum of all Available Points
of Interaction (API) at a time t. AS tð Þ ¼ P

i
APIðiÞðtÞ. These API means attack vectors

such as buffer overflows, networking protocols flaws, HTML emails.

Definition 2: Attack Surface Analysis is presented as a measure of all possible path
combinations which an attacker may utilize to rob, damage, erase, or shift the available
assets.

We assume that the two players are rational. We suppose that the players know well
the system and they can predict more strategies to improve their expected payoffs. The
attacker has two strategies, to attack (A) or Not attack (NA). The attacker can follow
only one of the two strategies at a time. Its strategy is based on multiple stages such as
network reconnaissance, to scan the critical vulnerabilities, to induce a buffer overflow.
While the defender’s strategies are summarized in the multi-stage process such as
minimizing attack surface, reconfiguration of the network, IP address hopping. Then,
the defender has also two strategies; To invest in security (IS) or Not to invest in
security (NIS). The 2-tuple represents the actions concerned by each player of this
game. For instance, the strategy profile (IS; A) means that the defender defends the
system security using a specific strategy and the attacker launches an attack to violate
the system security.

4 Game Model Analysis

Using the game described in the Tables 1 and 2; we define the possible Nash
Equilibrium (NE).

Definition 4: The Nash Equilibrium (NE) represents the optimal outcome of the game
because the player is not motivated to deviate from his selected strategy knowing that
he considered the choice of his adversary. The players stay constant in their strategies.
In other words, he will not acquire any more profit by playing other actions.

Algorithm 1 : IP address Hopping as a MTD’ s mechanism

Input:

LA: List of affected VMs
LIP: List of available IP addresses

While each VM LA∈ do

OIP : The old IP address
NIP : The new chosen IP address
OIP = V M.currentIP
VM.currentIP  = NIP
LIP = LIP + OIP 

EndWhile
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We assume that the game players are rational where each one among them plays his
best strategy to act against his opponent and to maximize his payoff function.

A proactive MTD mechanism based IP address hopping shouldn’t be triggered for
all time, by cons, we can apply the IP address hopping method periodically basis on
IDS alarm so as to control the network traffic. Whereas, for the rest of time, the
provider stays listening to the IDS report. As well, the attacker need understand the
system’s configuration and analyze the potential vulnerabilities. Our game model is
defined as a zero sum game (i.e. the losses of the defender represent benefits for the
attacker and the losses incurred by the attacker are benefits for the defender). Our game
model represents the interaction between the provider and the attacker using MTD
techniques so as to secure our system network. The Game is modeled as repeated game
according the MTD stages, i.e. at each stage, we have a specific configuration. At the
next stage, the provider should change the IP address of VM concerned in order to
perturb the attacker and to maximize his effort. Each one of the two players has two
strategies. The provider applies a new reconfiguration NRC when the IDS is active
during a time-driven IP address hopping period. It’s denoted by IS (To Invest Security).
The second strategy presents the no defense case where there is any reconfiguration and
the IDS is inactive. It’s denoted by NIS (No Invest Security). The pure strategy of the
provider is as follows: PSdefender ¼ IS; NISð Þ. On the other side, in his first strategy (A),
the attacker tries to understand the network configuration and to maximize his attack
surface. For the second strategy, the attacker has not attack (NA). Therefore, the
attacker’s pure strategy is PSattacker ¼ ðA,NAÞ. We denote the probability that the IP
address hopping will be applied during a certain time as d and the probability that the
attacker will launch an attack as b. The used IDS is characterized by its detection rate

Table 1. Payoff matrix of the game for both players in case: attacker is experimented

Defender Attacker
Attack (A) Not Attack (NA)

To invest in
security (IS)

db 2 � TP � 1ð ÞGþ 1 � dð ÞbW � dCostIS
dbð1 � 2 � TPÞGþð1 � dÞbW � bcostA

�FP � dCostFD � dCostIS
0

Not invest (NIS) �bW ;
bW � bcos tA

0
0

Table 2. Payoff matrix of the game for both players in case: attacker is not experimented.

Defender Attacker
Not Attack (NA)

To invest in security
(IS)

�bW
0

Not invest (NIS) 0
0
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TP rate and its False positive FP where TP; FP 2 ½0; 1�. To analyze the game’s utility.
The payoffs for the two players are formulated in function of these parameters:

• G: The total benefit of the provider in terms of attack detection by IDS imple-
menting and IP address hopping (IPH).

• W : The loss accumulated to the defender in the case the attack was successful.
• CostIS: The cost accumulated when IDS integrated with IPH as a MTD technique.
• CostA: The cost incurred of attacking.
• CostFD: The loss due to false detection.

We assume that CostIS; CostA [ 0 and G [ CostIS; CostA.
Considering the Table 1, for the profile strategy NI; Að Þ, the defender’s payoff is

�bW and the attacker’s payoff is b W � CostAð Þ; it represents his benefit minus the cost
due attacking. For the profile strategy IS; Að Þ, the expected payoff of attack prevention
is dependent on the value of TP rate, the period of time-driven IP address hopping and
the duration of successful attack at the same time db; db � TP � G � 1 � TPð Þ �
G ¼ db 2 � TP � 1ð ÞG Where 1 � FP represents the False Negative (FN) rate. The
payoff of the attacker represents the loss of the defender, is equal to:
db 1 � 2 � FPð ÞGþ 1 � dð ÞW . Hence, the payoff of attacker is his benefits minus the
cost of attacking. However, in the profile strategy (IS, NA), �dFP � CostFD�dCostIS
is the cost of investment in security and losses due to false alarm. Finally, in the last
profile strategy (NIS, NA) the payoff of both players is equal to zero. Any one of them
has no action, the defender doesn’t invest in security and also the attacker plays not
attack action.

Nash Equilibrium analysis. We consider that the attacker has two types; he can play
as experimented player or as not experimented attacker. We suppose that the defender
takes in consideration the attacker’s type. If the attacker is experimented, the proba-
bility is a. Otherwise; the probability is equal to (1 − a). Each one of the players tries to
maximize its payoffs. We have modeled this attack-defense interaction as a Bayesian
game for the reason that the defender seeks to maximize the likelihood of attack
prevention and limit the attack surface while the attacker tries to minimize the attacking
cost and the probability to be detected. Hence, in this subsection, we dwell on the
Bayesian Nash Equilibrium of the proposed game to calculate the expected payoff of
the players. The expected payoff of the provider when he plays his pure strategy ISð Þ
depends on the pure strategies of the attacker Að Þ when its types is experimented and
IAð Þ when he is not experimented. It’s formulated as follows:

EPdefender ISð Þ ¼ a db 2TP � 1ð ÞG � 1 � dð ÞbW � dCostISð Þ � 1 � að ÞbW ð1Þ

And his expected payoff when he plays the NISð Þ pure strategy is equal to:

EPdefender NISð Þ ¼ �abW ð2Þ

A Game Theoretic Approach for Cloud Computing Security Assessment 249



We have two cases:

First case: If EPdefender ISð Þ[ EPdefender NISð Þ, we see that when the defender plays
ðISÞ, the attacker should play his pure strategy NAð Þ. Because, he doesn’t need his best
response. We conclude in this case, that there is not Bayesian Nash equilibrium.

Second case: If EPdefender ISð Þ\EPdefender NISð Þ, the defender should play ðNISÞ as a
best response. Hence, the profile strategy (NI by defender and A by the attacker if he is
experimented or NA if he is not experimented) represents Bayesian Nash equilibrium.
When the experimented attacker plays NA, the defender should play ðNISÞ as his
dominant strategy. In the case that the defender chooses the ðNISÞ pure strategy, the
experimented attacker needs to play A strategy. However, we conclude that the profile
strategy (NIS by defender, NA for the two attacker’s type (experimented and not
experimented)) is not Bayesian Nash equilibrium. Considering the first case, we have
concluded that there is not Bayesian Nash equilibrium but we can calculate the mixed
Bayesian Nash equilibrium strategies. Let us define p the probability that the defender
plays IS strategy and q the probability that the attacker plays A strategy. We formulated
the expected payoff of the defender when he plays IS strategy as follows:

EPdefender ISð Þ ¼qa db 2TP � 1ð ÞG � 1 � dð ÞbW � dCostISð Þ
� q 1 � að Þ �FP � dcos tFD � dcostISð Þ � 1 � að ÞbW

ð3Þ

and his expected payoff when he adopts NIS strategy is equal to:

EPdefender NISð Þ ¼ �qabW ð4Þ
The expected payoff of the attacker when he plays A strategy is

EPattacker Að Þ ¼ p db 1 � 2 � TPð ÞGþ 1 � dð ÞbW � bcostAð Þþ 1 � pð Þ bW � bCostAð Þ
ð5Þ

and the expected payoff of the attacker applying his NA strategy is

EPattacker NAð Þ ¼ 0 ð6Þ

By using the derivative rules, the Bayesian Nash equilibrium of this game are
vectors ðp; qÞ.

EPdefenderðIS) = EPdefender NISð Þ
EPattackerðA) ¼ EPattacker NAð Þ

�
ð7Þ

The equilibrium strategy of the defender is equal to the probability that the defender
triggers a defense mechanism to resist the attack with
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p ¼ W�costA
d 2 � TP � 1ð ÞGþ Wð Þ ð8Þ

While the equilibrium strategy of the experimented type of the attacker is equal to
the probability that attacker launches an attack with probability:

q ¼ ad FP � costFD þ costISð Þ þ 1 � að ÞbW
db aG 2TP � 1ð Þ þW½ � þ dFP � costFD

ð9Þ

It is found that the strategy which consists on p, q if attacker has experimented type,
NA if the attacker has not experimented type represents a mixed strategy of the
Bayesian Nash equilibrium.

In Fig. 2, we analyzed the effect of time-driven MTD dð Þ and time-driven attack
bð Þ on Expected payoff of defender. We remark that as d increases the expected payoff

of the defender increases and as b increases, the expected payoff of defender was
reduced.

In Figs. 3 and 4, we have evaluated the mixed Nash equilibrium strategies in
function of time-driven MTD dð Þ and detection rate TPð Þ. We see that as d and TP
increase; the probability that the attacker plays Að Þ strategy decreases.

Fig. 2. Effect of time-driven MTD (d) and time-driven attack (b) on expected payoff
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5 Conclusion

In this paper, we have proposed to implement MTD mechanism at network level using
random IP address changing. We suggested changing randomly the virtual machine IP
address so as to make the attack surface unpredictable. We have modeled the inter-
action between administrator and attacker as two-person Bayesian game. We seek to
change the virtual machine IP address for a certain time according the scanning report

Fig. 3. Probability that the attacker plays strategy (A) vs. time-driven MTD (d)

Fig. 4. Probability that the attacker plays strategy (A) vs. defender monitoring detection rate
(TP)
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generated by IDS. We have calculated the expected payoff of the defender to evaluate
and discuss the feasibility of the system defense proposed for attack attenuation and
mitigation.
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Abstract. Currently, cloud computing has widely been implemented in several
organizations. This is due to the fact that this new model delivers cost-efficient,
flexibility and scalability computing resources to the clients. This has led to a
growing demand of cloud implementations in different sectors. Although cloud
computing facilitates data management, it still faces various security problems.
So, it is important to examine cloud security issues before moving to this model.
In particular, we focus on existing access control mechanisms in cloud com-
puting. Actually, there exist multiple schemes that ensure data protection, such
as DAC (Discretionary Access Control), MAC (Mandatory Access Control),
RBAC (Role Base Access Control), ORBAC (Organizational Role Based
Access Control) and ABAC (Attributes Based Access Control). The main
contribution of this paper is to select the appropriate access control model that
meets cloud constraints. Based on these considerations, ABAC model is more
suitable to cloud environments compared to other models. In this regard, we
provide a comprehensive taxonomy of different ABAC schemes.

Keywords: Cloud computing � Access control � ABAC model
ABE schemes

1 Introduction

Cloud computing has been among the most important technologies used by companies
because of its main features which prove advantageous for increasing flexibility,
scalability, and reliability, thus, reducing the inherent computational cost and hardware.
According to this paradigm, clients can efficiently share resources in terms of cost and
regardless of the clients’ location. Cloud can also offer to customer software, storage
and networks. As indicated above cloud computing has many benefits but the most
important one is that the clients don’t have to buy resources or install the software
which they need. However, the major challenge in cloud computing is data security and
privacy. For example the owner of data may not have local control of data. There are
further security issues of cloud computing including virtualization, database, networks
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and access control. In this study we opt for access control as an essential component for
ensuring data security. In fact, access control encompasses many procedures which
define users who have permissions and authorizations to access specific cloud
resources. The purpose of this method is to provide a verifiable system to protect data
from unauthorized access and determine each client’s access rights based upon pre-
defined criteria. Consequently, access control is considered as a key component of
cloud security. This paper is meant to discuss security issues for cloud computing and
access control models as a solution [1]. This paper firstly provides an overview on
cloud computing and security challenges akin to this model in Sect. 2. Section 3 dwells
on access control and existing models in cloud computing. Section 4 explores the
proposal model ABAC and their schemes. Finally, Sect. 5 concludes this paper and
proposes future work.

2 An Overview on Cloud Computing

According to specialists cloud computing is one of the most discussed topic in the field
of information technology owing to its flexibility, scalability, availability and cost
efficient. It provides not only flexible and scalable IT, but it also enables consumers to
share resources rather than having local servers. Furthermore, they can use these
resources and pay for it as a service, thus taking advantage of the lower cost rate.
Despite these advantages of cloud nothing is perfect. In fact, the real problem in this
new trend is security including data intrusion, data loss and privacy. According to
NIST view, cloud computing offers several service models, deployment models and
some essential characteristics such as Self-services (On Demand), Broad Access, Rapid
Elasticity, Resources Pooling, Scalability of Infrastructure and Measured Service etc.
[1, 2].

2.1 Service Models

From NIST view, cloud computing offers three service models as described below.

Infrastructure as a Service (SaaS). Cloud providers only offer to clients the hardware
like storage, networks, servers, and any other fundamental computing resources. In
addition, they allow consumers to deploy and run their stuff including operating sys-
tems and applications. The consumer does not manage or control the infrastructure.
Some examples of IaaS are: Amazon, GoGrid, 3 Tera, etc. [3].

Platform as a Service (PaaS). This model aims to enable customers to create their
own applications in addition to infrastructure. The clients do not manage or control the
underlying cloud infrastructure such as storage, servers, but have control of their
applications. In this regard, various industry solutions are available: the Google App
Engine, Force.com, Amazon Web Services Elastic Beanstalk, and the Microsoft
Windows Azure platform.

Software as a Service (SaaS). The vendor allows to customer the capability for using
provider’s applications running on a cloud infrastructure. These applications are offered
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to customer as a service on demand. In this model, the clients only have to manage and
maintain permissions and authorizations to their own data. So, the cloud providers have
to manage or control the underlying cloud infrastructure, network, servers, operating
systems, storage, or even individual application capabilities. SaaS is offered by many
companies such as Google, Salesforce, Microsoft, Zoho etc.

2.2 Deployment Models

The cloud environment presents four deployment models as mentioned bellow.

Public Cloud. Cloud services are used by several organizations. Basically, resources
are owned, managed and operated by cloud providers, this reduces IT costs. However,
the sharing of resources among many public organizations causes a variety of security
issues [4].

Private Cloud. In this model the cloud infrastructure is exclusively used by a single
organization and its users. Actually, private cloud guarantees a high level of security
though it is the most expensive model due to the fact that the owners manage them-
selves their resources because of its own management of resources.

Community Cloud. This kind of cloud is adopted by several organizations having
similar interests and seeking to exploit the benefits of cloud computing. Moreover, it is
managed and maintained by one or more of the organizations in the community. Since
the security level of this model is often high, to opt for this option is more expensive
than public cloud [5].

Hybrid Cloud. It is a composition of two or more cloud infrastructure models (pri-
vate, public, or community). Furthermore, it aims to take advantage of the controlled
environment in private clouds and rapid elasticity of public clouds. This model,
however, suffers from its complexity [6].

2.3 Cloud Security Challenges

In spite of cloud advantages, security gaps deserve careful attention. Indeed, this new
trend still faces many security challenges, especially on data theft, data loss and pri-
vacy. In this section we introduced some security issues.

Virtualization. It is an abstraction of hardware or Software that are able to run
multiple applications concurrently. It also allows clients to create copy, share, migrate,
and store data using virtual machines. However, this technology exposes systems to a
variety of security risks which can be exploited by hackers due to the extra layer that
need to secure [7].

Interoperability. This is the capability of many IT systems to work concurrently to
exchange information and to use the information that has been exchanged. It also helps
to increase client choice, competition and innovation. Furthermore, it allows different
software components to cooperate, even if the interface and the programming language
are different. Therefore, in order to allow users to choose the appropriate cloud plat-
forms, organizations may resort to substituting cloud providers. Furthermore, there are
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some enterprises that demands different cloud platforms that match the various
applications which meet their needs and services. This being the case, interoperability
deems an essential component in cloud services [8, 9].

Data Storage. Cloud storage has made the burden of storing data, regardless of its
size, an easy task. That is one major reason for the increasing demands of enterprises
on cloud services. Not only can cloud provide huge spaces for data storage but it can
also do the backup thereof. This goes in accordance with current trend of networking
data storage with no need for the enterprises to set up the required architecture. These
benefits that strengthen this framework should not be taken for granted. Actually, there
are other factors that impinge on the effectiveness of the online data storage. Most
importantly, security issues are almost the most debatable in this respect. As a case in
point, users claim that cloud may cause data leakage or, frequently, temporary
unavailability of the data stored particularly if the latter is dynamic. Consequently
reluctant clients would not entrust the task of data storage to cloud services if there
were no guarantee of permanent access to their information along with maintaining the
integrity and privacy of the data [10].

Heterogeneity. Heterogeneity is a feature that seriously affects the Cloud system
outcome. A common factor of heterogeneity is the use of various resources be they
hardware or software for cloud environments. On the one hand, one should consider
that one infrastructure is shared among different tenants, and this, subsequently, yields
variable degrees of heterogeneity. On the other hand, the fact that cloud providers rely
on in building services gives rise to problems inherent to the security requirements and
the users’ trust. Heterogeneity can also be imputed to the differential security perfor-
mance of the various components in the cloud system [11]. Despite all these chal-
lenges, the concept of virtualization is deemed promising in achieving a great deal of
homogeneity.

Access Control. In general, heterogeneity and diversity of services are the essential
characteristic of cloud computing environments. Consequently, security measures must
ensure fine-grained access control policies. More precisely, access control mechanisms
need to be flexible enough to support cloud requirements, such as dynamic, context, or
attribute. Normally, access control services are meant to integrate privacy-protection
requirements, which are expressed via complex rules [11].

3 Access Control in Cloud Computing

Access control is a way to limit and control access to a system and its resources or
information in order to decide which users are granted access. Therefore, it is con-
sidered as a key component of cloud security. For this reason, several access control
models are explored below.
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3.1 Mandatory Access Control (MAC)

MAC is actually advantageous in terms of the strong security it provides. It also offers
centralized security policies. However, the complexity of its management and the
increasing implementation cost remain some of its disadvantages [12, 13].

3.2 Discretionary Access Control (DAC)

DAC is known by the flexibility it exhibits vis-à-vis the access control model. In
addition, it does not require a highly designed protection in the environment where it is
used. Having said this, this model does have some flaws. First, DAC allows users to
pass privileges among them. Second, It has been revealed that the DAC security system
is vulnerable to Trojans in addition to the fact that Security policies can be changed by
inserting malicious program [12].

3.3 Role Based Access Control (RBAC)

This model is feasible, for the security policy is very simple to manage. It could also be
admired for its minimizing of the damage of information by intruders by means of
assigning the roles based on the least privilege. Nevertheless, when a distributed and
dynamic environment is involved, the implementation of RBAC proves difficult.
Furthermore, it is impossible in this model to change access rights of the user without
changing the roles of that user [12].

3.4 Organization Based-Access Control (OrBAC)

Access to cloud resources in this method is dependent mostly of the user’s roles within
an organization. Accordingly, various parameters have an impact on making parame-
ters such as subject, action, object, view, and context. Among the arguments leveled in
favor of this model is that it requires more scalability, and it easily manages changes in
organization. Still, there is frequent criticism against this model. It shows a high degree
of complexity and costs much in terms of computation [15–17].

3.5 Attribute Based Access Control (ABAC)

This model is based on the user’s attributes such as date of birth and current location.
So, its main function is to compare these attributes with the rules associated to each
object to grant or deny access. This is in fact one advantage among others. ABAC is
also more flexible in a dynamic and distributed environment in addition to its simplicity
in implementation. The major downsides of this model, however, have to do with the
long running time it requires as well as the difficulty to manage it [11].
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4 Access Control Requirements

Various criteria are proposed in order to identify the weaknesses and strengths of
existing access control mechanisms. These criteria are meant to help select the suitable
model for cloud environment.

4.1 Reliability

Open and distributed systems are often subjected to security attacks. Therefore, reli-
ability stands for the security features that make a system immune from potential
attacks be they internal or external.

4.2 Flexibility

This feature allows a system to cope with any further changes and work in harmony
with the different decisions akin to access control.

4.3 Dynamicity

Dynamicity is a key concept in cloud computing system. It reflects the ability of the
system to proceed in an environment where data can be processed, exchanged or shared
simply, securely and flexibly.

4.4 Easy in Administration

This requirement consists of making the access management less complex. This is due
to the fact that handling access to resources in a distributed system such as cloud is very
challenging in this regard.

4.5 Computational Costs

Actually, the incorporation of the aforementioned requirements while implementing
access control mechanism induces increased running costs. Therefore, the computa-
tional costs should be taken into account in the design and choice of an access control
model.

4.6 Fine-Grained Access

Since flexibility requirement in an access control system is highly demanded so that the
user could acquire a set of permissions, security becomes an inherent component. It
should meet the user’s access needs along with the ability to stop unauthorized access
and protect sensitive data [11, 14].
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4.7 Security Policy Implementation

This requirement insures the integrity and safeguarding of information preventing,
thereby, any potential loss of data. It is interestingly important to consider this
requirement since the distributed system is large and open.

5 Proposed Model

The ABE model was proposed by Sahai and Waters in 2005. It aims to encrypt and
decrypt data using user attributes and cipher-text attributes. This procedure is possible
only if the set of attributes of the user key matches the attributes of the cipher-text.
Most of the systems have applied this scheme to provide data confidentiality and
integrity. There are basically three elements involved in this model namely authority,
data owner, and data user. The authority is concerned with providing keys for data
owners and users. As for the data owner, they encrypt data with a public key and a set
of descriptive attributes. Thus, the role of a data user is to decrypt cipher-text with his
private key, and then he can obtain the encrypted data, as shown in Fig. 1. However,
the main issue in this method is that the owner of data has to use each time another
public key for encrypting data. In this section, we discussed several ABE based access
control schemes in order to choose the appropriate one to solve this problem [18].

5.1 Key-Policy Attribute-Based Encryption Scheme

This scheme is based on the access policy. Its main function is to control and allows
which user can decrypt cipher-text. Each user has a private key which is associated with
access policy and the cipher-text contains a set of attributes. Therefore, if a set of
attributes satisfies the access policy, the user will retrieve and decrypt the message.
According to this method, users can have different access rights. So, different users can
still manage to decrypt different pieces of data corresponding to the security policy [18].

Fig. 1. Architecture of ABE scheme [18]
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5.2 Cipher Text-Policy Attribute-Based Encryption Scheme

In general, the CP-ABE scheme is designed to deal with situations that rely on
expressive access policies to encrypt the target data. Technically, a user’s private key is
typically associated with an arbitrary number of attributes. So, clients need to specify
an associated access structure over attributes in the encryption stage. Accordingly,
users whose attributes pass through the cipher text’s access structure have the ability to
decrypt the secret message [19].

5.3 Attribute-Based Encryption Scheme with Non-monotonic Access
Structure

This model is a new Attribute-Based Encryption scheme that includes explicit attributes
for indicating the absence of attributes in encrypted data. In this approach, private keys
are developed to support any access formula over attributes, especially non-monotone
cases. Interestingly, this system can manage any access structure that uses Boolean
formula such as AND, OR, NOT, and threshold operations. Consequently, this scheme
is an appropriate concept to handle non-monotonic access structures by using secret
sharing schemes. In this approach, a user can decrypt the secret data only if a given
attribute does not exist among the attributes of the encrypted data. Basically, this access
control model uses the broadcast revocation scheme that is based on bilinear groups to
define attributes.

5.4 Hierarchical Attribute-Based Encryption Scheme

This scheme is composed of a hierarchical identity-based encryption scheme (HIBE)
and a cipher text-policy attribute-based encryption scheme. It consists of five parts
including: root master (RM), domains master (DM), data owner, data user, and cloud
service storage. The RM is responsible for generating and distributing. The role of the
data owner is encrypting and sharing data with users in cloud storage. This model can
satisfy the property of fine grained access control, scalability and full delegation.
However, it is not suitable for all cases but a few [20].

As discussed above, the existing models have advantages and potential limitations.
In other words, each scheme is more appropriate for a specific situation. In this regards,
Table 1 bellow presents the main benefits and drawbacks of access control models.

Table 1. A comparison between different attribute-based encryption schemes

Parameters KP-ABE CP-ABE ABE-with non-
monotonic

HABE

Fine-grained access control Yes Yes Yes Yes
Scalability No No No Yes
Computational costs Yes No No Yes
Collision resistant Yes Yes Yes Yes
User revocation Yes Yes Yes Yes
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Although the majority of existing schemes are not able to satisfy the criteria of
scalability, they can ensure the data confidentiality. In fact, they rely on the attributes in
the user’s private key to match the attributes in the cipher text. Fortunately, the HABE
model is a promising scheme since it meets all the criteria.

6 Conclusion

Security in cloud computing is still the major obstacle that faces the implementation of
this new concept. In this regards, we explored different available models in order to
select the appropriate one. Accordingly, ABAC model is designed to meet cloud
requirements, especially scalability and flexibility. Besides, this work provided a
comprehensive evaluation of different attribute-based encryption schemes. Based on
the results of that analysis, HABE scheme is the most suitable for cloud environment.
In the future work, we intend to implement this proposed scheme in order to ensure
data security. Moreover, we will extend the standard version of this cryptosystem to
improve performance.
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Abstract. The global challenge in wireless sensor networks is to extend the
network’s lifespan as long as possible. The sensor’s battery has a limited life and
unfeasible to be replaced, which eventually requires an energy efficient routing
protocol. Clustering applied in routing has proven its ability to saving energy in
sensor networks. The current paper proposes a new approach based on Fuzzy C-
means and LEACH protocol to form the clusters and manage the transmission of
data to the base station. A cluster estimation method was adopted as the basis for
identifying fuzzy model. The proposed approach minimizes the energy consump‐
tion and prolongs the network lifetime of the sensor nodes.

Keywords: Wireless sensor network · Fuzzy C-means algorithm
Cluster estimation · Energy efficiency

1 Introduction

Wireless sensor networks are one of the main technologies dedicated for detection and
monitoring of certain physical phenomena of the environment. For instance, detection
and measurement of vibration, pressure, temperature and sound [1]. The researchers are
more concerned about this technology. The WSN can be integrated into many applica‐
tions domains, like street parking system, smart roads, and industrial monitoring [2].
Generally, WSN is formed by many self-organized sensor nodes which have limited
energy, computational capabilities, and bandwidth [3–6], deployed in large numbers in
a dedicated environments. In hostile environments, it’s impractical to change the node’s
battery in operational mode. Each sensor node is supplied by an autonomous energy
source (battery) and equipped with a micro-controller, memory, and a transceiver.
However, the base station (Sink) collects data for processing and sending the data to the
computer center. A WSN can have more than one sink [4].

The sensor network batteries have a fixed energy capacity, and this limitation has
generated significant interest in using the important aspects of WSNs in order to increase
battery life [5]. Optimization of the energy consumption is one of the noteworthy chal‐
lenges in wireless sensor networks. For this reason, is mandatory to resolve the network
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energy efficiency constraint in order to extend the system lifetime [4, 6]. Energy effi‐
ciency optimization is challenging due to the fact that network lifetime depends on
several parameters, such as network architecture, routing protocols, channel character‐
istics, and radio consumption [5]. The energy required in communications is the impor‐
tant consuming part compared to processing process in wireless sensor networks. To
address this limitation, a variety of techniques have been developed to reduce the
communication energy consumption. Optimized routing techniques such as single-hop,
multi-hop, or clustering have been widely adopted in WSN due to their energy effec‐
tiveness [7].

In clustering routing, the wireless sensor networks require to classify nodes into non-
overlapping clusters in which a Cluster Head (CH) is set. The main objective of Cluster
Head is aggregating and transmitting data to the sink via single hop or multi-hop which
can be connected to a powerful computer via the internet or a satellite [3, 4, 6]. The
Clustering scheme economizes energy in the way that it extends the lifetime of the
network. As well it can be practical feature for a large sensor networks due to the fact
that it’s easier to manage the cluster heads than the entire network.

Several clustering routing protocols that use multi-paths have been proposed based
on load balancing in the order of LEACH [4], SEP [8], MZ-LEACH [5], DEEC [4],
KM-LEACH [9]. The clustering protocols can be classified into two types, the clustering
algorithm with homogeneous schemes; where all the sensor nodes have the same energy.
And heterogeneous clustering schemes, where all the sensor nodes are supplied with
different amount of energy [8].

The low-energy adaptive clustering hierarchy (LEACH) protocol [9] uses a pure
probabilistic model to select CHs and rotates the CHs periodically in order to balance
energy consumption. However, in some cases, inefficient CHs can be selected. This due
to the fact that LEACH depends only on a probabilistic model. Some cluster heads may
be very close each other and can be located on the edge of WSNs. These inefficient
cluster heads can have a negative impact on the network the energy efficiency.

This paper investigates the energy efficiency of clustering in routing protocol. We
propose a substantial Fuzzy C-means clustering algorithm based on LEACH protocol
which consists of using jointly fuzzy C-means clustering, LEACH, and subtractive
clustering Method. The proposed approach takes into account the distribution uniformity
of cluster heads in the network and the distances between nodes and cluster heads. The
proposed hybrid algorithm is proved to be energy efficient and significantly prolongs
the sensor network lifetime (Fig. 1).

The remainder of this paper is organized as follows. Section 2 discusses the outline
of subtractive Clustering method. Section 3 defines the Fuzzy C-Means Clustering. The
improved K-means algorithm is described in Sect. 4. Simulations and results are
discussed in Sect. 5. The final section concludes the paper by setting the direction of
future work.
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2 Subtractive Clustering Method

In clustering approaches such as K-means, PAM, and Fuzzy C-means, the user has to
fix the number of clusters in a dataset before to the application. This is considered as the
main constraint of clustering algorithms, due to the fact that the user has to work out the
optimal number of CHs through several tests to eventually define it. The choice of the
adequate number of clusters is frequently ambiguous, with interpretations depending on
the form and measure of the distribution of sensor nodes in the field and the desired
clustering resolution of the user. Cluster analysis aims at identifying groups of similar
objects and, therefore helps to discover distribution of patterns and interesting correla‐
tions in large data sets [11]. In 1995, Chiu developed an improved version of the moun‐
tain method [12], called the subtractive method, in which each data point is considered
as a potential cluster centroid. We consider a collection of n sensor nodes {x1, x2…xn}
in sensor area. Every sensor node have a potential to become a cluster center and define
a measure of the potential of sensor node xi as [13].

M
(
xi

)
=
∑n

j=1
e−𝛼‖xi−xj‖2

(1)

Where α is a positive constant and ‖‖‖xi − xj

‖‖‖
2
 is the square of distance between xi and

xj. Using this mountain function, cluster centroids are selected in a manner similar to

Fig. 1. Classification of routing protocols in WSNs.
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that used in the original mountain method. Let M∗

1 be the maximum value of the mountain
function.

M∗

1 = maxi

[
M
(
xi

)]
(2)

Let xi be the data point whose mountain value is M∗

1; this data point is selected as the
first cluster centroid.

3 Fuzzy C-Means Clustering Algorithm

The fuzzy C-means clustering algorithm (FCM), developed by Dunn in 1974 and
improved by Bezdek in 1987, has been widely studied and applied [14, 15]. FCM is an
unsupervised clustering algorithm as k-means algorithm with the same objective of
cluster division. Though, k-means is an algorithm based on hard set and FCM is an
algorithm based on non-crisps method (all individuals are classified into two groups: 1
or 0) [16, 17].

This algorithm works by assigning affiliation to each sensor node corresponding to
each cluster center on the basis of the distance between the cluster center and the sensor
node. More the sensor node is close to the cluster center more is its membership towards
the particular cluster center [18, 19]. The FCM algorithm is an iterative optimization
algorithm that minimizes the following objective function.

f =
∑n

i=1

∑C

j=1
um

ij

‖‖‖xi − CHj

‖‖‖
2

(3)

Where n is the number of sensor nodes, c is the number of clusters, xi is the ith sensor
node, CHj is the jth cluster center, um

ij  is the degree of membership of the ith sensor node
in the jth cluster, and m is a constant greater than 1 (typically m = 2). ‖‖‖xi − CHj

‖‖‖
2
 repre‐

sents the measure of the Euclidean distance between sensor node xi and the cluster center
CHj.

The degree of membership um
ij
 and the cluster Head CHj are defined as the following:

uij =
1

∑c

k=1

⎛
⎜
⎜
⎝

‖‖‖xi − cj

‖‖‖
‖‖xi − ck

‖‖

⎞
⎟
⎟
⎠

2
m − 1 (4)

CHj =

∑N

i=1 um
ij

.xi

∑N

i=1 um
ij

(5)
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3.1 FCM Algorithm

Initialize membership uij

Find the fuzzy centroid CHj for j = {1, 2, 3…c }
Update the fuzzy membership uij

Repeat steps 2, 3 until f
(
uij, CHj

)
 is no longer decreasing

4 Proposed Network Model

In this work, we proposed a new approach to deal with the constraint of energy consump‐
tion in WSNs. Here we present the outline of the proposed network model. The sensor
nodes are deployed randomly in an area of 100 m2, in order to incessantly monitor the
environment. The data sensed by sensor nodes is forward to a base station located outside
of the deployment area. Each sensor nodes can operate either in sensing mode to monitor
the environment parameters and transmit it to the associated CH or in CH mode to gather
data, compress it and forward to the base station. In addition, some assumptions are
made as follows:

– The base station have illimited energy and computational power.
– The network is considered homogeneous and all sensor nodes have the same initial

energy and they are static.
– Nodes have the capability of controlling the transmission power according to the

distance of receiving nodes.
– Links are symmetric.

The proposed network model based on three algorithms firstly starts to use the
subtractive clustering method to determine the adequate number of clusters. Then the
FCM algorithm applied to form highly uniform clustering dispersion of nodes. The
LEACH protocol is used in each cluster to construct the sub-clusters and to select the
sub-clusters head and their members; which apply a pure probabilistic model to select
CHs and rotates the CHs periodically in order to balance the energy consumption.
Generally, the optimal number of CHs is estimated to be at 5% of the total number of
nodes in each cluster [3–6].

Figure 2 presents a flowchart of the cluster formation process of the proposed
approach, which combines the fuzzy C-means clustering, LEACH, and the subtractive
clustering Method.

Fuzzy C-Means Based Hierarchical Routing Approach 269



Fig. 2. Flowchart of the cluster formation process of the proposed approach

5 Simulations and Evaluation

All simulations were executed using MATLAB to analyze the total system energy and
the number of nodes alive. We started with a description of the significant metrics used
in the simulations. We provide the results of the used algorithm and then we show and
discuss all results with a comparative analysis. We consider 100 nodes randomly
deployed in an area of (100 × 100) m2. The BS is located outside the area at the coordinate
of (−50, 150) m. All nodes have a starting energy of 0.5 J and the base station is assumed
to have unlimited energy. Each node sends L = 4000 bit packets to the base station
through the sub-cluster head during each round (Fig. 3). The probability of being the
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sub-cluster head is set to 0.05 (about 5% of nodes per round become sub-cluster heads).
We use the first order model adopted by LEACH and SEP protocols [3–6]. This radio
model uses both of the free space and multipath channels by taking into account the
distance between the source and destination. So energy consumption for transmitting a
packet of l bits in distance d is given by (6) and (7).

Fig. 3. Example of clustered network of 100 * 100 m2

The energy expended in the transmit electronics for free space propagation ETx-fs
is described by:

ETx−fs(k, d) = K ∗
(
Eelec + £fs ∗ d2) if d < d0 (6)

And the energy expended in the transmit electronics for free multi-path propagation
ETx-mp is given by:

ETx−mp(k, d) = K ∗
(
Eelec + £amp ∗ d4) if d ≥ d0 (7)

Where: ETx is the electrical energy required to transmit a K-bit message over a
distance d, Eelec corresponds to the energy per bit required in transmitting and receiving
electronics to process the information. εfs and εamp are constants corresponding to the
energy per bit required in the transmission amplifier to transmit an L-bit message over
a distance d2 and d4 for free space and multi-path propagation modes, respectively. By
equating formula (6) and (7), we determine the distance d = d0 when the propagation
transition from the direct path to multi-path occurs:

d0 =

√
£fs

£amp

(8)

The comparison we carry out in this work between the proposed network model and
LEACH protocol is based on some key performance parameters of wireless sensors
network. Firstly, the network lifetime that describes the time interval between the start
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of the network operation and the death of the last sensor node. The second parameter is
the number of dead nodes which is the total number of sensor nodes that have consumed
all of their energy and are not able to do any kind of functionality (Table 1).

Fig. 4. Percentages of dead nodes

Table 1. Simulation parameters

Simulation area 100 m * 100 m
BS location (50 m, −100 m)
Number of nodes 100
Transmission amplifier free space εfs 10 pJ/bit/m2

Transmission amplifier, multipath εmp 0.0013 pJ/bit/m4

Data aggregation energy 5 nJ/bit/msg
Transmission energy ETx 50 nJ
Receiving energy ERX 50 nJ
Network dimension 100 m * 100 m
Signal wavelength λ 0.325 m
Antenna gain factor Gt, Gr 1
Message size (bits) 4000 bits
Initial node energy 0.5 J

The number of dead nodes versus transmission round of the proposed approach with
LEACH protocol is presented in Fig. 5. The red curve indicates the proposed approach
and the blue curve indicates LEACH protocol. The attained results have confirmed that
the proposed network model provides the longest lifetime of the network compared to
LEACH protocol. The obtained results show that the total energy of LEACH protocol
and the proposed network scheme is completely consumed at 2617 rounds and after
4000 rounds, respectively. It’s shown that that the proposed approach reduces the energy
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consumption by round, and extends the network lifetime by more than 80% compared
to LEACH protocol.

Fig. 5. Number of dead nodes versus transmission rounds

Figure 4 displays different percentages of dead nodes for the proposed scheme and
LEACH protocol. The amber-coloured designates the proposed network model and the
blue colored indicates the LEACH protocol. In each model, the following the following
percentages 1%, 10%, 25%, 50% and 99% of dead nodes, were studied and analyzed.
For LEACH protocol, 1%, 10%, 25%, 50%, 75% and 99% dead nodes occur at 984, 1084,
1159, 1267, 1354 and 2617 rounds respectively. The proposed model in round 1644
corresponds to 1% of dead nodes, 1873 to 10%, 2111 to 25%, 2369 to 50%, 2704 to 75%
and 3690 rounds to 99% of dead nodes.

The obtained results have demonstrated that the proposed network model reduces
the energy consumption by round, and extend the network lifespan. Therefore, due to
the combination of the fuzzy C-means clustering, LEACH, and the subtractive clustering
Method. The proposed approach provided the longest lifetime.

6 Conclusion

The main objective of this work is to propose a novel clustering routing approach based
on three tools to deal with the problem of energy conservation of WSNs. Firstly; we
using the subtractive clustering method to determine a correct number of clusters. The
FCM algorithm applied to form highly uniform clustering of nodes and LEACH protocol
applied for each cluster. The proposed approach minimizes the energy consumption,
extends the network lifetime of the sensor nodes. The evolution and enhancement of the
presented routing algorithm should be done in the future to support multipath and heter‐
ogeneous modes.
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Abstract. In online learning environments, the individual characteristics of
learners have necessarily an influence on the reliability and the credibility of peer
assessment. This paper focuses on the stage of allocating students’ submissions
within online peer assessment process. Firstly, by providing an overview of the
main applications of this process in online assessment tools and MOOCs. This
overview considers mainly the methodologies of assigning submissions to
learners for evaluation; and secondly, by proposing a model for the assessor based
on the individual personal characteristics that shape her or his assessment profile.
This profile plays a key role in the success of the peer assessment/feedback expe‐
rience. We conclude this paper with a brief discussion of the potential that can
provide the assessor model in the context of an approach that manages the allo‐
cation of submissions and considers the personal characteristics of the learners’
community.

Keywords: Peer assessment · Peer review · Learner profile · Assessor model
MOOC · Online assessment tools · Allocation of submissions

1 Introduction

The concept of Massive Open Online Courses (MOOCs) represents an innovation in the
field of distance education that uses the internet as a means of learning. It allows the
participation of a large number of learners and creates a worldwide learning environment
for students without being necessarily affiliated with a school or an institution [1].

Due to the massive nature of MOOCs, these learning environments are heteroge‐
neous. They bring together a number of learners with varied experiences and previous
knowledge [2]. Learners are also characterized by various behavior patterns which
implies different learning styles [3].

This paper concerns the individual characteristics of the learners’ community in the
context of the teaching-learning-assessing/feedback process. It focuses on the assess‐
ment/feedback element of the process which represents one of the main challenges in
the field of distance online learning, mainly in MOOCs [4].
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The use of peer assessment in learning environments is intended to handle this eval‐
uation challenge in a way that improves some learners’ cognitive capacities as critical
thinking and decision-making [5].

Peer assessment helps in engaging students into the learning process [6] and in
reducing the drop-out rate through making MOOCs more interactive [7]. Indeed, student
participation in peer assessment activities positively influences his\her completion
rates [8].

Despite the reduction of assessment workload for the course staff thanks to peer
assessment, the instructors are still concerned about the lack of the accuracy of learners’
evaluation [9]. Providing a peer assessment process that ensures a high level of evalu‐
ation reliability and validity is the key element in supporting the credibility of its use.

The peer assessment process can be summarized as follows:

• Creation of the assessment by stating the assignment questions and determining the
assessment criteria.

• Submission of the assignments by learners.
• Distribution of the submitted works among the participants for evaluation.
• Evaluation of each submission by a group of learners and the writing of feedback.
• Calculation of the final score.
• Delivering the score and feedback to each learner.

Since the optimization of the peer assessment process necessarily involves opti‐
mizing each of its steps; this paper provides an overview of the approaches applied in
one of these steps, which is the allocation of submissions to assessors. At the same time,
we are interested in the learner’s assessment profile. We believe that the integration of
a profile based on an assessor model into the repartition of assignments can be positively
reflected in the accuracy and validity of the assessment because it considers the influence
of learners’ individual characteristics on the results of the evaluation.

The remainder of this paper is organized as follows. Section 2 presents an overview
of the literature related to the assessment within the field of online learning environ‐
ments. Section 3 outlines some existing peer assessment applications in online assess‐
ment tools and MOOCs. Section 4 represents the methodologies of allocation assessment
in online peer assessment. In Sect. 5, we propose an assessor model that concerns the
assessment profile of learners. Finally, the last section illustrates conclusions and
perspectives for future works.

2 Background

Given the technologies used in the of online learning environments, assessment
continues to be one of the flaws of many MOOCs, including those who have made
significant investments in other aspects of online courses, such as the high-quality video
production [10].

The assessment challenge is not only related to the massiveness of MOOCs but also
to the modern pedagogical approaches, as problem-based learning and project-based
learning [11]. The use of automatic correction techniques (e.g. multiple-choice and short
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answer questions, computer code, and vocabulary activities) could not ensure valid and
sufficient assessment and feedback for such approaches.

An Automated Essay Scoring system (AES) was proposed as a plug-in within the
Edx MOOC platform. The AES rely on natural language processing (NLP) algorithms
to measure the writing quality of learners’ essays [12]. However, the measure in the
context of AEE (Automated Essay Evaluation) which integrates the AES, mainly
concerns the syntax of essays and do not have the capacity to completely check the
coherence of the content and the consistency of the statements linked to the semantics
in different forms of writing [13].

According to Falchikov [14], effective assessment requires involving learners as
active participants. Peer assessment is a strategy that stands on learners’ participation
and that can deal with different pedagogical approaches.

Topping defined the peer assessment as “an arrangement in which individuals
consider the amount, level, value, worth, quality or success of the products or outcomes
of learning of peers of similar status” [15].

Peer assessment represents an important element in the design of learning environ‐
ments implementing a more participatory culture of learning [16]. Indeed, it contributes
to the achievement of different evaluation goals as the initiation of “peer learning”
processes by encouraging students to better interact with the learners’ community.

In addition, the application peer assessment may follow various models according
to different evaluation objectives as the “assessment as learning” objective that consists
of providing the students with the ability to become self-directed learners who are not
just engaged in thinking about the content of the course but also in the strategy of
learning. Peer assessment can contribute to the achievement of the “assessment for
learning” objective which represents the formative assessment that helps students to
know their actual level and adjust their learning experience. A third evaluation objective
in which peer assessment can take part is the “assessment of learning” which generally
represents the summative type of evaluation [17]. Peer assessment exercise also
promotes affective feedback and cognitive capacities [18].

3 Online Peer Assessment

An online peer assessment system is a web-based application that has been developed
to manage and monitor peers grading and/or feedback process [19]. In this section, we
give an overview of three online peer assessment tools, and then we show the features
of the main implementations of peer assessment in MOOCs and essentially how they
assign the submissions to participants.

3.1 CrowdGrader

CrowdGrader [20] is a peer grading and evaluation online tool that stands on a collab‐
orative perspective of assessment to perform the evaluation process. Every participant
is asked to evaluate four to six assignments, and then receives an overall crowd grade
that represents a judgment not only on the quality of her or his work but also on the
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accuracy and the helpfulness of her or his feedback. The consideration of the quality of
feedback in the calculation of the overall score motivates students to provide more
accurate grades and more constructive reviews.

After submitting all the assignments by learners, the system uses an online algorithm
that allocates new assignment to an assessor only after verifying the completion of the
evaluation task that has been assigned to her or him before.

The accuracy grade gives an idea about the difference between the grade assigned
by the reviewer and the global calculated grade assigned by the assessors of the same
work. CrowdGrader gives the participants the opportunity to rate their received
comments, which allows the calculation of a helpfulness grade for the feedback provided
by each student.

3.2 Peerceptiv

Peerceptiv is a data driving peer assessment that supports students writing practices and
aims to improve their critical thinking and stimulate their analytical reasoning. It was
formerly called SWoRD (Scaffolded Writing and Rewriting in the Discipline) and has
been developed to help students on providing effective and efficient quantitative feed‐
back (numeric grades) and qualitative feedback (annotated comments) for the writing
of their peers. After that the participants uploaded their work, the allocation of assign‐
ments occurs at random [21]. As for CrowdGrader, the system gives the possibility to
rate the received comments of reviewers in order to estimate the helpfulness of their
feedback, it measures inter-raters’ reliability of the assessment that depends on the level
of similarity between the assessor rating and the mean score assigned by the other
reviewers of the same essay. Besides, teachers evaluate a number of submissions and
then assigned them to the participants to be reevaluated. By doing so, the validity of the
assessors is also measured through comparing their assessment to the rating provided
by the teacher [22].

3.3 The Moodle Workshop

As a standard plug-in of the Moodle open-source LMS, Moodle Workshop module [23]
for formative peer assessment is a collaborative grading system that allows students to
assess each other’s projects respecting different grading strategies specified by the course
facilitators. It gives the instructors the possibility to edit the peer assessment settings to
manage the assessment criteria, or to integrate some pre-evaluated samples for students
to test their assessment ability, or to custom the feedback providing mechanisms, etc.
The allocation of submissions in this tool is performed either manually or randomly and
the final grade for a particular submission is assigned on the basis of the weighted average
of the assessors’ rating of this submission. The instructors may assign a higher weight
for their assessment or replace the grade with a specific value, Moodle Workshop module
gives grades for learners’ assessment, by assigning higher grades to learners with the
closed rating to the overall grade assigned to each assessment criteria [24].
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3.4 Peer Assessment in MOOCs

As mentioned before, peer assessment is a solution that can address the problem of
massiveness and the challenge of adopting some modern pedagogical approaches in
MOOCs.

A common solution used in the context of MOOCs is the Calibrated Peer Review
[CPR] [25], which represents a web tool used to ensure more validity in the context of
peer assessment. The basic implementation of CPR relay on a calibration phase in which
learners are asked to rate a number of assignments that have been previously prepared
by the course staff as assessment training. Depending on their rating similarity to the
staff provided rating, a Reviewer Competency Index (RCI) is assigned to each partici‐
pant to represent her or his evaluation competency. The learners with low RCI are invited
to retake the exercise in order to improve their evaluation competency.

After the calibration phase, the system allocates each assignment randomly to a group
of learners to be assessed. At the end of the evaluation exercise, an overall score is
attributed to each assignment according to the weight that is attributed to its assessors.
Indeed, the higher the assessor’s RCI, the more weight is given to his rating. The CPR
may also include a self-assessment phase in which the learners evaluate their own
performance, and determine the concepts to improve.

Coursera is one of the main MOOC classes provider that has applied a Calibrated
Peer Review [CPR] system with some differences. The principal difference is that the
calibration occurs at the same time with the effective evaluation through taking a random
sample of assignments submitted by the participants for an evaluation by the staff, then
these assignments are randomly distributed to the assessors simultaneously with other
assignments not included in the sample [31]. The participants evaluate in the same time
all their allocated assignments without knowing which ones have been previously eval‐
uated.

As in Coursera, Edx learners are asked to assess some pre-evaluated assignments.
Learners obtain the authorization to evaluate peers’ submissions once they manage to
assign similar marks compared with those provided by the instructors [26].

4 Allocation of Submissions

The optimization of peer assessment process aims to ensure more credibility of the
assessment in conjunction with contributing to the motivation of learners to better
engage in the course and in the writing of feedback. Optimizing the allocation of
submissions in the context of peer assessment process can play an important role in
achieving these goals.

The principle of submission priority [27] represents a mechanism that aims to
balance the distribution of assignments and their number of evaluations. The allocation
process characterizes each assignment by a priority level and a requested evaluations
number. The principle consists of allocating the assignment with the higher priority,
then decreasing it as well as the requested evaluations number of this assignment. Six
hours later, if the assignment has been effectively evaluated, the system rewards the
assessors who reviewed their assigned submissions by raising the priority of their
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assignments, so their work would be evaluated first. Otherwise, if the assignment has
not been evaluated within six hours, its priority and requested evaluations number
increase automatically so that it will be redistributed a second time.

In Coursera, the CPR is limited into calibrating the assessors and is not intended to
exploit the allocation of the assignments in the optimization of the process. Besides,
Edx’s documentation encourages instructors to request for each submission a number
of assessments beyond what they believe necessary; this has been suggested in order to
overcome the situation where a participant did not assess her or his assigned submis‐
sions [26].

Based on our analyses of the two MOOCs’s providers (Coursera and Edx) and the
aforementioned online peer assessment tools, we noticed that the focus on the allocation
of submissions is generally linked to the technical aspect of overcoming the problem of
the non-evaluated submissions. While we believe that the introduction of the assessment
profile and the evaluation competence of learners as parameters to be considered in the
allocation of submissions may contribute effectively to the optimization of peer assess‐
ment process.

Some tools that belong to the field of the correction of evaluation results are generally
based on the personal aspects of the assessors, as within the models of Piech [28] and
Goldin [29] that stand on some unobservable estimated parameters such as the prejudices
of the assessors to correct the rating. However, the criticism on these solutions lies in
the fact that they do not interfere sufficiently with the allocation of submissions, because
they are only applied at a level subsequent to what we are trying to optimize.

Furthermore, the use of a rating by a group of reviewers may reduce the influence
of the ‘weaker’ assessors [30]. However, it cannot represent a radical solution for such
problem. The random allocation of submissions implied the possibility that a particular
assignment is evaluated by a group of learners made up entirely of novice assessors in
terms of their evaluation competency. This situation, on the one hand, affects negatively
the reliability of the evaluation, and, on the other, calls into question the credibility of
the entire peer assessment process. Especially, as it is possible that another assignment
may be evaluated by learners with more advanced capacities than the latter group, which
implies that the evaluation conditions in this situation are not equal for each assignment
and may have a negative impact on the motivation of learners not only for this form of
assessment but for the course in general.

5 Assessor Model

In the context of MOOCS or other online learning tools, the creation of a learner assess‐
ment profile is an essential step in the direction of gathering information about the
parameters that influence learners’ assessment.

Indeed, investigating the personal individual characters that shape the learner assess‐
ment profiles allows the formation of an insight into the overall characteristics of the
community that operates the assessment exercise, which can be used to optimize the
peer assessment process. To this end, we propose an assessor model based on models
and standards of learners modeling such as the “PAPI Learner” standard [31], or IMS
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LIP (Information Management System - Learning Information Package) [32] or the
model of Battou [33] proposed in the context of the ALS-CPL project. Battou defined
the learner modeling as a process which covers the life cycle of the setting up of a learner
model. This process includes the acquisition of knowledge about the learner, and then
constructing, updating, maintaining and exploiting this model. In the context of the
AeLF platform, a model similar to Battou’s model has been used in order to create a
framework that aims to supply an adaptive learning system (ALS) to e-learning plat‐
forms [34].

These previous findings allowed us to propose an assessor model that can be defined
as a representation of the assessor which includes all the information and characteristics
intrinsic to the evaluation process. In our context, this evaluation is a peer assessment
within MOOC classes. The representation of information within the assessor model
follows a qualitative approach in order to facilitate its acquisition. This model showed
in Fig. 1 rely on different factors to characterize each assessor within the system:

• The ability to interact with the MOOC platform, and mainly with the assessment
modules.

• The prior educational experience within the course domain.
• The prior assessment experiences.
• The effective assessment competence.

Fig. 1. The assessor model

On the other hand, there are other characteristics that may have a significant influence
on learners’ assessment capacity as their learning style.
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5.1 Interaction Capabilities with the Platform

ICT competence and the language proficiency are two parameters that impact the inter‐
action of learners with the MOOC platform. Learners must have some basic competen‐
cies, including computing skills and the mastering of the language of the course [35].
To make appropriate judgments, the assessment experience depends more on the suffi‐
cient understanding of the subject and the peers’ assignments. Language proficiency is
also reflected in the feedback writing. The student resistance to peer feedback is rarer,
compared to the relatively more frequent resistance to the formal peer assessment [36],
which implicates that a good quality of feedback can be a means to ensure the acceptance
of assessment results.

5.2 Expertise Within the Domain of the Course

Antecedent expertise in the domain of the course is a factor that influences not only the
ability to achieve learning objectives but also the capacity to conduct a reliable assess‐
ment for peers’ work. This domain expertise can be divided into three principal aspects:
the previous experiences in MOOCs platform, the theoretical competence that underlies
the course field, and the practical competence related to the application of academic
knowledge in real-world situations. In addition, other factors may influence the domain’s
expertise such as the number of previous sessions of the course followed by the assessor,
as well as the number of the completed courses related to the same educational specialty
area.

5.3 Assessment Expertise

The developed experience through the assessment exercise is one of the main factors
influencing the effectiveness of the evaluation [37]. Having an ability to interact with
the platform or some antecedent knowledge of the domain is not always sufficient. The
assessment competency influences the accurate identification of the mistakes and the
gaps in peers’ work, which is expressed in the relevance and the clarity of the feedback.
This assessment expertise can be estimated according to the number of prior assessment
experiences.

5.4 Assessment Capacity

Measuring learners’ ability to assess is widely used in the field of the correction of peer
assessment results. For illustration, we can mention two methods figuring in this context:

• The calculation of the credibility index (CI) [38] takes into consideration the asses‐
sors’ precision, their consistency, and their transferability of accuracy among assign‐
ments. To measure the credibility index, each participant is asked to rate at least two
pre-evaluated assignments. The assessment is applied by assigning three scores,
which are her or his effective rating grade and the estimated highest and lowest
possible grades for the same submission. The accuracy represents the gap between
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the instructor’s and the learner’s grades. The consistency is the stability of rating
between the highest and lowest scores attributed to the same submission. Finally, the
transferability measures the maintenance of the assessor’s accuracy between different
pre-evaluated assignments.

• The multi-faceted Rasch measurement model (FACETS) [39] proposed by Linacre
(1989) consists of three facets: the student competencies, the difficulty of the field or
the assignment, and the differences between the severity of assessors. This last facet
implicates the need for a statistical adjustment because the severity of the assessors
is a feature that should be included in the performance analysis of learners in order
to improve the accuracy of their assessments.

The assessor model integrates three basic parameters that may represent globally the
assessment capacity: the competency, the credibility, and the severity of the assessor.

5.5 Learning Style

The Felder-Silverman Learning Style Model (FSLSM) [40] has divided students’
learning styles into four dimensions: active/reflective, sensory/intuitive, visual/verbal
and sequential/global. Each learning style corresponds better to a specific teaching style,
which is the same regarding the assessment criteria in the context of peer assessment.
Indeed, some assessment criteria are better assessed by learners with specific learning
styles more than others. According to this logic, Lan et al. [41] used the FSLSM to give
a weight to learners’ rating for each assessment criteria based on their learning style.

For example, in the context of a homework having as subjects: the development of
a website, they gave a great weight to students with an active learning style for all the
assessment criteria as the learners of this category tend to try things and prefer to learn
by communicating and collaborating with other pairs, which is not the case for learners
with a reflective style. For students with a visual learning style, they seem to be able to
give more accurate assessment for the “Site Structure” criterion, as well as for the
“Graphs” criterion that deals with the assessment of graphs on the website.

6 Conclusion and Perspectives

The assessor model proposed in this paper may play a role in the representation of the
individual characteristics of learners related to assessment, so it may constitute a tool
that takes a part in the reinforcement of the credibility and the accuracy of peer assess‐
ment.

We believe that the allocation of submissions is a critical phase in the context of the
peer assessment process. The assessment profiles of learners created on the basis of the
assessor model can be the source of relevant information for any solution introducing
the learners’ characteristics in the allocation of submissions.

A dynamic aspect of the model should be considered mainly in updating the assess‐
ment expertise and measuring the effective assessment competency of learners.

Our overview of the implemented allocation of submission methodologies led us to
specify two basic objectives that should be targeted when assigning submissions to
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learners. The first is that every submission should be reviewed by a group of learners
with different levels of assessment capacity in order to ensure the same condition of
assessment for all submissions. This capacity may be measured through the data gath‐
ered based on the assessor model. The second objective is to provide a reasonable and
fair number of assignments to be evaluated per assessor. This objective contributes to
maintaining the motivation of learners to perform this exercise of assessment and to
provide feedback.

It is possible to use the relation between assessment criteria and learning styles to
create a database containing all the assessment criteria belonging to a particular domain
with a specification of the evaluation weights for each criterion based on the learning
styles of learners. In addition, the use of an evaluation that stands on various evaluation
criteria may provide more validity and precision for the assessment.

Our current research work involves setting up a new algorithm for the allocation of
submission based on the assessor model. We try to ensure a distribution with a reasonable
evaluation charge, and equal evaluation conditions, which creates a contribution to the
quest to improve the validity and the reliability of the assessment results and to the
motivation of learners’ engagement in learning activities.
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Abstract. To overcome the tracking issues caused by the complex environment
namely illumination variation and background clutters, tracking algorithm was
proposed based on multi-cues fusion to construct a robust appearance model,
indeed the traditional Mean Shift (MS) estimate the state associated with each
sub appearance model, and the interactive multiple model (IMM) adjusts the
weights of different cues and then combine the sub appearance models to estimate
the general state. The proposed method is tested on public videos that present
different environment issues. Experiences and comparisons conducted show the
robustness of our methods in challenging tracking conditions.

Keywords: Visual tracking · Mean shift · Interactive multiple models

1 Introduction

Object tracking is a common problem in the field of computer vision. The constant
increase in the power of computers, the reduction in the cost of cameras and the increased
need for video analysis have engendered a keen interest in object tracking algorithms.
This type of treatment is today at the center of many applications multimedia in smart
visual surveillance, human computer interaction, unmanned vehicles and telerobotics.

The tracking corresponds to the estimation of the location of the object in each of
the images of a video sequence, the camera and/or the object being able to be simulta‐
neously in motion. The localization process is based on the recognition of the object of
interest from a set of visual characteristics such as color, shape, speed, etc. There are
many challenging issues which make the development of a tracking method [1] very
difficult, the major difficulty is the object appearance changing and the background
confusion.

Most tracking algorithm are based on a single cue to represent the target, however
one cue can’t help building a robust appearance model, thus we propose in this paper to
use multiple cues to build a robust and stable appearance model therefore dealing the
problem of appearance variations, indeed we combine IMM [2] and Mean Shift [3]
named IMM-MS based on multiple cues, three observation model are adopted, the Mean
Shift stage estimate the state on the system for several sub appearance model and the
IMM then dynamically adjusts the weights of different cues.
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The remainder of the paper is organized as follows: A short overview of the related
work is exposed in Sect. 2, the appearance modeling is presented in Sect. 3. In Sect. 4,
the IMM-MS tracking algorithm is presented. Experimental results are shown in
Sect. 5. Finally, we conclude the paper in Sect. 6.

2 Related Work

In last decade many visual tracking methods have been proposed, which can be cate‐
gorized in two classes generative or discriminative. The generative methods represent
the object by appearance model that can be obviously convoluted by a kernel, then the
tracking process seeks the candidate whose observed appearance model is most similar
to that of the template, among the popular generative methods one can quote, kernel-
based object tracking [4], particle filter [5], interactive multiple model particle filter [6],
robust online appearance models for visual tracking [7]. The discriminative methods try
to separate the tracked object from the background by a binary classifier, the most wide‐
spread discriminative methods include online selection of discriminative tracking
features [8], object tracking using incremental 2d-lda learning and Bayes inference [9],
ensemble tracking [10]. Thereafter we will be limited to briefly presenting the most
related methods to our own, especially the methods based on mean shift algorithm, for
more details the reader can refer to a detailed review in [11]. In [12] multiple reference
histograms obtained from multiple available prior views of the target are adopted as the
appearance model, the authors propose an extension to the mean shift tracker, where the
convex hull of these histograms is used as the target model. The authors in [13] represent
the appearance model of the template and the candidate using background weighted
histogram and color weighted histogram, the proposed method termed as adaptive
pyramid mean shift uses pyramid analysis with adaptive levels and scales for better
stability and robustness. In [14] color feature and motion information are combined into
the mean shift tracking algorithm framework, the use of both features simultaneously
increase the performance of the the MS algorithm, and, the Kalman filter is used to solve
full occlusion problems. An integration strategy of of mean shift and SIFT feature
tracking is adopted in [15], the proposed approach uses the measurements from mean
shift and SIFT to pursue a maximum likelihood estimate employing the expectation–
maximization algorithm. The methods above adopted single feature to model the appear‐
ance, to achieve robust and stable tracking, the use of a single cue is never enough. In
[16] the others propose a multi-cue integration strategy, indeed the multiple cue inte‐
gration technique based Mean-Shift framework assures robustness under various condi‐
tions. In our work we adopt multiple cues to model the appearance of the tracked object
into mean-shift algorithm combined with IMM, IMM-MS dynamically adjusts the prob‐
abilities of models of different features.

3 Target Appearance Modeling

The target area is defined by a rectangular region, and then we use three features to
describe the target’s window, the RGB color space is the most common color mode, the
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components R, G and B are highly dependent and therefore the chromatic information
is far from being adapted for direct use, wherefore we convert the target’s window to
HSV color space, which is considered close to the human conception. Three feature
vectors are computed the color correlogram (CCOR) the edge orientation (EOH) and
the local binary pattern histogram (LBPH).

3.1 Color Correllogram

The color correllogram [17] has been proposed to describe not only the color distribution
of the pixels, but also the spatial correlation between the color peers. The correlogram
specifies the probability of finding a pixel at a distance d of a pixel i which have the
same color. Let Ι be the set of pixels of an image and Ic(i) the set of pixels whose color
is c. Then the color correllogram is defined by:

𝛾d

i
= Prp1∈ Ic(i), p2∈I[p2 ∈ Ic(i), |p1 − p2| = d] (1)

In order to reduce computation time, H is quantized to 6 levels and S and V is quan‐
tized to 3 levels, thus the correlogram is created for each quantized channel, then the
three correlogram are fused to built one correlogram vector.

3.2 Edge Orientation Histogram

The edge orientation [18] can strongly represent both shape and texture structure, indeed
constitutes an informative mass of the image. We divide the target’s windows into adja‐
cent areas of small size called cells, and for each cell we compute the edge orientation
histogram CHEO, finally the combination of CHEO Eq. 7 histograms forms the EOH
vector.

The orientations are uniformly quantized into m bins (m = 6), θx,y denotes the orien‐
tation of the pixel (x,y) given by Eq. 2.
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Then the edge orientation histogram is given as follow

CH𝜃
EO

=
∑

x

∑

y
Gx,yδθ

(
θx,y

)
(7)

Where δθ is the Kronecker delta function which associates the pixel (x, y) to the histogram
bin θ.

3.3 Local Binary Pattern Histogram

The local binary pattern (LBP) [19] is widely used in classification and recognition
applications, the Local Binary Patterns (LBP) have since been widely used for texture
analysis of images. It’s simple but effective texture operators that give a label to the
pixels of an image according to their neighborhoods and is invariant to the monotonic
changes of illumination.

We consider the channel V, the LBP code is calculated in a neighborhood of 8 pixels,
in a radius 1, we then build the local binary pattern histogram (LBPH) Eq. 10.

LBP(x, y) =
∑7

n=0
2ns

(

Iv
x,y − Iv

n

)

(8)

s(u) =
{

1 si u > O

0 sinon (9)

Where Iv
x,yand Iv

n are respectively are the value of the level v of the pixel in position x, y
and that of its neighborhood. Then the local binary pattern histogram is given as follows

LBPHm =
∑

x

∑

y
LBP(x, y)δm

(

Iv
x,y

)

(10)

Where δm is the Kronecker delta function which associates the pixel (x, y) to the histo‐
gram bin m.

4 IMM-MS Tracking Algorithm

Originally, the Mean Shift procedure is an iterative search procedure of local maximum
in a space, based on a gradient rise, and was subsequently adopted for real-time tracking
of objects, indeed using the color density of the object. Tracking is performed from its
initial position in the first frame, the object to be followed is modeled by a rectangular
window, on which one calculates its distribution of color. The initial color distribution
is referenced as a model, and is then compared to that of the candidate sites to determine
the most likely position in the next image. The Mean Shift tracking system maximizes
the appearance similarity iteratively by comparing the model histograms and that of the
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candidate object, the similarity between two histograms is defined in terms of Bhatta‐
charya coefficient. At each iteration, the Mean Shift vector is calculated such that the
similarity between the histograms is increased. This process is repeated until conver‐
gence is achieved. Our work is based on the use of three sub observation model asso‐
ciated to three features generally denoted Mj {j = 1,2,3}, and which corresponds respec‐
tively to the color correllogram, the edge orientation histogram and the local binary
pattern histogram, Therefore the IMM then dynamically adjusts the weights of different
features, then we combine the Mean Shift algorithm with the IMM, the flowchart of the
proposed framework is shown in Fig. 1.

Fig. 1. The flowchart of the proposed framework.

We note that the IMM-MS has four stage, mixing/interaction stage, Mean Shift stage,
mode probability update stage, and combination stage.

Step 1: interaction/mixing stage

The interacted mode state Xj(k − 1∕k − 1) and its covariance Pj(k − 1∕k − 1) are
calculated by the mode probabilities 

{
μj(k − 1)

}3
j=1

 the mode transition probabilities

pij, the mode state estimations X̂j(k − 1∕k − 1) and its covariance P̂j(k − 1∕k − 1). We
have the following equations:

Xj(k − 1∕k − 1) =
∑3

i=1
X̂i(k − 1∕k − 1)μi|j(k − 1) (11)

Pj(k − 1∕k − 1) =
∑3

i=1

((

X̂i(k − 1∕k − 1) − Xj(k − 1∕k − 1)
)(

X̂i(k

−1∕k − 1) − Xj(k − 1∕k − 1)
)T

+ P̂i(k − 1∕k − 1)
)

μi|j(k − 1)
(12)

j = 1, 2, 3 for the observation model
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Where

μi|j(k − 1) = 1
cj(k − 1)

pijμi(k − 1) (13)

is the mixing probability, and

cj(k − 1) =
∑M

i=1
pijμi(k − 1) (14)

is the normalizing factor.

Step 2: Mean Shift stage

We note 
{

pxi
}

i=1…nh the set of coordinates of the pixels of the candidate centered on

Xj denoted y0 in the current frame.
The process of Mean Shift is described as follows:

i. Compute the observation models associated with the state y0
ii. Using the Bhattacharyya coefficient the distances between the template obser‐

vation model and the target observation model are computed as follow:

ρ
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iv. From the Mean Shift vector, calculate the new state of the object
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Update Myj

j  then evaluate

𝜌
yj

j
=
∑Nbin

u=1

√

Mtemplate
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j (19)
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v. While 𝜌yj

j
< 𝜌

y0

j
 do yj ←

y0 + yj

2
vi. If ||

|

|
|
|
yj − y0

|
|
|

|
|
|
< 𝜀 stop, else y0 ← yj and return to i step

vii. X̂j(k∕k) ← yj (20)

viii. dj =

√

1 − 𝜌
yj

j
(21)

Step 3: Model probability update

The model probability of each observation model Mk
j
 is computed as

μj(k) =
Λj

∑M
i=1 pijμi(k − 1)

∑M
j=1 Λj

∑M
i=1 pijμi(k − 1)

(22)

Where the likelihood function is calculated as

Λj =
1

√
2π

exp

(

−
d2

j

2

)

(23)

Step 4: Combination

In this stage we combine the estimates associated with the three observation model
by a weighted sum, and then the combined state estimate and its covariance are computed
as

X̂(k∕k) =
∑M

j=1
X̂j(k∕k)μj(k), (24)

P̂
(k

k

)

=

M∑

j=1

μj(k)

×

{

P̂j (k∕k) +
[

X̂j(k∕k) − X̂(k∕k)
][

X̂j(k∕k) − X̂(k∕k)
]T
} (25)

5 Experimental Results

To test and evaluate the performance of our algorithm, we use two public test videos,
they present challenging issues namely illumination changing and background clutters.
We compare the obtained results by three methods, mean shift, particle filter, and our
method, the two traditional methods of comparison are based on a single cue and uses
the color histogram distribution to represent the appearance model. The first experiment,
a man moves in an environment characterized by a variation of the illumination, some
frame of tracking result are shown in Fig. 2, we can show that the proposed method
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tracks the Man efficiently despite the change of illumination in the area of the object
while the other methods can’t keep a close track which shows weakness and exposes a
sensitivity to the challenging environment’s condition.

Fig. 2. Tracking results of the Soccer Man sequence

The second experiment CarDark, a car move in a challenging environment and
background clutters, indeed the background near the target has the similar color or
texture as the target, Fig. 3 exposes some frames of the experimental result of tracking,
we can see that the environment issues makes tracking very difficult, indeed the compar‐
ison methods based on single cue perform a confused track throughout the video while
the proposed algorithm track the target accurately and present better stability.

Fig. 3. Tracking results of the Soccer Man sequence

6 Conclusion

The IMM-MS is proposed in this paper, the Mean Shift algorithm is used under IMM
framework, multiple cues are adopted namely color, edge and texture to represent the
target’s appearance, three appearance distribution are considered that is the color
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correllogram, the edge orientation histogram and Local binary pattern histogram. The
Mean Shift stage estimate the state associated with each model and IMM is adopted to
estimate the general state by combining the three appearance model. Using multiple cues
to characterize the appearance of the target allows the tracker to be stable and robust to
the illumination change and background clutters. The experimental results show that the
proposed algorithm has superior tracking performance compared to classical tracking
methods.
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Abstract. The increasing demand in computing resources led companies as well
as researchers to adopt new technologies and cloud computing is one of them. It
consists of a collection of VMs (Virtual Machines) that are created under CPR
(Cloud Provider Resources). Cloud Computing is still faces many challenges and
task scheduling is one of them which have a very important role in determining
the efficient tasks execution. So tasks should be scheduled efficiently such that
the execution time can be reduced. Thus, to outperform this problem there is a
need to implement a good task scheduling algorithm. In this paper, we address
the problem of task scheduling through proposing a new task scheduling algo‐
rithm for efficient tasks execution. The proposed algorithm are tested using
CloudSim simulator and the obtain result shows that the proposed algorithm gives
better performance.

Keywords: Cloud computing · CloudSim · Mips · Task length
Task scheduling algorithm · Virtual Machine

1 Introduction

As many IT (Information Technology) giant definitions, the International Organization
for Standardization defined the cloud computing as a paradigm for enabling network
access to a scalable and elastic pool of shareable physical or virtual resources with self-
service provisioning and administration on-demand. The cloud computing paradigm is
composed of key characteristics, cloud computing roles and activities, cloud capabilities
types, cloud service categories and cloud deployment models [1–4].

As depicted in the Fig. 1, in the cloud computing the users submit their tasks so as
to be executed as soon as possible in the available shared pool of resource. In each cloud
provider datacenter there is a component that control and manage the tasks scheduling
in different resources (VMs).
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Fig. 1. Simple cloud architecture

Due to the increasing demand of cloud resources and the limited resources of CSP
(Cloud Service Provider), this raises several challenges, and task scheduling is one of
them. The task scheduling, is a process of choosing the best suitable available resources
for execution the tasks or to allocate computer machines to tasks in such a manner that
the execution time is minimized as possible [5, 6].

In this paper, we improve the tasks execution time by using the task length and the
VM Mips (Million Instructions per Second) and the number of tasks per VM. The main
objective of this paper is to minimize the tasks execution time so as to respect the QoS
that are documented in the SLA.

The rest of the paper is organized as follows: Sect. 2 reviews the related works;
Sect. 3 describes the proposed algorithm, Sect. 4 present experiments and results anal‐
ysis. At last in Sect. 5 we make a conclusion and future works.

2 Related Work

Improving task scheduling in the cloud computing have been extensively studied. In this
section, we present some works that take task scheduling in cloud environment as
objective for their contributions.

In papers [7, 12] the proposed algorithms assign priority to different tasks according
to task size such that one having highest size has the highest priority. Based on this
priority the tasks are assigned to VMs. Saxena et al. [8] proposed an algorithm, which
classify and group all tasks according to their deadline and cost constraints, and assign
them to different priority queue (high, mid, low). Based on this priority queue the tasks
are assigned to VMs. Sharma and Sharma [9] proposed a technique, which is based on
credit system. Each task is assigned a unique credit based upon three parameters namely:
Task Length Credit, Task priority credit, Task deadline credit. Based on these credits
the tasks are assigned to VM. Lakraa et al. [10] proposed an algorithm, which assigns
priority to different tasks according to the QoS (Quality of Service) of request task. High
QoS task assigned with low QoS value and the low QoS task assigned with high QoS
value. Hence, the task with lower QoS value is a high priority and the task with high
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QoS value is a low priority. Based on these priorities the tasks are assigned to VMs.
Kaur and Singh [11] proposed an algorithm, which assigns priority to different tasks
according to specific attribute: User Level, Task urgency, Task Load and Time queuing
up. Then, tasks are arranged in a sorted order by considering the calculated priority.
Thus, the task with higher priority scheduled first. Based on this sort the tasks are
assigned to VMs. Ijaz et al. [13] proposed a strategy, which assigns priority to different
tasks according to the ALST (Absolute Latest Start Time) such that the one having
minimal ALST among all the tasks has higher priority. Based on these priorities the
tasks are assigned to VMs. Ghanbari and Othman [14] proposed an algorithm, which is
based on the theory of a mathematical model named AHP (Analytical Hierarchy Process)
for calculating the priority. It is a MCDM (Multi-Criteria Decision-Making) and MCDM
(Multi-Attribute Decision-Making model). The proposed architecture is consisted of
three levels namely: objective level attributes level and alternatives level. Based on these
levels the tasks are assigned to VMs.

In the literature, there are many contributions. Which, make a comparison of
approaches [3, 15–20].

3 Proposed Algorithm

In the literature the task is a single process or multiple processes which will be executed
on a compute node presented by VM [21] in the cloud computing and, the task scheduling
is a set of rules and parameters that maps the users’ tasks on the multiple VMS so as to
the completion time is minimized as possible [22]. In the other side the task scheduling
algorithms are the responsible of distributing tasks submitted by users onto available
resources (VMs) [23].

In this paper, we used the Quicksort as a sorting algorithm which quickly sort items
by dividing a large array into two smaller arrays [24]. In the following the steps of our
algorithm.

Algorithm: The Proposed Task Scheduling Algorithm

Receive the Tasks List 
Receive the VMS List 
Quicksort (Sort descending the VMs according to their Mips) 
Quicksort (Sort descending the Tasks according to their Length) 
NTPM (Nombre of Tasks Per Machine) = Tasks list size / VMs list size
Vmindex = 0
For all Tasks in the list of sorted Tasks do 
For all VMS in the list of sorted VMS do 
Schedule the current task to the VM with Vmindex as VM id;
If the current task index % NTPM = 0 and the current task index ! = 0 then 
Vmindex = (Vmindex +1) % The VMs list size 
End if
End for
End for
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4 Experiments and Result Analysis

In order to verify our algorithm, we conducted experiment on Intel Core i5 Processor,
Windows 7 platform and using CloudSim 3.0.3 simulator. The CloudSim is a frame-
work developed by the GRIDS laboratory at the University of Melbourne. It provides
basic classes for describing datacenter, VMs, users, computational resources, and poli‐
cies for the management of different parts of the system [25]. The major benefit of
simulation is that it allows cloud developers to test the performance of various sched‐
uling policies in a controllable environment, before these policies are actually deployed
in real cloud. This enables the developers to rectify their faults at an earlier stage.

We assume that CloudSim toolkit has been deployed in one datacenter having one
host and thirty VMs. In the other side we have created 600 tasks that have to be executed
in these VMs. The parameters setting of cloud simulator are shown in the following
table (Table 1).

Table 1. Simulation configuration

Datacenter Host Virtual machine Task
Arch: X86 Ram: 20480 Mips: 50–1000 FileSize: 300
OS: Linux Storage: 1000000 Size: 1000 OutputSize: 300
VMM: Xen BW: 1000000 Ram: 512 Length: 100–1000
Time-Zone: 10.0 VM_Scheduler: Space

Shared
BW: 1000

PesNumber: 1 Deadline: 1–1000
VMM: Xen Utilization Model: Full
Task Scheduler: Space-
Shared

In order to test the efficiency of our algorithm, FIFO (simplest scheduling algorithm,
which works as the first task coming in the queue is executed first), Max-Min (simplest
scheduling algorithm, which works as the task that has the maximum length will be
assigned to the VM that has the minimum Mips), Max-Max (simplest scheduling algo‐
rithm which works as the task that has the maximum length will be assigned to the VM
that has the maximum Mips) and the proposed algorithm are tested for their behavior
by proposing different length for each task and different Mips for each VM. Based on
these algorithms the tasks will be allocated to VMS. For this experiment we suppose
that the tasks are coming in the same time (0.1).

The Experiment is conducted by varying the number of tasks like 100, 200, 300, 400,
500 and 600 respectively. The obtained results are shown in the following:

In order to simplify the comparison, we have based on the subtraction between
different mentioned algorithms Total Execution Time and the proposed algorithm Total
Execution Time, in the following the results obtained.

As shown in the Fig. 2, we found out that the proposed algorithm has minimum Total
Execution Time along the tasks numbers. Also, in the Fig. 3 we found out that the
difference between the Total Execution Times increases by adding more tasks. Thus,
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our algorithm is more efficient for the applications that have many tasks to be executed
in the determinate deadline. Moreover, our algorithm can also improve the applications
QOS by giving the application results in minimum time. Furthermore, this paper shows
that CloudSim is very important to validate the research work in the cloud computing
field.

Fig. 2. Algorithms total execution time

Fig. 3. Algorithms differential total execution time

5 Conclusion and Future Works

With the continuous growth of cloud computing, the task scheduling becomes a big
challenge. So as to satisfy both the CSC as well as the CSP, efficient task scheduling
algorithm is required. In this paper, we have addressed the problem of task scheduling
by improving tasks execution time. The experimental results show that the proposed
algorithm give minimum total tasks execution time. Finally, as future work, our research
continues by enhancing this contribution as to add VM classification, task migration.
Also, make in consideration the dependent tasks.
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Abstract. Nowadays, Web content knows a rapid increase in syntactic data that
makes their processing and storage difficult in classical systems. An alternative
approach is to represent the Web in a more understandable form by the machines
based on the initiative of the semantic web, on the new technologies and algo‐
rithms existing in parallelism, cloud computing, distributed systems and big data
mining. These new intelligent techniques allow us to give new representations to
the sources of the Web. Our research will develop around the semantic search of
information on a set of massive, distributed, autonomous and heterogeneous
Resource Description Framework (RDF) data. However, only a representation
format of knowledge for their semantic access is not sufficient and we need strong
response mechanisms to efficiently handle global and distributed queries on a set
of RDF data marked by the dynamics and scalability of their content.

Keywords: Domain ontology · E-commerce · E-catalogues · Semantic web
Distributed queries · RDF · Cloud computing · Big data

1 Introduction

In our daily life massive amounts of data in e-commerce area are produced. Large
volumes of commercial information in the web are recorded every day. More than the
size of this big commercial data, the Variety, Velocity and Veracity characteristics are
added to this data [1]. Whish mean that this wide variety of structured, semi-structured,
and unstructured data needs a real-time processing, a new model of storage, efficient
machine learning and data mining techniques.

The user of these e-commercial big data makes complex and multiple requests on
his heterogeneous, distributed and autonomous sources to have information relevant to
his search. This data is presented in the context of the semantic web described by the
standard model RDF (Resource Description Framework) [2] presented by subject-pred‐
icate-object expression format and can be interpreted as a graph in which the subjects
and objects are nodes and predicates are the edge of the graph.

In the web an architecture that plays the role of a virtual intermediate interface
between the user request and between this big data is very important. This architecture
which is going to be based on the cloud computing infrastructure illustrate to the user that
he interrogate a heterogeneous and centralized data source by avoiding him to know the
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relevant sources of his request, avoiding him to search the sources one by one with the
different data forms and combining to him answers obtained from this different sources.

The big data processing of user request with the specific terms in this web inter‐
mediate architecture based cloud computing give an efficient quality of service in the
search of information and a complete, coherent and optimal answer remains from several
sources. Different methods and techniques of big data framework are presented in this
paper to have an overview how to using this parallelism and distributed systems [3] to
maintain and mapping RDF schema related to massive and distributed documents in
commercial e-catalogue area.

The remainder of this paper is structured as follows. Section 2.1 broad an overview
of big data mining methods. Section 2.2 discuss the big data processing methods. In
Sect. 2.3 we discuss processing technologies. For the Sect. 2.4 an overview of Cloud
computing infrastructure will be presented. Finally in Sect. 3 we present and discuss our
thesis.

2 Related Works

2.1 Big Data Mining Methods

Distributed based data parallelism. At the current methodologies of data mining
using a single personal computer to execute the data tasks become impossible with the
massive amount of data produced in our time. For that it is necessary to use powerful
computing environments to process this big data like parallelism and cloud computing
framework. a distributed system are used to divide the problem into many tasks, each
tasks is solved by using one or more processors that run concurrently in parallel and
communicate with each other by message passing.

The main idea of data parallelism paradigm [4] is to divide a given large dataset D
into in subsets (D1, D2 … Dn) where each subset may or may not have duplicate data
samples. Then, a specific data mining algorithm implemented in n local machines (or
computer nodes) individually is performed over each subset. Finally, the n mining results
are combined via one combination component to produce the final output. Differing
from the baseline procedure how use the support vector machine (SVM) classification
problem based dataset in a single machine. The distributed by data mining procedure
borrows the divide-and-conquer principle where a given dataset is divided into n subsets
for n computer nodes and the SVM algorithm is implemented in each computer node.

MapReduce based cloud computing. The MapReduce framework [4] is implemented
in the cloud computing environment it is considered like a new generation of program‐
ming system for the parallel processing purpose. It is usually implemented in an open
source software framework namely, apache Hadoop for distributed storage and
processing over large scale datasets on computer clusters.

The MapReduce framework [4] is based on the following procedures. Firstly given
a user-defined map function M, each map function turns each chunk of input data into
a sequence of initial key-value pairs simultaneously in parallel on different local
machines. Then, the map functions process these input data to produce a set of

306 L. Kaoutar et al.



intermediate key-value pairs, which are collected by a master controller. Specifically,
all intermediate values are grouped together, are associated with the same keys and are
passed to the same machines. Next, the user-defined reduce function works on one key
at a time, and combine all the values associated with that key to produce a possibly
smaller set of values resulting in the final key-value pairs as the output.

2.2 Big Data Processing Methods

Hashing. In the hashing the search is made by index, the index search perform the
entire search on the disk to retrieve a block. The hashing technique doesn’t use an index
structure to retrieve data from disk but he use a hash function to compute the location
of the desired data on the disk [5]. Hash function ‘h’ is a mapping function that takes a
value as an input and converts this value to a key (k). The value of k indicates where the
data are placed. Hash files store the data in a bucket format who usually stores one disk
block. Static and dynamic hashing are the two types of hashing. In static hashing, the
hash function always computes the same address when a search key value is provided.
The number of buckets remains the same for this type of hashing. Insertion, deletion,
and search are all performed in static hashing. A problem arises when data quickly
increase and buckets do not dynamically shrink. For that in dynamic hashing, the buckets
are dynamically added and removed on demand also it performs querying, insertion,
deletion, and update functions.

Indexing. Indexing approaches used to locate a data from large amount of complex
dataset. In this context, various indexing procedures are used such as semantic indexing
based approaches, file indexing, r-tree indexing, compact Steiner tree, and bitmap
indexing [6]. The only problem with most of these indexing approaches is high retrieval
cost. The development of efficient indexing techniques is a very popular research area
at present and several new indexing schemes, such as VegaIndexer, sksOpen, CINTIA,
IndexedFCP, and pLSM have been proposed for big data storage [6]. Although the new
indexing schemes are helpful for big data storage, these schemas are in their infant stage.

Bloom filter. A bloom filter allows efficient dataset storage at the cost of the probability
of a false positive based on membership queries [7, 8]. A bloom filter helps in performing
a set membership tests and determining whether an element is a member of a particular
set or not. False positives are possible, whereas false negatives are not. The bit vector
is utilized as the data structure of bloom filters. Independent hash functions, including
murmur, fnv series of hashes, and Jenkins hashes, are employed in bloom filters.

Parallel computing. Parallel computing utilizes several resources at a time to complete
a task [9]. For big data, Hadoop provides the infrastructure for parallel computing in a
distributed manner. Hadoop helps improve processing power by sharing the same data
file among multiple servers. A complex problem is divided into multiple parts through
parallel computing. Each part is then processed concurrently. The different forms of
parallel computing include bit and instruction levels and task parallelism. Task paral‐
lelism helps achieve high performance for large-scale datasets. In parallel computing,
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multi-core and multiprocessor computers consist of multiple processing elements within
a single machine. By contrast, clusters, MPPs, and grids use multiple computers to work
on the same task.

2.3 Processing Technologies

Batch processing Framework. Apache Hadoop technologies is based in different field
to process large amounts of data and performing the processing of data intensive appli‐
cations [10] by using Map/Reduce programming model [11]. To process data at high
speed Skytree Servec is utilized [12]. Tableau technologies also used to process large
amount of datasets by using Tableau desktop, tableau public, and tableau server [13].
Karmasphere one of technologies performing business analysis to improve the parallel
and distributed programs and scale up the capability of processing from a small to a
large number of nodes [10]. Dryad technology based on data follow graph processing
and consists of a cluster of computing nodes and a computer cluster to run programs in
a distributed manner [14]. Pentaho is utilized to generate reports from a large volume
of structured and unstructured data [15]. Last one is Talend Open Studio provides a
graphical environment to conduct an analysis for big data applications.

Stream processing Framework. Storm, Splunk, S4, SAP Hana, SQLstream-s-Server
and Apache Kafka technologies [16] are all used to process large amounts of data and
managing this data in real time. For managing this large amounts of streaming data
through in-memory analytics for decision-making apache kafka are used. A storm used
to perform real time processing of massive amounts of data. Splunk utilized to capture
indexes and correlates real-time data with the aim of generating reports, alerts, and
visualizations from the repositories. SAP Hana technology provide real time analysis of
business process. S4 is a general purpose and pluggable platform utilized to process
unbounded data streams efficiently in a distributed, scalable and partially fault-tolerant
system. SQLstream-s-server is also a platform to analyze a large volume of services and
log files data in real-time.

2.4 Cloud Computing Infrastructure

Cloud computing is defined as a new technology enable the realization of a new
computing model for the processing, storage technologies and for cheaper and powerful
resources. The growing of this resource in the context of the semantic web which the
data take the form of distributed RDF triple stores push this new computing model to
use for her storing and querying a Hadoop/MapReduce paradigm in distributed file
system.

Hadoop distributed file system (HDFS) [17] consider as the core component of
Hadoop with not fully POSIX-compliant. It is used to store huge data sets from a large
number of sources by abstraction of physical storage architecture in aims to give the
user the illusion of querying a single and a centralized data source. HDFS allow two
type of storage, the storage of file system metadata in main memory and application data
on secondary storage. The former are stored on a namenode server and the latter on
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datanode server. All servers use TCP-based protocol to communicate with each other.
HDFS known by its isolation property and carry out a chain of tasks to read a file. But
it can serve all type of application it is limited only for batch processing such as MapRe‐
duce. An alternative of HDFS with the same design goal and architecture is Quantcast
file system [18]. It consists of a single master node and thousands of datanodes. The
metadata is stored in the memory of the master server and the application data stored on
the disks of datanodes.

One of the ancestors of HDFS is the architecture of Ceph [19] considered one of the
distributed file system has a cluster of metadata servers (MDS) which manages the
namespace coherently And uses a dynamic subtree partitioning algorithm [20] in order
to map and localizing the metadata on MDSs. Also GFS [21] is evolving into a distrib‐
uted namespace implementation. It is a proprietary version of HDFS developed by
Google, here architecture provide scalability and an efficient access to data by using a
large cluster of commodity servers.

Lustre file system [22] is one of distributed file system enable the scalability for
systems with an architecture that provide a height storage of clusters namespace on its
roadmap for Lustre 2.2 release, composed of three component: a metadata serve which
store metadata in a specific names and directories in the files, an object storage servers
(OSS) and a file system client. IBM’s General purpose file system (GPFS) [23] more
than his character of distributed file system, it provide a set of feature of file management
system include the virtualization storage, high availability, and automated storage
management of a very large quantities of file data. Tahoe least-authority file system [24]
provides a storage grid and designed to give secure and long term storage.

B-tree File system maintains metadata and application data, enable storage for small
files, give an efficient writable snapshot, a compression and an online resize. The Blob‐
Seer file system [25] enables storage and accessing of a huge amount of binary data
objects. It Known by his storing data as binary objects instead of actual data essentially
by abstracting the data as a long bit sequences, which enables fine grain access and
processing.

The Gfarm file system [26] is developed for Grid Data Farm architecture which
supports high-performance distributed parallel computing for processing a group of files
by a single program. XTreemFS [27] it is a distributed parallel file system developed
mainly for grid computing environment. XtreemFS is an object-based file system. It
consists of clients, object storage devices (OSDs), and metadata servers.

3 Proposed Work

The rapid development of technology produces a very large amount of data in multiple
sources in e-commerce area accessible on the web. To manage this amount of data it is
necessary to carry out complex and multiple queries through autonomous, heteroge‐
neous and distributed data sources. To do this we propose an architecture based in cloud
computing that represents the intermediary between the request of the user and between
the large numbers of e-commercial data. This architecture gives to the user the possibility
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to request a homogeneous and centralized system in order to give the user a coherent
response which can be combined from different sources (see Fig. 1).

Fig. 1. Architecture of semantic mappings for distributed system.

In our thesis we proposed in first time to capitalize and describe knowledge of the
e-commerce domain semantically based on the logic of description, the OWL-DL
semantic language and the RDF-XML serialization. After we proposed a semi-automatic
discovery strategy for semantic similarities between the global schemas presented by
OWL-DL ontology and between the local schemas presented by the RDF schema. This
semantic correspondence discovery based on a semantic technique that solve the
problem of synonymous is a complements of terminology technique and structural tech‐
nique, the first one calculates the similarity from the names associates to the concept of
two ontologies, the second one the similarity between two entities is based on the taxo‐
nomic schema To solve the problem of homonyms. The semantic matches validated and
detected by this strategy are stored in the cloud computing architecture to enabling user
query accessing a centralized data.

This semantic knowledge presented previously including the semantic correspond‐
ence and the ontology are used to rewrite the global query send by the user to a form of
a coherent and optimal combination of local queries that return partial responses. Query
rewriting is an operation of reformulating queries to a mediator based on terms defined
within domain ontology. The new query formulation is decomposed into as many rele‐
vant sources as our own integrative platform arranged to return computed partial
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responses. To search many relevant resources in sources we proposed to use processing
data methods and a stream processing framework to have a real time response.

To resume, in our thesis the rewriting of requests in a logical and semantic framework
is a delicate task for the data integration process which allows the user to send a global
request of a set of terms that are presented in a global schema of our architecture for that
a quasi-equivalent representation in the terms used in the local schemes is necessary. In
general several sources of data can be used to respond to the same portion of the global
query that is expressed as a conjunction of atomic constraints to be satisfied.

4 Conclusion

To benefit from the massive growth of semantic web, it is necessary to organize and
manage data effectively to give an effective query response to the user request. For that
various methods have been introduced and the fundamental purpose of these methods
is to responding to the user queries in real time. in this paper we have present a different
technique utilized for big data mining to describe a parallel computing environment and
distributed system and how processing data to manage and analysis a various, velocity
and voluminous data in this distributed and parallel systems, also the presence of these
techniques lead to categorizes two kind of processing technology batch and stream
technologies how support the cloud computing architecture.
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Abstract. Virtualization has been wide used for serving the ever growing
computing demand, allowing cloud providers to instantiate multiple virtual
machines (VMs) on a single set of physical resources. Customers use this shared
resources without warned about the possibility of extracting or manipulating their
sensitive data by an attacker who can co-resident his malicious VM with the target
one. This paper presents the Co-residence Detection Technique (CDT), a method
to analyze how attackers can co-resident with a target VM. Our method consists
of three parts: (a) cartography cloud (b) co-residence test and (c) request for
migration. We used Amazon EC2, GCE and Microsoft Azure as a case study to
demonstrate that is possible to scan the local network and confirm co-residency
with a target VM instance by using the network commands.

Keywords: Cloud computing · Co-residence · Migration · Detection
Virtualization · Cartography cloud

1 Introduction

Cloud computing has become the new buzz word through marketing and service offering
from large groups. It is a technology enabling the localization of data and applications
on dematerialized infrastructures accessible from the Internet.

The most important concept introduced by the cloud computing is the virtualization.
This technology becomes rapidly the cornerstone for the security of critical computing
systems reduces the total cost of ownership by using physical shared resources.

In the case of the network traffic, isolation depends completely on how the virtual
environment is connected and the hypervisors conception must be flawless and without
any bug. In most cases the virtual machine is connected to the host by means of a virtual
switch, allowing the VM to use ARP spoofing [1, 2] to redirect packets coming and
going to another virtual machine.

Recently, co-residence has attracted considerable attention from the researchers
community in the field of cloud computing. Different methods are suggested and some
of them are tested to make the malicious user sure if he is right co-residence, they are
on the same physical host, with the victim machine. Depending on the fact that the
attacker shares processor resources of his victim, he will easily retrieve private infor‐
mation such as CPU and cache usage and he may use it maliciously.
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On the other hand, one must know that for every physical machine, all hosted virtual
machines are managed by one of them called the manager Dom0. In fact, with a simple
trace route, the attacker can verify that is managed or not by the same manager and
therefore on the same host.

However, most previous works focus on how can we check if two instances are co-
resident? [16], how to use the cache memory to detect co-residence? [17, 18], and if the
latency network can lead to detect co-residence? [19].

In this paper, we developed a new method, called the CDT, to check the co-residence
of two virtual machines. Based on the Result of our previous paper [3], which is illus‐
trated as cartography, we propose a new detection algorithm that we assumed that it is
applicable regardless of the cloud infrastructure. This algorithm consists of three parts
chained and each of them increments the level of certainty of the co-residence.

The rest of this paper is organized as follows: First, we define and clarify the concepts
of the most important key words in our research, in Sect. 2. The Sect. 3 reviews the
related works on detection of co-residence. We focus in Sect. 4 on testing and demon‐
strating of our approach. Finally, we conclude.

2 Background

2.1 Detecting a Virtual Environment

Although the hypervisor is running on the same machine as the VM, it should be as
transparent as possible. However, the hypervisor must store its code and information
concerning the virtual machines [4] because these data can cause information leakage.

There are different reasons for wanting to detect the presence of a virtual machine.
Recent malware have such detection systems to avoid ending up in a honeypot [5, 6].
An attacker can also search for a specific type of hypervisor to exploit a known vulner‐
ability and take control of the physical machine.

2.2 Co-residence

Co-residence is being in the same physical machine with the target VM to extract its
information in order to attack it. Attacks by co-residents follow the next two steps. First,
the attacker determines a set of target VMs very precisely and then works on the co-
location of their virtual machines with these targets on the same physical machines.
Second, after co-residence is achieved, the attacker will construct different types of side
channel attacks [7], to extract confidential information from the victim.

Note that this is different from [8–11], where the attacker does not have specific
targets, and their goal is to obtain an unfair share of the cloud platforms capacity.

2.3 Dom 0

Most of the hypervisor administration facilities are accessible through a specially priv‐
ileged virtual machine immediately instantiated after starting the hypervisor. This virtual
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machine, called “Domain 0” abstract Dom0, is a complete operating system (either
Linux, BSD, Solaris …) whose core is specially modified to communicate with the
underlying hypervisor [12]. Dom0 controls (start, stop, monitors) other non-privileged
virtual machines (called “User domain” or domU) (Fig. 1).

Fig. 1. Relationship between hypervisor, Hard and Soft ware

2.4 Migration

The migration of a virtual machine is the fact of moving this machine from one host to
another [13]. It solves the problems of fault tolerance, continuity of services when a
particular host must be replaced for maintenance tasks or upgrade hosted services.

There are two types of migration: (a) Cold Migration of a virtual machine is when
we move all the specification _les and imaging systems from the origin host to a desti‐
nation host machine. In a cold migration, the state of the machine is switched off during
the transfer. (b) Live Migration is the process of transferring a virtual machine in real
time while it is in operation from one host to another while maintaining the status of the
machine during the process of transfer. This type of migration allows users to maintain
services during the time of the process. The user of the services hosted on the machine
has no awareness of any change in the host [14, 15].

3 Related Works

There are several publications covering the problem of showing the co-residence of two
virtual machines: An overall summary of the different co-residences cases is given in
[16]. In that paper, the authors mention 3 potential methods to check the co-residence
of two instances. They confirm that the instances are considered co-resident if they match
one of the three cases: (a) matching Dom0 IP address, (b) small packet round-trip times
and (c) numerically close internal IP addresses. As result of their experiments, they
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notice that the round-trip time (RTT) required a “warm-up”. There is always a delay
between the first and the following reported sequence of RTT.

The idea of exploiting the cache memory to detect co-residence has been widely
studied in different publications. Zhang et al. [17] bring a new defensive detection tool
called HomeAlone. They proved that private data can be leaked across VM boundaries
when the attacker exploits the reality that the cache unintentionally transmits informa‐
tion between VMs, in the same host, so one VM can knows information about the other
by examining its cache footprint. In [18], by using the method of side channel attacks,
which based on taking advantage of the responses of sharing resources, cunning users
can readily hack private information from other co-resident VMs. VMs co-residency
detection side channel attacks VCDS aims to get the location of the victim VM by
analyzing the responses of the shared cache.

VCDS came to overcome the limitations of side channel attacks in term of the inter‐
ferences introduced by the VMs and the noises introduced by the hardware features and
software features.

To overcome the problem of determination of the co-residence when no cache is
shared between VMs, Xu [19] suggested to test the network latency between two VMs.
In fact, the round-trip times between co-resident VMs are necessarily shorter than those
in the same LAN because the network communication between co-resident VMs usually
does not go through the full TCP/IP stack. However, when it is difficult or even impos‐
sible, for one reason or another, to measure the network latency, the author proposes to
check if the NIC (Network Interface Controller) is shared between VMs. In this case, it
is possible to use iperf or ping.

In our proposed work, we tried to solve the problem of co-residence by concentrating
on the network part which allows us to apply our method whatever the hardware or
software infrastructure used.

4 Detecting Co-residence

This section first describes the steps of the proposed method. Secondly, demonstrates
the test bed we build for our experiments.

4.1 Contribution

In cloud computing environments, it is possible to map the infrastructure and identify
where a virtual machine resides. So, it is possible to instantiate new VMs until one is
placed in co-residence with the target. After this investment the VM instantiated can
extract confidential data from the legitimate VM [20].

Starting from this perspective, we have developed a simple and reliable method
includes several sequenced steps to detect the co-residence of two VMs and which is
explained in the flowchart of Fig. 2.
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Fig. 2. Flowchart of the proposed method

Cartography cloud: It is based on the method of cartography, already mentioned in
our article [3], we have determined the function fct_cart (,) (Algorithm 1) able to scan
the network and give a clear idea on all the vertices of each virtual machine whose status
is “up”. The mapping function fct_cart (,) accepts two arguments and sends as a result
the IP address of all active hosts from the local network. This function initiates a For
loop which repeats a specific instruction several times equal to the network size
(netmask) and a While Loop launches only if the variable stat is true (stat = up). Note
that the variables used are: - i: integer and - stat: Boolean indicating the status of the
scanned host which can be on (up) or off (down).

Algorithm 1 : Cartography Function
function fct cart( , )

for ( i = 1, i <= sizeof(netmask) , i++) do
while stat = up do

show the address IP of this VM in a vector vV Mi()
end while

end for
end function
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Co-residence test: To assume that two VMs are co-resident, they must verify two
essential conditions:

– Sharing the same Dom0.
– The IP address of the VM victim belongs to the result of the function fct_cart().

Algorithm 2 : Detection
for for i = 1, i <= sizeof(vVMi()) , i++ do //testing co-residence

if the first hop = the last hop and the last hop = Dom0 IP then
if IP adress of the VM victim ∈ the result of fct cart(,) then

our VM and V Mi are co-resident
else

Locate the PM using the method in the article [3]
end if

end if
end for

If the result is true we admit that our VM is co-resident with the victim. Otherwise,
we refer to our study explained in the article of [3] to locate the physical machine where
the VM victim resides. Then we ask for the migration to the new physical machine.

Request for migration: There are several reasons why it is necessary to migrate oper‐
ating systems, the most important being the workload balancing across physical servers.
It is also necessary to migrate virtual machines when a physical host is defective or
requires maintenance. And also, when a host is overloaded and it is no longer able to
meet the demand, it is necessary to migrate the state of the virtual machine to a more
powerful host, or less overloaded, who will be able to take over.

Algorithm 3 : Vm Migration-Based Placement
for all the V Mk on P Mj do

if V Mks migration takes place for V Mi then
for all the P Ms except P Mj do

Find the best availabale P Ms except P Mj for V Mk
Select the best qualified victim V M running on P Mj

end for
end if
if migration constraint is satisfied then

return true
else

return false
end if

end for

318 H. Boukhriss et al.



4.2 Implementation

We used a number of testbeds to evaluate our approach, as shown in Fig. 3. For the
present experiment, we used three local Intel core i7 Dell machines, to launch VM
instances, log instances information and run the co-residency detection test. Our general
idea is to launch multiple VMs and detect the co-residence between all pairs of them.

Fig. 3. Proposed solution scheme

To do so, we create three different accounts: one in Azure [21], another in Amazon
EC2 [22], and the last one in Google GCE [23], to check the reliability of our solution
whatever the cloud provider.

4.3 Evaluation

In this section, we aimed to evaluate the feasibility of our co-residency Detection Algo‐
rithm. As shown in Fig. 3, we realized the configuration already covered in the previous
section, on the one hand, we used three physical servers’ machines (DELL core i7) and
on each of them we installed three VMs that will play the role of victims. On the other
hand, we exploited three computers to play the role of attackers. To conclude, we had
nine victims and three attackers are connected together by a switch Cisco. All experi‐
ments were conducted over 4 months between May to August 2016.

The experiment began when we launch a specific number of victims (we called it
nV) and a different number of attackers (we called it nA) and each time we change the
proportionally of those number in the condition that the victims must always be less or
equal the attackers. We repeat each experiment several times to ensure the validity of
the results.
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At the beginning of our experience, we launched a command TCP SYN Traceroute
to determine the IP address of the Dom0. In order for the attacker and the victim to be
in co-residence, the IP address of the first jump must be the same as that of the victim.

Afterwards, one must check whether the IP address of the victim VM belongs to the
result of the function fct_cart(), that is to say, we compare our IP address and each
element of the vector in an incremental index.

In order to evaluate our approach, we used some tools like command-line interface
(CLI) and putty to interface with EC2, GCE and Azure and a number of different test
beds. Figure 4 (tables 1.2.3) shows the distributions of co-resident probability on EC2,
Azure and GCE (Table 1).
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Fig. 4. Probability of co-residence

Table 1. Chance of Co-residence

Configuration Chance
GCE EC2 Azure

1 × 1 80% 35% 25%
1 × 2 88% 55% 38%
1 × 3 100% 60% 38%

The values shown in the tables include the average of tested Co-residence for several
executions. At the beginning of each run, we started with the launching of all victims’
VMs for a few minutes before the launching of the attackers and each time, we varied
the number of victims instances and keep the number of attackers instances constant
(Fig. 4).

As a result, we notice that the probability of detecting the co-residence increases as
long as the number of the victim increases.

As our expectation, we notice an increase in the chances of co-residency with
increasing number of attackers across all cloud providers. But for Azure the chance of
co-residence remains stable even when the number of attackers is increased. This
phenomenon can be due to a security strategy because Azure applies advanced analysis
and performs in particular Machine Learning and behavior studies.
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4.4 Our Algorithm in the Real Life

In the above section, we deployed our detection method on a small private cloud, where
almost all the factors and the variables were under control. So, we decide to test our
method in the real life to evaluate its effectiveness under harder circumstances and we
included the time factor.

For this experiment we choose the server of an ecommerce store as a target machine
to localize it and detect the co resident between our machine and this server in 24 h.

To do so, we divided the hours of the day into 6 equal intervals and we repeated the
same experiment in each interval. The results obtained are shown in the table of the
Table 2 (Fig. 5).

Table 2. Results tables of the experiments

Interval (h) Chance (%)
06–10 72
10–14 37
14–18 63
18–22 25
22–02 69
02–06 84
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Fig. 5. Chances of co-residence in 24 h

Discussion of the results: We notice that the periods of time when the chance of co
residence was high are (06 h–10 h), (22 h–02 h) and (02 h–06 h). But it was more difficult
to have a good precision in two particular periods (10 h–14 h) and (18 h–22 h) because
this kind of websites has an important traffic, which affect our method, just before school
or work time in the morning or at lunchtime, or right after school or work.

As TCP SYN Traceroute plays a critical role in our method, it has a significant impact
on co-residence. This command sends out (TCP SYN) packets and waits for a response
(ACK) from the server. When the web site traffic is high the server needs more time to
send the response so the chances of getting the co residence decrease.
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5 Conclusion

In this paper, we have shed light on detecting co-residence using the Co-residence
Detection Technique which is based on algorithms. The strong point of this method is
the attacker works without the cooperation of the victim VM because it does not need
any sort of information’s exchange with the target.

In order to demonstrate the feasibility of our detection method, we deploy it in
multiple environments.
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Abstract. Internet of things (IoT) is network of networks where, a massive
number of objects/things are connected through wired/wireless communications
and different infrastructures to provide value-added services. For this reason,
controlling and managing the connected objects is a great challenge due to heter‐
ogeneity of objects, low power battery, limited memory and limited capacity of
calculation. Also, missing standards for horizontal communication of objects is
another interesting challenge. To overcome the problem of communication of
objects and services management in IoT, recent studies have focused on appli‐
cations in limited network where the communication is not standard and the
dynamic service creation remains difficult. In this paper, we propose a global
architecture for services management and communication which handles vertical
and horizontal communications silos. It is composed of internal architecture that
manages and creates dynamic services in internal network or in a device of IoT.
Also objects in this architecture are classified in order to consider the specific
domain or subdomain services.

Keywords: Internet of things · Dynamic service creation · Cloud computing
Semantic service · Horizontal and vertical communication · Ontologies

1 Introduction

The Internet of Things allows people and things to be connected anytime, anyplace, with
anything and anyone, ideally using any path/network and any service [1]. The ultimate
goal is to create “a better world for human beings”, where objects around us know what
we like, what we want, and what we need and act accordingly without explicit instruc‐
tions [2].

Indeed, the IoT will open a full range of new possibilities, e.g., new business models
and ecosystems. By utilizing IoT, we can facilitate the sharing of our existing devices,
vehicles, building, etc., by embedding sensors and network connectivity that enable our
things to collect and exchange data, and constitute the basic building blocks to progress
towards unified information and communication technology platforms for a variety of
applications [3–7].
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While Internet of objects is composed of several technologies and variety of things
such as mobile, phones, sensors, actuators Frequency IDentification (RFID) tags, etc.
For resolving, heterogeneity of devices, there is much effort to create open platforms
tried to resolve these problems but rest incomplete.

Thus, a massive amount of devices connected to the internet and the huge data asso‐
ciated result unorganized of objects communicated and the data realized by constraints
objects is very difficult to stock. On other side, to execute service request must under‐
stand the detailed about request and treatment every-thing related with service request.

To overcome these limitations, we propose a global architecture for communication
services for vertical and horizontal communication silos, and for management of serv‐
ices. We classified objects into four levels, the division is provided with capacity of
object and kind of services. Our idea is to classify objects into four classes depending
on their capacities and kind of services. In addition four layers are required for each
object: Representation Layer, Semantic Service Layer, Constraints Layer, and Service
Layer (e.g. a requested service will be sent directly to smart health care objects). As a
result, the proposed architecture aim to realize organized communication of objects in
internet of things and unified concept of management of services in IoT.

The remainder of the paper is organized as follows: Sect. 2 presents the IoT chal‐
lengers. Section 3 present integration of Cloud Computing and internet of things.
Following that, Sect. 4 gives some discussion of related work. Section 5 gives our vision
of management of communication service in internet of things. Finally, we conclude
this paper.

2 IoT Challengers

The rapid growth and the fast evolution of technologies open great challenges to the IoT
applications. In fact, these challenges are essential for a correct application of the IoT
in multiple domains. In what follow, we briefly describe each of these challenges.

Low power communication: Many IoT devices are small in size and do not have the
continuous power source. Since IoT devices are typically untethered, they must survive
on a battery or on power harvested from their environment. IoT devices typically require
long lifetimes, further constraining power consumption.

It is important to consider resource constrictions, such as wakeup delays, power
consumption, and limited battery and also packet size.

Interoperability: There is different platforms, systems and protocols in IoT, the chal‐
lenge how to connect these different heterogeneous of devices, systems, platforms
protocols etc. Interoperability should be handled by both the application developers and
the device manufacturers in order to deliver the services regardless of the platform or
hardware specification used by the customer.

Reliability: In IoT applications, the system should be correctly working, collecting
data and communication protocols must be perfectly reliable. The object should be ready
to make decision in emergency case.
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Mobility: The IoT devices can move anywhere and anytime, their IP address and the
architecture of network changing. In addition, mobility might result in a change of
service provider.

Stability: New objects can be added in same network, the architecture of network
change, the scalability of network is point specific of IoT. Need to design future network
protocol and network architectures. The solution framework must support various
aspects.

Availability: Service subscribers must have ability to access the object target in
anytime and anywhere. Availability in IoT must perfectly work regardless of the tech‐
nologies or protocols or service used in systems of IoT.

Management: Managing configuration, performances of objects and systems must
execute periodic.

Security and privacy: Security and privacy considerations are not new in the context
of information technology, the attributes of many IoT implementations present new and
unique security challenges. Addressing these challenges and ensuring security in IoT
products and services must be a fundamental priority. While these challengers depend
of IoT devices, it is difficult to apply encryptions algorithms to objects due to limited
energy and the capacity of processing. Many efforts of technical research challengers
have been provided to resolve these challengers [10–18].

3 Integration of Cloud and IoT

Cloud computing and the IoT both serve to increase efficiency in our everyday tasks,
and the two have a complimentary relationship. The IoT generates massive amounts of
data, and cloud computing provides a pathway for that data to travel to its destination.
Cloud Computing has the almost unlimited capacity of storage and processing power
which is a more mature technology at least to a certain extent to solve the problem of
most of the Internet of things [19–21].

With the rapid development of Internet, Cloud computing and Internet integration
of medical monitoring and management platform is to provide new opportunities for the
hospital, even in social fields [22–24].

The adoption of the Cloud computing concept enables new scenarios for smart serv‐
ices and applications based on the extension of Cloud through the—things [25]:

1. SaaS (Sensing as a Service), providing ubiquitous access to sensor data.
2. SAaaS (Sensing and Actuation as a Service), enabling automatic control logics

implemented in the Cloud.
3. SEaaS (Sensor Event as a Service), dispatching messaging services triggered by

sensor events.
4. SenaaS (Sensor as a Service), enabling ubiquitous management of remote sensors.
5. DBaaS (DataBase as a Service), enabling ubiquitous database management.
6. DaaS (Data as a Service), providing ubiquitous access to any data.
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7. EaaS (Ethernet as a Service), providing ubiquitous connectivity to remote devices.
8. IPMaaS (Identity and Policy Management as a Service), enabling ubiquitous access

to policy and identity management functionalities.
9. VSaaS (Video Surveillance as a Service), providing ubiquitous access to recorded

video and implementing complex analyzes in the Cloud.

Cloud computing takes care of IoT devices and management of services, by
providing a managed platform help to make critical decisions and strategies by connect
devices to the cloud, analyze data from those devices in real time, and integrate data
with organization applications and various web services. Other advantage of Cloud is
incorporating virtualization, which is separating the hardware from the software. Due
to multiples challengers of constraints object, the virtualization of configuration objects,
service, and data is more important (Fig. 1).

Fig. 1. Integration of cloud computing and IoT adopted from [9]

4 Related Work

Many proposals attempt to define an architectural model for IoT that are usually appli‐
cable to a specific application domain [26–31]. As far as we know, there is no suit able
unified architecture till date that is appropriate for a global IoT infrastructure.

In [32], the work proposed architecture (SOCRADES) for an effective integration
of the Internet of Things in enterprise services, The architecture implemented hides the
heterogeneity of hardware, software, data formats and communication protocols that is
present in today’s embedded systems.

The specifications foster open and standardized communication via web services at
all layers. The following layers can be distinguished: Application Interface, Service
Management, Device Management, Security, Platform Abstraction and Devices.
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The Service Oriented Architecture (SOA) based architecture for the IoT middleware
proposed in [33]. It is quite similar to the scheme proposed in [32], which addresses the
middleware issues with a complete and integrated architectural approach.

In [34] presents the Cloud architecture to accelerate service composition and rapid
application development by inserting a special “Composition as a Service” layer for
dynamic service composition (CM4SC). The CM4SC middleware encapsulates sets of
fundamental services for executing the users’ service requests and performing service
composition. These services include process planning, service discovery, process gener‐
ation, reasoning engine service, process execution, and monitoring, as detailed in [35].

In [36] proposed architecture (DIAT), the functionalities of IoT infrastructure are
grouped into three layers Virtual Object Layer (VOL), Composite Virtual Object Layer
(CVOL) and Service Layer (SL). The three layers are responsible for object virtualiza‐
tion, service composition and execution, and service creation and management respec‐
tively. In [37] proposed a unified semantic base for IoT that uses ontologies, resource,
location, context & domain, policy and service ontologies. All these ontologies applied
on architecture DIAT. In these two articles, there are three biggest limitations:

– It is very difficult to apply the architecture DIAT in constraints object and the work‐
flow of management of service in constraints objects not defined.

– To study ontologies, we must have devices high capacity, thus in this case, we present
our internal architecture for communication services solution.

– Horizontal communication service in two articles no defined, so we present global
architecture for communication services.

Our internal architecture for communication services extend from architecture DIAT,
in our vision we add a new layer named “Constraints Layer” to handles operations and
situations depend of management service in constraints environment, and we have an
intelligent layer depend with global architecture for communication services. Also, hori‐
zontal communication not defined, for this reason, a global architecture for communica‐
tion services proposed to resolve this problem and in same time manages service IoT.

5 Proposed Architecture

5.1 Global Architecture for Communication Services

In global architecture for communication services, we define four levels of service, the
categorization based the capacity of devices such as transportation, networking, collec‐
tion data (sensor captured), processing, executing logic or physical (actuators), Store
information and kind of service.

Level Service 1: The objects of this level are the small devices that have limited
capacity and service(s). The devices of this level can directly communicate to other
object service (independent service objects), like service; road safety, stop sign or indi‐
rectly through other devices or machines (dependent service objects), Like; fridge,
human behavior that related with phone user, product for sale of smart companies etc.
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The type of services in this low level categorized into two types:

• Private service where the service of device is available to an entity or set of entities.
• Public service where the service of device is available to all.

Level Service 2: Systems high capacity and the intelligent devices considering the
object of level 2. They role is controlling communication and service management of
object low level (objects of level 1). This level contains object that manage smart home,
smart organization, smart company etc. Like servers, Clouds, smart phone etc. Smart
systems and devices of this level contain special specifications considering IoT chal‐
lenges (Fig. 2).

LevelLevel Service 4 Manage public objects Trusted

Level Service 3 Manage public and 
private objects

Trusted

Level Service 3

Level Service 4

Manage private objects

Public or private objects 
Independent or 
dependent objects

Not 

necessary 

trusted

Fig. 2. A global architecture for communication services

Which contains generic platforms resolves IoT challenges and manages service in
and out of different devices, in addition, to specific functions that processing service
tasks such as service discovery, analytic, making decisions, virtualization etc.

Level Service 3: Systems and the intelligent machines trusted and have high capacity
than the object of level 2. We devise these objects into two types:

Government devices: Designed to control devices that have public services like
administration service, hospitals, driving laws etc.

Non-government devices: Designed to control for communication services between
two organizations to resolve the horizontal for communication services.

Level Service 4: Systems and the intelligent machines government trusted and have
high capacity than the object of level 3. The role of these systems to manage objects
government of level 3. It is distribute roles and new services to execute in smart cities.
Like smart country, smart space etc.
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The main object of this separation of objects in IoT is to facilitate communication
between devices that have IoT challengers by creating platforms that have high level of
capacity to be root and an interface of vertical communication and horizontal commu‐
nication. These platforms must contain also different functionalities of analytic, virtu‐
alization etc.

As result, the systems of smarty country contain and manage set of systems of smart
city, in the same way these systems manage the low object. By this way, we construct
a hierarchy of communication of object. The Internet of object communication will be
organized.

5.2 Domains of Service in IoT

In life, there are several fields and in each field we find several areas or specializations.
As result, each request and response of object applications can categorized in domain
or subdomains.

Devised all services in domains, for that each service has domain service and each
service also contains sub-services. In other side, these domains service we translate them
to virtualization data service. Separate all services in a group of domains, the systems
of level 2 and 3 to domains. Each server or cloud or system directed to manage a domain
named root domain service, in this domain we find a set of subdomains, thus we
distribute subdomains management to set of systems to realize task depend of subdo‐
mains, so we construct a tree of domains service managed by root domain service.

Each system manage a domain of services such as smart health, smart transport,
smart farming, smart energy, smart planet, smart building, smart industry, smart educa‐
tion, smart weather. In smart health we separated also to subdomains such as smart
hospital, smart pharmacy, and smart cabinet doctors. After that smart cabinet of doctors
we can separate it into specialties for each it (Fig. 3).

Fig. 3. Internal architecture for communication services

The objective of these subdivisions of domains is facilitate search in other way
semantic service discovery of heterogeneous components and data integration, but also for
the behavioral control and coordination of those components and finally co-creative value.
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5.3 An Internal Architecture Communication Services

The final goal of management object in IoT is self-management of communication and
services in IoT, in this section we design an internal architecture for communication
services composed by four layers. These layers can exist in different devices. The main
goal of this architecture is creating dynamic services in real time environments with
associated global with architecture.

5.3.1 Service Layer
Service layer is responsible for allowing or disallowing of data, service user’s applica‐
tions and devices applications. By analyzing service request and data, service layer can
create two types of services:

Static service where service request is clear, in this case the mission is sent directly
to Semantic Service Layer.

Dynamic service where the layer creates self-service from data receipt, in this case
the service sends all data needed to Semantic Service to create the dynamic service.

5.3.2 Semantic Service Layer
Semantic Service Layer is responsible to interpret meaning of service and data before
service discovery and before service execution. When this layer receive a request service
from Service Layer, it subdivides it a set of tasks, after that determine the domain of
each task and their subdomains, also decide how these task can execute to reach final
goal.

5.3.3 Constraint Layer
In IoT developing application services is still not an easy mission due to multiple chal‐
lenges; these challengers are different from object to an another, from service to an
another and depending on the situation as well. This layer subdivides all constraints into
three categories:

Constraint object: defines constraints physical and programing of object service such
as power energy, capacity RAM, capacity of storing, calculation, protocols of commu‐
nications, system language etc.

Constraint service: defines constraints of services, the needs and resources must be
contain in service provider to realize this service, such limited money credit, maximum
of data storing etc.

Constraint link: In some cases, an object provider can’t realize individually a service
task; it searches of other resource to realize this task. But object intermediate service
has also constraint must be respected to realize a service.
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5.4 Representation Layer

The representation Layer (RL) is transformation digital of physical object, machine,
device or any entities. Each object in IoT has specific role or composition of roles (tasks).
RL Present set of functionalities, data, actions etc. This layer contain a module service
well-structured and detailed such as type of service (public or private), domain and sub-
domain of service, level of object, dependent or independent object etc.

RL can present service or set services e.g. For facilitate semantic search of service
and data, the organization of data and service are important.

5.5 Data Management

Devices and entities database of internet of things can exist in three cases: internal data‐
base, external database or hybrid (between internal and external database). Also, data
change in long time period time or in short time period. Furthermore, data exist in many
forms xml, text, sql etc.

If object service is independent e.g. no managed by other devices, storing data pose
a problem, in this case historical data will deleted, as result missing of benefits can take
from this static data. As result Semantic Service Layer can’t get historical data to realize
a more specified service.

If object service is dependent e.g. managed by other device which storing data can
realize by root object, if the root hasn’t sufficient capacity of storing, the mission of
storing affect to objects has high level (objects of level 3). For example person has object
for blood pressure measurement, register data of measurement done in short duration,
so after filling database of this object, the phone or other device manage storing historical
data of this object, also if capacity of storage of root object full, historical data send to
object of level 3 especially to server of smart health. In this case, a person’s health status
can be tracked.

For tracking a person’s health status, the measurement data blood pressure not
enough, thus need to carry other data whatever their value like time of each measure‐
ment, place of person during measurement and other health status of person. All that
combined for create a semantic data of service. Furthermore, creating dynamic service
in real time can be difficult when service task not clear, and require a set of complex
tasks.

Finally, to realize a flexible semantic service, must organized a standard form, and
carry all value dependent of this data.

6 Conclusion

In this paper, we designed and discussed a global architecture for IoT that facilitates and
unifies communication services, handles horizontal and vertical communication silos
and maps services. This architecture considers all elements such as heterogeneity
domains of services in IoT and we believe that this architecture can be strongly user in
multiple domain applications such as: Smart cities, PLM, Intelligent Manufacturing
System, Intelligent Health care.
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Four our future work, we will focus on the implementation of a prototype for the
proposed architecture.

References

1. Guillemin, P., Friess, P.: Internet of things strategic research roadmap. The Cluster of
European Research Projects, Technical report, September 2009. http://www.internet-of-
thingsresearch.eu/pdf/IoT_Cluster_Strategic_Research_Agenda_2009.pdf. Accessed Aug
2011

2. Dohr, A., Modre-Opsrian, R., Drobics, M., Hayn, D., Schreier, G.: The Internet of things for
ambient assisted living. In: 2010 Seventh International Conference on Information
Technology: New Generations (ITNG), pp. 804–809 (2010)

3. Nasim, K., Mowla, N.I., Sharmin, N.: An Approach to IoT Data Management for an
Intelligent Monitoring System on Refrigerator, September 2015

4. Kim, H., Lee, S., Shin, D.: Visual Information Priming in Internet of things: focusing on the
interface of smart refrigerator, February 2017

5. Floarea, A.-D., Sgârciu, V.: Smart refrigerator: a next generation refrigerator connected to
the IoT. In: Conference IEEE, 30 June–2 July 2016 (2016)

6. Pacheco, J., Satam, S., Hariri, S., Berkenbrock, H.: IoT security development framework for
building trustworthy smart car services. In: Conference Paper, September 2016

7. Atif, Y., Dinga, J., Jeusfelda, M.A.: Internet of things approach to cloud-based smart car
parking. Procedia Comput. Sci. 98, 193–198 (2016)

8. Giusto, D., Iera, A., Morabito, G., Atzori, L. (eds.): The Internet of things. Springer (2010).
ISBN: 978-1-4419-1673-0

9. Gubbi, J., Buyya, R., Marusic, S., Palaniswami, M.: Internet of things (IoT): a vision
architectural elements and future directions. Future Gen. Comput. Syst. 29(7), 1645–1660
(2013)

10. Borgia, E.: The Internet of things vision: key features, applications and open issues. Comput.
Commun. 54, 1–31 (2014). [CrossRef]

11. Jain, R.: Internet of things: challenges and issues. In: Proceedings of the 20th Annual
Conference on Advanced Computing and Communications (ADCOM 2014), Bangalore,
India, 19–22 September 2014 (2014)

12. Stankovic, J.A.: Research directions for the Internet of things. IEEE Int. Things J. 1, 3–9
(2014). [CrossRef]

13. Mattern, F., Floerkemeier, C.: From the internet of computers to the Internet of things. In:
From Active Data Management to Event-Based Systems and More, pp. 242–259. Springer,
Berlin (2010)

14. Elkhodr, M., Shahrestani, S., Cheung, H.: The Internet of things: vision and challenges. In:
Proceedings of the TENCON Spring Conference, Sydney, Australia, 17–19 April 2013, pp.
218–222 (2013)

15. Gubbi, J., Buyya, R., Marusic, S., Palaniswami, M.: Internet of things (IoT): a vision,
architectural elements, and future directions. Future Gener. Comput. Syst. 29, 1645–1660
(2013). [CrossRef]

16. Chen, S., Xu, H., Liu, D., Hu, B., Wang, H.: A vision of IoT: applications, challenges, and
opportunities with China perspective. IEEE Internet Things J. 1, 349–359 (2014). [CrossRef]

17. Muralidharan, S., Roy, A., Saxena, N.: An exhaustive review on Internet of things from
Korea’s perspective. Wirel. Pers. Commun. 90, 1463–1486 (2016). [CrossRef]

A Multi-layer Architecture for Services Management in IoT 333



18. Al-Fuqaha, A., Guizani, M., Mohammadi, M., Aledhari, M., Ayyash, M.: Internet of things:
a survey on enabling technologies, protocols, and applications. IEEE Commun. Surv. Tutor.
17, 2347–2376 (2015). [CrossRef]

19. Tao, F.: CCIoT-CMfg: cloud computing and Internet of things based cloud manufacturing
service system, p. 1 (2014)

20. Chen, Y., Zhao, S., Zhai, Y.: Construction of intelligent logistics system by RFID of Internet
of things based on cloud computing. J. Chem. Pharm. Res. 6(7), 1676–1679 (2014)

21. Wang, H.Z.: Management of big data in the Internet of things in agriculture based on cloud
computing. Appl. Mech. Mater. 548, 1438–1444 (2014)

22. Soldatos, J.: Design principles for utility–driven services and cloud–based computing
modelling for the Internet of things. Int. J. Web Grid Serv. 10(2), 139–167 (2014)

23. Xie, F., Liang, C.Z.: Research of Internet of things based on cloud computing. Appl. Mech.
Mater. 443, 589–593 (2014)

24. Fang, S.: An integrated system for regional environmental monitoring and management based
on Internet of things. IEEE Trans. Ind. Inf. 10(2), 1596–1605 (2014)

25. Jadhav, R., Kulkarni, R., Perur, S., Kulkarni, G.L., Kunchur, P.: Prominence of Internet of
things with cloud: a survey. Int. J. Emerg. Res. Manag. Technol. 6, 40–43 (2017)

26. Kum, S.W., Kang, M., Park, J.-I.: IoT delegate: smart home framework for heterogeneous
IoT service collaboration. KSII Trans. Int. Inf. Syst. 10(8), 3958–3971 (2016)

27. Kim, H.-Y.: A design and implementation of a framework for games in IoT. J.
Supercomputing 74, 1–13 (2017)

28. Badave, P.M., Karthikeyan, B., Badave, S.M., Mahajan, S.B., Sanjeevikumar, P., Gill, G.S.:
Health monitoring system of solar photovoltaic panel: an internet of things application. Electr.
Eng. (2016)

29. Ferrández-Pastor, F.J., García-Chamizo, J.M., Nieto-Hidalgo, M., Mora-Martínez, J.:
Developing ubiquitous sensor network platform using internet of things: application in
precision agriculture. Sensors 16(8), 1141 (2016)

30. Sijun, G., Zhang, Y., Zhou, X., Zheng, L.: Design of Internet of things application and service
detecting system in agriculture, February 2015

31. Castellani, A., Bui, N., Casari, P., Rossi, M., Shelby, Z., Zorzi, M.: Architecture and protocols
for the Internet of things: a case study. In: 2010 8th IEEE International Conference on IEEE
Pervasive Computing and Communications Workshops (PERCOM Workshops), pp. 678–
683 (2010)

32. Spiess, P., Karnouskos, S., Guinard, D., Savio, D., Baecker, O., Souza, L., Trifa, V.: SOA-
based integration of the Internet of things in enterprise services. In: Proceedings of IEEE
ICWS 2009, Los Angeles, CA, USA, July 2009

33. Atzoria, L., Ierab, A., Morabitoc, G.: The Internet of things: a survey (2010)
34. Zhou, J., Leppänen, T., Harjula, E., CloudThings: a common architecture for integrating the

Internet of things with cloud computing. In: IEEE 17th International Conference on Computer
Supported Cooperative Work in Design (2013)

35. Zhou, J., Athukorala, K., Gilman, E., Riekki, J., Ylianttila, M.: Cloud architecture for dynamic
service composition. Int. J. Grid High Perform. Comput. 4(2), 17–31 (2012)

36. Sarkar, C.: DIAT: a scalable distributed architecture for IoT, June 2015
37. Akshay Uttama Nambi, S.N., Chayan Sarkar, R., Prasad, V., Rahim, A.: A unified semantic

knowledge base for IoT (2013)

334 A. Zannou et al.



Backpropagation Issues with Deep Feedforward
Neural Networks

Anas El Korchi(✉)  and Youssef Ghanou

High School of Technology, University Moulay Ismail, Meknes, Morocco
anaselkorchi@gmail.com

Abstract. Backpropagation is currently the most widely applied neural network
architecture. However, for some cases this architecture is less efficient while
dealing with deep neural networks [8, 9] as the learning process becomes slower
and the sensitivity of the neural network increases. This paper presents an exper‐
imental study of different backpropagation architectures in term of deepness of
the neural network with different learning rate and activation functions in order
to determine the relation between those elements and their impact on the conver‐
gence of the backpropagation.

Keywords: Vanishing gradient descend problem · Neural networks
Deep learning

1 Introduction

Without a question, backpropagation is the most widely used neural network architec‐
ture. This popularity primarily revolves around the ability of the backpropagation
network to learn complicated multidimensional mappings [1].

However, when dealing with a deep neural network [2] this algorithm runs into a
problem known as vanishing gradients [3]. Informally, backpropagation computes the
derivatives for all network weights using chain rule, and for deep layers the chain
becomes too long and derivatives very hard to estimate reliably. So the algorithm
becomes less efficient or almost impossible to converge.

The rest of this paper is organized as follows. Section 1 will describe the testing
datasets Sinus, Ionosphere and Iris. In Sect. 2 will describe the structure of each neural
network and will explain the experimental results obtained for each architecture. In
Sect. 3 will conclude this paper.

2 Testing Datasets

The main testing dataset is the Sinus as it provides a clean and infinite testing examples
automatically generated based on the mathematical function Sinus. Besides of the sinus
dataset, MNIST [4], Ionosphere [5] and Iris [6] datasets were used during the experi‐
mental study with a vision to provide the necessary variety of data to study the behavior
of the neural network with different problems. Table 1 shows a summary of the main
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features of each dataset where the number of attributes refer to the number of columns
in each dataset and the number of instances represents the number of rows in each
dataset.

Table 1. Datasets used during the experimental study

No Dataset No of attribute No of Instances
1 Sinus 3 1100
2 MNIST 784 60 000
3 Ionosphere 34 351
4 Iris 4 150

2.1 Sinus

The sinus dataset is a generated synthetic data based on the mathematical function Sinus,
each row of this dataset does contains three randomly generated values between 0 and
1, those values are used as input and the sinus of the some of those three variables is our
target variable.

Sin
(
X1 + X2 + X3

)
= Y (1)

This dataset has a training set of 1000 examples and a testing set of 100 examples.
The Sinus was chosen as main experimental dataset as it is made from a real mathe‐
matical relation between its inputs and output which present a perfect testing/training
environment for the neural network.

2.2 MNIST

The MNIST handwritten digits dataset consists of 28 × 28 black and white images, each
containing a digit 0 to 9 (10-classes), each digit of the 60 000 training images is repre‐
sented as a vector composed of 784 elements which refer to the value of each pixel,
Pixel values are between 0 and 255. 0 means background (white), 255 means foreground
(black).

2.3 Ionosphere

The Ionosphere is a dataset collected from a radar data. This radar data was collected
by a system in Goose Bay, Labrador. The targets were free electrons in the ionosphere.
“Good” radar returns are those showing evidence of some type of structure in the iono‐
sphere. “Bad” returns are those that do not; their signals pass through the ionosphere.
Received signals were processed using an autocorrelation function whose arguments
are the time of a pulse and the pulse number. There were 17 pulse numbers for the Goose
Bay system. Instances in this database are described by 2 attributes per pulse number,
corresponding to the complex values returned by the function resulting from the complex
electromagnetic signal.
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2.4 Iris

The IRIS data sets consists of 3 different types of irises (Setosa, Versicolour, and
Virginica) petal and sepal length, stored in a 150 × 4 numpy.ndarray.

The rows being the samples and the columns being: Sepal Length, Sepal Width, Petal
Length and Petal Width.

3 Experimental Setup and Results

In the first part of this section we introduce the activation functions used during this
experimental study.

In the second part we describe the structure of three different artificial neural
networks and how their convergence varies in function of their deepness using Logistic
Sigmoid as an activation function.

In the third part will present the possible refinement that could be applied to a deep
neural network to avoid the vanishing gradient problem by using RELU as an activation
function in the hidden layers of the neural network, also will describe the experimental
results on the other data sets Ionosphere and Iris.

3.1 Activation Functions

Sigmoid
Sigmoid is a mathematical function having a characteristic S shaped curve, in our case
it does refers to the logistic function represented as:

f (x) =
1

1 + e−x
(2)

Fig. 1. Logistic sigmoid curve

RELU
The rectifier is a mathematic function defined as:

f (x) = max(0, x) (3)
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Fig. 2. The RELU curve

3.2 Experimental Study

In the experimental study we have used three different neural networks. Each neural
network takes three inputs, each layer is composed of three neurons, the weights of each
neuron are initialized with a random value generated in the range [−0.5, 0.5], the biases
of each neuron are initialized with the value 1, the activation function used for each
neuron is Logistic Sigmoid.

Fig. 3. Test/training result of different neural network architectures

Most remarkably the best neural network convergence found was for the three-layer
neural network, the training for deep neural networks (Five/Seven Layers) was hard and
slower, besides of the slowness of the learning process the sensitivity of a deep neural
network was higher than a less deep neural network, both neural networks with five and
seven layers did deviate after few iterations.

Those results can be explained as the backpropagation was suffering from the
gradient descent problem when dealing with deep neural networks (more than one
hidden layer) which is a difficulty found in training artificial neural networks with
gradient-based learning methods and backpropagation. In such methods, each of the
neural network’s weights receives an update proportional to the gradient of the error
function with respect to the current weight in each iteration of training. Traditional
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activation functions such as the logistic function have gradients in the range (0, 1), and
backpropagation computes gradients by the chain rule. This has the effect of multiplying
n of these small numbers to compute gradients of the “front” layers in an n-layer network,
meaning that the gradient (error signal) decreases exponentially with n and the front
layers receives a very low updates which make the training very slow.

Fig. 4. Speed of the learning for each layer in a deep neural network [7]

As shown in the Fig. 2 the gradient tends to get smaller as we move backward through
the hidden layers. This means that neurons in the earlier layers has a slower learning
process than neurons in later layers.

To understand why the vanishing gradient problem occurs for deep neural networks,
we can consider for example a sample deep neural network with 4 layers each one
contains only one neuron (Fig. 5):

Fig. 5. Simple deep neural network

With w1, w2 … are the weights and b1, b2 … are the biases and C is the cost function
of the neural network.

Based on the backpropagation algorithm the biases of each neuron will be updated
using the formula:

𝜕bi

𝜕C
= f ′

(
zi

) n∏

j=i+1

wjf
′

j

(
zj

) 𝜕C

𝜕an

(4)

where f is the activation function of each neuron,
zi = wiai−1 + bi is the weighted input of the neuron I, n is the number of layers inside

the neural network and 𝛿C

𝛿an

 is the cost function.

From this expression the bias of the first layer will be updated by:
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Excepting the very last term, this expression is a product of terms of the form
wif

′

i

(
zi

)
.

Knowing that the derivative of the sigmoidal function has a maximum value at the
point f ′(0) = 1∕4 and all the weights of the neural network are initialized with a value
in range of [-0.5, 0.5] we can deduce that wif

′

i

(
zi

)
≤ 1∕4. And when we take a product

of many such terms, the product will tend to exponentially decrease: the more terms
which mean the more we would have a deep neural network, the smaller the product
will be, which means that the weights of the first layers will be updated with a very small
values and so the neural network will be hard to train.

However, the vanishing gradient problem depends on the choice of the activation
function. Many common activation functions (e.g. sigmoid or tanh) ‘squash’ their input
into a very small output range in a very non-linear fashion. For example, sigmoid maps
the real number line onto a “small” range of [0, 1]. As a result, there are large regions
of the input space which are mapped to an extremely small range. In these regions of
the input space, even a large change in the input will produce a small change in the
output - hence the gradient is small. This problem can be avoided by using an activation
functions which don’t have this property of ‘squashing’ the input space into a small
region. A popular choice is Rectified Linear Unit which maps x to max(0, x).

After replacement of the activation function by RELU in the hidden layers of each
neural network in Fig. 1 with the same architecture (each layer contains three neurons
the weights of each neuron are initialized with a random value generated in the range
[-0.5, 0.5], the biases of each neuron are initialized with the value 1), the neural network
was able to avoid the vanishing gradient problem and it did converge after a few itera‐
tions Figs. 3 and 4 (Tables 2, 4 and 5).

Fig. 6. Five Layers neural network with RELU in the hidden layers
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Fig. 7. Seven layers neural network with RELU in the hidden layers

Table 2. Testing result of Sinus dataset

Sinus dataset
3L (Error rate) 5L (Error rate) 7L (Error rate)

Sigmoid 1% 82% 83%
RELU 1% 1% 2%

Table 3. Testing result of MNIST dataset

MNIST dataset
3L (Error rate) 5L (Error rate) 7L (Error rate)

Sigmoid 3.2% 3.8% 10%
RELU 2% 1.8% 1.3%

Table 4. Testing result of Iris dataset

Iris dataset
3L (Error rate) 5L (Error rate) 7L (Error rate)

Sigmoid 0.5% 36% 38%
RELU 0.6% 1% 1%

Table 5. Testing result of Ionosphere dataset

Ionosphere dataset
3L (Error rate) 5L (Error rate) 7L (Error rate)

Sigmoid 2% 99% 99%
RELU 0.8% 1% 1%
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3.3 Experimental Results

Our experimental results are summarized in Tables 1 through 3. In these tables each row
denotes the activation function used in the hidden layers and each column denotes the
number of the layers inside the neural network. For all tables, bold values indicate that
the corresponding activation function’s performance is statistically and significantly
better than the other ones.

For all datasets we observe that for a three-layer neural network the change of the
activation function doesn’t rise a major improvement of the neural network in matter of
its performance. However, for deep neural networks (5 and 7 layers) the change of the
activation function (Replacement of the Sigmoid function by the Relu) does increase
significantly the performance of the neural network, for all the dataset the backpropa‐
gation algorithm was able to converge by using the RELU activation function inside it’s
hidden neurons which demonstrate that the use of an activation function that doesn’t
squash it’s input space into a small region can avoid successfully the vanishing gradient
problem. In other side this results demonstrate also that activation function with a small
input space range like Sigmoid or Tanh can’t be used with deep neural networks
(Figs. 6 and 7).

4 Conclusion

In this paper we described one of the main possible issues that the backpropagation
algorithm could face when dealing with deep neural networks. We described the causes
behind the vanishing gradient descend problem and the possible solutions that could be
applied to avoid it.

From the results obtained we can conclude:

• Activation functions with a small input space like Sigmoid/Tanh can’t be used with
deep neural network at least inside it’s hidden layers.

• Activation functions with a large input space like RELU are recommended to be used
with deep neural network specially inside it’s hidden layers as it helps to avoid the
vanishing gradient descend problem.
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Abstract. The work we present in this paper is a part of the general problem of
drop-out in online learning environments (LMSs and MOOCs). It deals in
particular with the motivation issue of learners to finish their courses. In this
sense, we defend the idea of the interest of animated pedagogical agents to
motivate learners and to adapt content, presentation and navigation to their
profile. We therefore propose the first specifications of the PAOLE agent. The
design of this agent is based on a new concept which we have called the
Pedagogical Intervention. An intervention may be of different kinds, but it is
more precisely used to overcome the current problem of abandonment of
learners. It combines characteristics of intelligent agents like: autonomy, ability
to perceive, to interact, to reason and to act; and some other characteristics of
pedagogical agents as: observing, evaluating, adapting content, recommending,
engaging, motivating, etc.

Keywords: Online learning � Environment � Adaptivity � Recommendation
Feedback � Pedagogical intervention � Pedagogical agent

1 Introduction

Over the last twenty years, several Online Learning Environments (OLE) have been
developed. Among them we can mention: Adaptive Hypermedia Systems (AHS),
Learning Management Systems (LMSs), Virtuel Learning Environments (VLE),
Knowledge Management Systems (KMS) and very recently MOOCs [1, 2]. We can
also highlight the different ways of learning in informal settings using social networks
for learning, discussion forums, blogs, Wikis and access to free resources, etc.

In principle, such environments include course content delivery tools, synchronous
and asynchronous activities, exercises and quiz modules, projects, games, workspaces
for sharing resources. They also incorporate different types of multimedia learning
resources: Videos, Webinars, Podcasts, Apps, etc.; but also various nomadic means of
access to information: tablets, Smartphone, etc. [3]. These environments, both rich with
open varied learning content as well as technologies for interacting and collaborating
about this content; offers today new opportunities to learn to each connected resident of
the planet [4].
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In different types of online learning environments, the drop-out issue remains the
most researched problem over the past ten years. In the particular case of MOOCs, for
example, several studies show a large dropout rate estimated at 90% by most authors of
the field [3, 9]. The causes of abandonment are related in particular to the lack of
motivation and commitment of the learners. Other reasons may be due to occupation,
lack of time, isolation, etc. We believe that scripting and non-adaptation of content is a
secondary cause. This is also due, in our view to difficulties to keep in OLE a sufficient
number of tutors, because of their massive dimension.

The current challenge in OLE is to keep learners motivated [4]. Some authors show
that this is possible simply by adding some encouragement phrases above the statement
of Mathematics exercises such as “Remember, the more you practice, the more you
become intelligent, “or” This could be a difficult problem, but we know that you can
get there (do it)”, etc. Learner motivation could be improved by adding effective
learning strategies. The multiplication of activities and strategies can lead to a large
number of possibilities and new instructional interventions. Among these, other authors
insist on increasing the number of exercises; adding videos, generating a feedback,
asking learners to generate explanations before, during and after the learning process.
Other flexibility factors can be obtained simply by increasing the learning time.

All of the points highlighted before lead us to think that a learner who remains
isolated, without recommendations, and without pedagogical intervention, can only
leads to failure. The advantage of integrating an animated pedagogical agent into
MOOC courses seems interesting. In this sense, each learner has a personalized and
“humanized” tutor, which makes the human-machine interaction more natural. Ani-
mated educational are supposed to play a playful role in guiding, reflecting and
interacting with learners. Recent research shows that these characters can support the
commitment and motivation of the learners [5]. Other studies point out that students
interacting with animated pedagogical agents have been shown to demonstrate deeper
learning and higher motivation [6].

In this paper we discuss the contribution of pedagogical agents, which are visible
characters in learning environments designed to facilitate learning, to motivate learners
and to engage them in an effective learning process. We present in particular an agent,
able to propose alternatives and specific intervention strategies. This agent should be able
to adapt learning pathways to a learner by proposing pedagogical interventions strategies,
according to a number of indicators compiled by the learner model. Before going further
into the specifications of the proposed agent, it seems important to go back on a particular
OLE, which is the MOOC model. We have chosen this model of e-learning not only
because it is new, but in contrast to distance learning platforms (LMSs), has generated
new problems related to the notion of distance, which means that most of the learner
leaves the course before the end. We note that some problems are almost identical in both
the two types of environments, and can lead to common solutions.

In this paper, we first discuss the model of MOOCs with limitations and some
improvements in part 2. In the third part, we present the advantages of integrating an
animated educational agent into these e-learning environments. The last part will
present our first specifications and developments of an animated pedagogical agent that
takes into account our approach of improvement of the OLE in order to increase the
motivation of learners.
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2 The Drop-Out Problem

In this section, we propose to reconsider the concept of MOOC in order to characterize
it while showing the limitations generated and the possible improvements. We are also
interested in the reasons for the drop-out problem and the possible solutions based on
adaptation strategies and the use of the pedagogical agents.

2.1 The Mooc Model

The MOOC model is a major educational innovation generating new ideas and chal-
lenges in online education such as massiveness, openness, accessibility, certification,
peer assessment, nature and content programming, Etc.

In the MOOC model, we have gone from small groups of learners considered in
traditional E-Learning contexts to a massive number reaching thousands of partici-
pants. Massiveness creates serious questions about how to manage large heterogeneous
groups. The heterogeneity here refers to the nature of the enrolled students, without
distinction of prerequisites, diplomas, age, language, etc. This implies in a way, a
genuine ‘democratization’ of access to online resources. The certification produces new
economic models [7]. Peer evaluation combined with heterogeneity creates problems of
credibility. For example, it is unimaginable that the work of participants can be eval-
uated by children. Note also that the nature of the contents has also undergone changes
using mainly videos programmed over shorter durations [8].

In the literature, we can distinguish two types of MOOCs: xMOOCs and cMOOCs.
The xMOOCs take the traditional model of a transmissive approach by considering the
teacher as an expert tutor and students as knowledge consumers. The cMOOCs are
based on a connectivist approach, which views knowledge as being shared by the
different participants, and learning as the process of generating those networks using
online and social tools [5].

2.2 Limitation of Traditional Moocs

A detailed review of the literature shows that current MOOCs suffer from four main
limitations, namely:

• MOOCs Teach to a Certain Percentage of the learners

Hill [9] identified different types of MOOC participants: (1) No shows – register,
but don’t even login, (2) Observers – log in and read content, but do not engage,
(3) Drop-Ins – want to achieve a specific goal, which once satisfied, ends the course for
them, (4) Passive Participants – consume content, but don’t do assignments, (5) Active
Participants – fully intend to complete the course and all activities. In this classification,
we can immediately see that only the fifth class is likely to complete a course. In
addition, latest research demonstrates that among learners who complete courses; most
of them seek tangible benefits such as getting a new job, starting a business, or
completing prerequisites for an academic program.
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• Students Needs Assistance and Immediate Feedback

Engaging students in the learning process is a big challenge for online learning
environments. Designers and teachers must develop appropriate methods of engage-
ment for online education. Research has shown that the higher the levels of interaction
in a course, the more students develop positive attitudes towards courses. The feed-
back, encouragements and assistance are crucial in the success of a Learning Process.
The instructor feedback reinforces the course material and encourages the students to
become more engaged in the learning process. Thus as mentioned before, some authors
show that this is possible simply by adding some encouragement sentences above the
statement of Mathematics exercises such as “Remember, the more you practice, the
more you become intelligent”, or “this could be a difficult problem, but we know that
you can do it easily”, etc. At the same moment, appropriate assistance and help can
avoid student disappointment, anxiety, and confusion and learning can be increased.
Situations where learners require help and assistance are many; it may be such as help
to solve problems, to manage their time, to retrieve best resources, etc.

• Students Wants a great Adaptive instruction

Even today, most of learning environments are still delivering the same educational
content in the same way to learners with different profiles. Everyone nowadays knows
that the learners are different, by their needs, expectations, interests, preferences,
prerequisites, difficulties, facilities, performance, styles, etc. This difference is generally
felt both by learners who are well advanced and at risk of being bored, but also by
learners who have problems with their acquisition and are at risk of dropping out. In the
context of MOOCs, learners are encouraged to read carefully the resources and par-
ticipate in activities [10].

However, it is very difficult to track all activities and interactions in these tools
because of the massiveness number of enrolled students. What is sought for learners is
a tool which adapts its delivery and enhance motivation in different dimensions, ways
and levels, namely the adaptation of content, presentation, navigation; but also through
individual dimensions and/or collaborative, the fun and the massive one. The learner is
also looking for tools that allow for a great openness (even massive and therefore very
social), and that takes into account their different daily practices.

• Students Needs Continuous Presence

In online learning environments, learners are more likely to feel that “someone is
there” when needed [11] and in general, they like to enjoy a strong interaction and feel
that there is a “human presence” [12].

For Hersh [13], the more the exchanges that occur within an OLE have common
features with those that occur in classrooms, the more students will feel connected and
engaged in their learning tasks. McCluskey [14] found that the presence of teachers or
tutors in an online course is an important factor influencing their success. Above all, he
emphasized the presence that manifests itself through the various interventions such as:
frequent feedback, clear communications, organizing and maintaining actions, pro-
viding students with clear goals, and strong direct instruction, etc.
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2.3 The Causes of Drop-Out

As we have been able to show before, the main limitations related to the pedagogical
model of MOOCS leads to dropout rates. This is a recurring problem that has resulted
in a lot of recent research.

El Mhouti [15], presents a synthesis of the literature on the different reasons. He
cites the main reasons as follows: no intention to complete, starting late, lack of time,
course difficulty, lack of support, lack of digital or learning skills, bad experiences and
expectations, peer reviewing, no adaptation is provided. Other authors point out other
reasons for abandonment, such as: poor time management, lost rhythm, too difficult
course, learning but not doing homework, poor course design [17].

Among the other reasons that have been highlighted in the literature: The difficulty
of studying online courses after work, changes in job responsibilities, lack of support
from family or employer, lack of feedback on teacher evaluations, lack of Interactions
with other participants and teachers.

3 Pedagogical Agents to Avoid the Drop-Out Problem
in OLE

3.1 Pedagogical Agents Vs Drop-Out

As we presented below, the quality of OLE environments depends essentially on their
flexibility, the capacity to adapt the delivery and ability to provide feedback and
recommendations to maintain students engaged on courses. In that direction, the
opportunities of using pedagogical agents in OLE become more and more important.
Pedagogical agents are mainly reactive, autonomous and proactive. They can improve
interactions and support learning. Indeed, agents have other important characteristics
such as ability to perceive, to communicate, reason and act in specialized fields [5].

They also have the ability to cooperate with other agents, which makes them
effective in the context of these environments. Research in that domain is not new.
Pedagogical agents have already made their proof to simulate collaborative and
adaptive behaviors as they appear in some particular works. Different Intelligent
Tutoring System (ITS) use agents as virtual entities emulating a human tutor adapting
content to the learner’s needs, profiles, preferences, rhythm, style [16, 18, 19]. Peda-
gogical agents are also used as learning aids and recommender agents to adapt content
to user profiles [10]. Recent research indicates that agent’s can learns from activities
and the performance of a user or a group of users, and predict pedagogical decisions
and interventions. All of this allows us to make the hypothesis that the agent-approach
appears as an interesting technology and natural way to model adaptive feature in OLE.

3.2 Pedagogical Agents in Traditional Learning Environments

The Intelligent Tutoring System (ITS) is an historical precursor of the new learning
environments, with promising results. The ITSs have previously relied on artificial
intelligence techniques and had as main objective to simulate the trainer (or the
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interactions between the learner and the tutor). They constitute the first generation of
learning environments which set up pedagogical agents. Pedagogical agents are agents
whose function is educational or pedagogical and whose aim is to improve learning.
A profound analysis of these pedagogical agents shows that they are very complex and
efficient. We can underline for example, the agent STEVE [20], a personified agent
working in a virtual training environment; or BAGHERA [21], which relies on a
distributed multi-agent system where each agent can act as tutor, learner-assistant or as
a teacher-assistant. Another famous intelligent agent is “AutoTutor” [22], which helps
students learn new notions in Newtonian mechanics, computer science, or scientific
reasoning through a natural language dialogue that it establishes with learners. Three
types of educational agents have marked the history of ITSs: pedagogical agents,
assistant agents and recommendation agents. Without going into the details of the
differences between these agents, we will simply say that the main objective of agents
is to play different and important roles in a learning environment such us being present
and reactive in order to maintain the motivation of learners. Research suggests that
pedagogical agents have the ability to play many roles in the multimedia learning
environment, such as demonstrating, scaffolding, coaching, modeling and testing [23].
Animated educational agents are supposed to play a playful role in guiding, reflecting
and interacting with learners. Recent research shows that these characters can support
the commitment and motivation of the learners [5, 24, 25].

3.3 Pedagogical Agents in New Learning Environments (LMSs
and MOOCs)

To our knowledge, little research has been carried out on the integration of pedagogical
or recommendations agents in MOOCs and LMSs. As a well known agent in the
context of LMS, we mention the agent ABITS (Agent Based Intelligent tutoring sys-
tem) [26]. Suh and Lee [27] developed an extensible collaborative learning agent that
was used to promote interaction among learners. Another example is the one proposed
in the work of Lin [28] which have developed several agents communicating with the
platform MOODLE using JADE. Other work are in the process of emergence in the
context of MOOC learning environments, we so emphasize the work of [5, 10].

Additional research, although independent of LMS and MOOC platforms, claim
that Pedagogical Agents foster Engagement, Motivation, and Responsibility [6, 29].
They suppose also that Pedagogical Agents are adaptable and versatile and can Address
Learners’Sociocultural Needs. Similar research suggests integrating agents into
MOOCs to adapt learning resources to the learner based on his preferences and learning
style [15]. Research made in [30] proposes a Recommendation System for MOOCs
based on the concept of generating predictions according to other learners’ experiences.

Finally, although this research on the integration of agents in OLEs (LMS and
MOOC) is rare, we find some attempts almost similar to the ITSs, but with the new
vision and the new characteristics of the OLE. Interest is not the least, and the rest of
this paper proposes the specifications of a pedagogical agent for these environments
based on the concept of educational intervention and other characteristics of agents
raised before.
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4 The Paole Project

4.1 Paole Project

PAOLE (Pedagogical Agent for Online Learning Environments) is a project of the
IRF-SIC Laboratory, university IBN ZOHR in Morocco, whose main goal is to
examine what agent technologies can bring to the motivation of learners and to min-
imize the Drop–Out problem. It is a continuation of the various work carried out on
personalization and adaptivity in OLE. In the first development of this Project, a
roadmap has been drawn up to take into account a number of constraints, including the
fact of taking account agent characteristics in general, but also the characteristics of
pedagogical agents. It must also, as we will present next, address the problems high-
lighted at the beginning of this article on MOOCs.

4.2 Paole Specifications

A first review of the literature allowed us to distinguish some strategies of the pedagogical
intervention of an agent, as we described above. First, we have mentioned four basic
principles to be taken into account in MOOCs and OLE in general, namely: (1) the need to
take into account the different profiles of learners, (2) continuous presence, (3) assistance
and feedback, and (4) adaptation. Other general strategies can be emphasized, such as:
rewarding the effort constantly for failures findings, add frequent and clear comments. We
add to this the encouragement of collaboration in forums and social media. It is also
necessary to reinforce the observation of traces of the learner and their analysis in order to
determine a better intervention strategy. But it goes much better when the intervention is
playful and in our case played by an animated agent, which sometimes can distract and
consequently distress the learner in failure or in a demotivation state.

The work we present in this section is concerned with an attempt of specifications
of an animated pedagogical agent, having the general capacities of the agents and the
abilities that we have just described. From an educational point of view, he is classified
in the category of a facilitator, but with an additional role of guide and companion. In
this context, the pedagogical agent must interact with learners to minimize learner
frustration, and enhance learning.

We propose a design based on the concept of pedagogical intervention which we
describe in the following. The rest of the paper addresses an area, which to our
knowledge is relatively unexplored in the field of OLE. This article draws inspiration
from the general importance of the design of the intervention, situating it within the
broader landscape of learning analysis, and then examines the specific issues of
intervention design for The OLE. In the following, we refer to our agent by the
abbreviation PAOLE (Pedagogical Agent for Online Learning Environments).

4.3 The Pedagogical Intervention

4.3.1 Structure of the Pedagogical Intervention
The pedagogical intervention structure constitutes the main component of PAOLE (see
Fig. 1).
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Although this notion of intervention is not very common in the literature, we have
chose it to refer to the different actions of an agent related to the process of help,
cooperation, collaboration, adaptation, observation, etc. We note that these actions are
not of the same level of intervention and therefore the notion of intervention concerns
different levels of learning. Lenoir [31] analyzes this notion in the context of traditional
learning, and states that pedagogical intervention is a set of interactions between “the
learner, learning objects and the teacher, in connection to the purposes underlying these
reports”. Following this research, the notion of intervention in PAOLE is the inter-
action between the learner, the agent and the contents.

Our approach is to determine the importance of the intervention design, placing it in
the largest landscape of educational agents. The pedagogical intervention design in this
context is concerned with addressing questions such as: why intervene in learning and
the teaching process, how should the agent intervene and why (Fig. 1).

To carry out its task, the pedagogical agent PAOLE will have to put in place an
effective pedagogical strategy and, if possible, be able to change strategy according to
the situation. The pedagogical agent here uses this model to select and adapt his role,
his pedagogical strategy, and choose the activities he will put in place. As shown in the
figure above, this model allows the answer to three main questions:

• Why: for this question, a pedagogical intervention occurs for several reasons, such
as: motivating and retaining a learner, helping him to understand a concept or in
order to solve a problem, etc.;

• When: the moment when the pedagogical intervention is carried out is important in
learning. Intervention can take place before, during or after the learner’s actions, i.e.
the agent must choose the appropriate time either by taking the initiative or
responding to the needs and questions of the learner;

• How: the answer to this question involves the selection of the most adapted
intervention strategy to execute thereafter among a set of strategies.

Fig. 1. Structure of the pedagogical intervention.
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4.3.2 Process of Educational Intervention
In this section, we present a set of processes that can be used by the agent PAOLE to
design pedagogical interventions that support a productive learning. The different
processes related to a pedagogical intervention that we have modeled are represented in
the Fig. 2. We can distinguish six important processes, namely: (i) execute the session,
(ii) observe learner, which can lead to analysis and update of the learner profile, (iii) the
process of detecting a problem, (vi) the proposal and calculation of intervention
strategies, (v) the choice of an adapted intervention and its implementation, and (vi) the
operationalization of the strategy in an animated behavior of the agent.

4.4 Modeling Elements of Paole

4.4.1 The Architecture of PAOLE
PAOLE is an autonomous Pedagogical Agent that supports human learning in online
Learning Environments with the main objective of keeping them motivated.

From a computer architecture perspective, PAOLE consists of four components:
(i) a reasoning engine, which monitors student’s interactions and generates appro-
priate pedagogical interventions, (ii) a behavior engine responsible of generating
behavior from primitive animations, sounds and speech elements, (iii) a presentation
manager, which enables to present generate and present agents’ animations, and (iv) a
communication module for interactions with the other components of the learning
environment as: the learner model and the domain model (see Fig. 3). PAOLE is
currently under development. It is not created from scratch; we use the interface of the
Microsoft agent, which was grafted for the first tests to the platform Moodle.

An animated agent action of PAOLE allows combining several elementary actions
of the same character: messages, highlights of components, animations (show a
component, applaud, greetings, etc.), and movements on the screen. Other high-level
actions based in particular on intervention strategies are represented in the Fig. 4, in

Fig. 2. The general use case of PAOLE
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particular the strategies: adaptation, support, engagement and motivation that we pre-
sent in the following.

4.4.2 Some Use Cases of PAOLE
Research suggests that pedagogical agents have the ability to play many roles in the
multimedia learning environment, such as demonstrating, scaffolding, coaching,
modeling and testing [23].

Research collect in this paper and developed by ourselves and others in the context
of pedagogical agents provides further insight into the principles and processes we

      Pedagogical  
Intervention Database

LMS or MOOC

The PAOLE
 Agent

Communication Manager

Reasoning Engine

Behaviour Engine

Presentation  Manager

   Gestual and Verbal    
         Database

Fig. 3. The architecture of PAOLE.

Fig. 4. A use case of PAOLE strategies
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adopt as we described below. In this context, our agent can be characterized by four
capabilities that guide its pedagogical intervention (Fig. 4). These capabilities are
intervention strategies and can be summarized as follows:

• The Adapting strategy: by observing and analyzing the different behaviors and
outcomes of the learner, the PAOLE agent can propose different types of adapta-
tions: content, presentation, navigation, etc.;

• The Supporting strategy: a learner may at some point need help and support. Two
situations are possible: either at the demand of the learner or at the initiative of the
agent. The support that can be offered by the agent PAOLE may be at the level of:
homework, solving a problem, providing additional resources, modifying the
interface, or at another level such as the emotional support;

• The Engaging strategy: the engagement strategy involves engaging a learner in the
proposed courses. This strategy will, for example, engage the learner in these
courses by offering him varied and advanced content. Involvement can also be at
the flexibility of the course agenda by proposing additional weeks to finish
homework;

• The Motivating strategy: motivation can be expressed in questions addressed to
the learner by the agent, by offering encouragement, providing feedback, encour-
aging collaboration, encouraging the learner to make other attempts in multiple
choice questions, or providing memorable examples.

5 Conclusion

Following the various issues presented, and within the limits to be met by this paper,
we hope to put a first draft of the current problems related to the issue of the Drop-Out
Problem in Online Learning Environments. After examining the literature, we have
given a characterization of the different solutions to keep learners motivated. We first
examined the interest of animated pedagogical agents in order to carry out a continuous
presence, to propose rapid assistance and feedback, adaptation to the learner model, etc.
Other strategies for the intervention of educational agents have also been specified,
such as: the encouragement of collaboration in forums and social media, the rein-
forcement of the observation of traces of the learner and their analysis in order to
determine a better intervention strategy. We applied all these elements to give the first
specifications of the agent PAOLE, emphasizing the strategies of adaptation, support,
commitment and motivation. It is clear that several issues remain to be addressed to the
expected system. Our work continues along these lines to try to finish a complete and a
stable model of the PAOLE agent, which will be tested and validated in a wide
spectrum.

For citations of references, we prefer the use of square brackets and consecutive
numbers. Citations using labels or the author/year convention are also acceptable. The
following bibliography provides a sample reference list with entries for journal articles
[1], an LNCS chapter [2], a book [3], proceedings without editors [4], as well as a URL [5].
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Abstract. Cities noticed that their drivers had real problems to find a parking
space easily, the difficulty roots from not knowing where the parking spaces are
available at the given time. In this paper we will design an automatic smart parking
architecture using multi-agent and expert systems which are the main domains of
artificial intelligence. AI is accomplished by studying how human brain thinks
and how humans learn, decide, and work while trying to solve a problem, and
then using the outcomes of this study as a basis of developing intelligent software
and systems. Implementing this scalable and low cost car parking framework will
provides a lot of services for the driver: driver guidance, automatic payment,
parking lot retrieval, Gate management, security and low cost of implementation.

Keywords: Smart parking system · Multi-Agent Systems · Expert systems

1 Introduction

Researchers are recently turned to applying technologies for management of parking
area by designing and implementation of a prototype system of smart parking that allows
vehicle drivers to effectively find the free parking places, making a reservation and
payment. In the future the demand for the intelligent parking service will increase
because the rapid growth in the automotive industries. The automatic management of
parking lots by accurate monitoring and providing service to the customers and admin‐
istrators is provided by such emerging services. An effective solution to this service can
be provided by many new technologies.

This paper describes a dynamic architecture for management of a smart parking
system based on multi-agent and expert systems. One of the most characteristics is the
use of intelligent agents as the main components which focus on distributing the majority
of the system’s functionalities into processes. The paper is organized as follows: after
a brief introduction we will discuss in the second section a state of the art of smart parking
systems, and then in the third section we present the concepts of multi-agents and expert
systems. Finally, we present a modular architecture for new smart parking management.
The last section concludes our work and draws some perspectives.

© Springer International Publishing AG, part of Springer Nature 2018
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2 State of Art

Every day vehicle drivers have to find a vacant parking space especially during the rush
hours. It is time-consuming and it is leading to more traffic, and air pollution.

The authors in [1–3] present the design and implementation of a smart parking
system based on wireless sensor networks that allow vehicle drivers to find the free
parking places. Also in [4] the author presents a wireless system for locating parking
spots remotely via smartphone. This system automates the process of locating an avail‐
able parking spot and paying for it.

Authors in [5] have proposed a scalable and low cost car parking framework (CFP)
based on the integration of networked sensors and RFID technologies. These include
driver guidance, automatic payment, parking lot retrieval, security and vandalism detec‐
tion.

In others studies the authors have choose to design an automatic smart parking using
internet of things which enables the user to find the nearest parking area and the available
slot in that area [6–8].

From the previous state of art we remark that Researchers have promoted some
services to the detriment of others. For that reason we will propose a new architecture
that is based on multi-agent and expert systems. We should integrate the two different
technologies together in order to achieve a system which is the most efficient, reliable,
secure and inexpensive.

The proposed model is a modular multi-agent architecture where all processes are
managed and controlled by different types of agents which are able to propose solutions,
cooperate, on very dynamic environments and face real problems.

There are different kinds of agents in the architecture, each one with specific roles,
capabilities and characteristics. This fact facilitates the flexibility of the architecture in
incorporating new agents.

Our system will be divided in two architectures:

• Multi-agent architecture.
• Hardware architecture.

3 Overview of the Global Multi-agent Architecture

Many drivers had real problems to find a parking space easily especially during peak
hours, the difficulty roots from not knowing where the parking spaces are available.
Even if this is known, many vehicles may pursue a small number of parking spaces
which in turn leads to traffic congestion. The traffic in parking space has been an area
of concern in majority of cities. So, parking monitoring is an important solution.

From the previous state of the art it is noted that most authors have divided their
architectures in different modules but no one of them have taken the preferences of the
driver into consideration. For that reason we will propose a multi-agent system that is
capable of providing parking services to the driver based on their personal preferences.

In this section, we give an overview of the multi-agent architecture which provides
a high level model for smart parking management (Fig. 1).
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Fig. 1. Global smart parking architecture.

In order to understand deeply the common architecture, we describe below each layer
of it.

• Decision Module: provide knowledge related to the regulations for agents. It is an
expert system and its knowledge base mainly contains information related to the
environmental performance and legislations.

• Communication Module: This layer ensures communications between all the layers
of the architecture.

• Processing Module: This layer contains different agents, which can be implemented,
responding to communication layer’s alert and users requests.

• Preprocessing Module: Is responsible for the pre-processing of data captured from
the environment (Sensors, Cameras, RFID).

• Coordination Module: It has the role of displaying information to the user in a suitable
manner taking into account the constraints of his device. And it is responsible for the
transmission of the user request to a specific agent of processing Module.

• Interface Module: It is responsible for capturing the user’s query, as well as
displaying the results.

• Action Implementation Module: Represents the set of behaviors necessary for the
Parking control.

• Database: This part of the system includes all the data and tables used by all compo‐
nents of the platform, including static data, indicators related to agents, and appro‐
priate decisions to the various scenarios of behavior to be submitted to Query Agent
depending on the state of the collaboration between process agents.
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• Information Module: manages interaction between the platform agent’s and database
of the system. It retrieves adequate data and sends it to the concerned agent.

3.1 Proposed Architecture

The traffic on roads and parking space has been an area of concern in majority of cities.
So, parking monitoring is an important solution. To avoid these problems, recently many
new researches have been developed that help in solving the parking problems to a great
extent but no system had taken the preferences of the driver into considerations. For that
reason our major objective is to design and implement architecture of a smart parking.

Implementing this scalable and low cost car parking framework will provides a lot
of services for the driver: driver guidance, automatic payment, parking lot retrieval, Gate
management, security and low cost of implementation.

Our work is based on the multi-agent and expert systems approaches because of their
benefits.

The combination of these two approaches will encompasses cooperation, resolution
of complex problems, modularity, efficiency, reliability, reusability and lies under the
conjunctive use of knowledge as behavioral models of the experts.

Our proposed solution mainly focuses on analyzing user’s queries to find a vacant
slot based on their preferences.

Artificial Intelligence
Artificial Intelligence is a way of making a computer, a computer-controlled robot, or a
software think intelligently, in the similar manner the intelligent humans think.

AI is accomplished by studying how human brain thinks and how humans learn,
decide, and work while trying to solve a problem, and then using the outcomes of this
study as a basis of developing intelligent software and systems.

The goals of AI are:

• To Create Expert Systems: The systems which exhibit intelligent behavior, learn,
demonstrate, explain, and advice its users.

• To Implement Human Intelligence in Machines: Creating systems that understand,
think, learn, and behave like humans.

An AI system is composed of an agent and its environment. The agents act in their
environment. The environment may contain other agents.

Agent and Multi Agent Systems (MAS)
Agents are sophisticated computer programs that act autonomously on behalf of their
users, across open and distributed environments, to solve a growing number of complex
problems. Increasingly, however, applications require multiple agents that can work
together. A multi-agent system is a set of software agents that interact to solve problems
that are beyond the individual capacities or knowledge of each individual agent. We call
a ‘‘platform’’ whatever allows those agents to interact not taking into consideration the
shape that such a platform can take (centralized or not, embedded into the agents or not,
…). This platform usually provides agents with a set of services depending on the system
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needs and is considered as a tool for the agents, it does not exhibit an autonomous or
pro-active behavior.

Agents, according to MAS community have the following properties:

• Autonomy: An agent possesses individual goals, resources and competences; as such
it operates without direct human or other intervention, and has some degree of control
over its actions and its internal state. One of the foremost consequences of agent
autonomy is agent adaptability as an agent has the control over its own state and so
can regulate its own functioning without outside assistance or supervision.

• Sociability: An agent can interact with other agents, and possibly humans, via some
kind of agent communication language. Through this means, an agent is able to
provide and ask for services.

• Reactivity: An agent perceives and acts, to some degree, on its close environment;
it can respond in a timely fashion to changes that occur around it.

• Pro-activeness: Although some agents, called reactive agents, will simply act in
response to stimulations from their environment, an agent may be able to exhibit
goal-directed behavior by taking the initiative.

Expert System
One of the largest areas of applications of artificial intelligence is expert systems (ESs),
or knowledge based systems as they are sometimes known. [9] Provides us with the
following definition: An expert system is a computer program that represents and reasons
with knowledge of some specialist subject with a view to solving problems or giving
advice.

To solve expert-level problems, expert systems will need efficient access to a
substantial domain knowledge base, and a reasoning mechanism to apply the knowledge
to the problems they are given. Usually they will also need to be able to explain, to the
users who rely on them, how they have reached their decisions. They will generally build
upon the ideas of knowledge representation, production rules, search, and so on, that we
have already covered.

Contribution of MAS and Expert Systems
The Multi-agent approach is justified by:

• Adaptation to reality
• Cooperation,
• The resolution of complex problems,
• Integration of incomplete expertise,
• Efficiency,
• Reliability,
• Reuse.

Expert systems have a lot of attractive features:

• Increased availability,
• Reduced cost,
• Reduced danger,
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• Permanence,
• Increased reliability,
• Explanation,
• Fast and complete response at all times,
• Intelligent Database,
• Multiple expertise.

3.2 Description of the Proposed Architecture

The proposed architecture is able to connect the parking database where the parking
information is stored and also connects to the knowledge base related to the environment
(the environmental knowledge base). The environmental knowledge base will be shared
between the agents in all stages of parking process.

The purpose of the system is to manage the parking places in a way to reduce the
traffic congestion and time looking for free places. Agents require a knowledge repre‐
sentation in which to analyze and find solutions for helping users to find parking places.

The proposed architecture uses a rule-based reasoning to examine the proper solution
for drivers. One of the most popular techniques used in the artificial intelligence is Rule-
based reasoning. The rule-based architecture [10] has two major components: Knowl‐
edge based that contains the general knowledge about the problem which is a set of the
production rules identified as “IF…THEN…” and inference engine is a mechanism to
process the rules.

In our work, the environmental regulations such parking Entrance, Parking Exit and
Mobile application have been modeled in form of IF-THEN rules.

In our multi-agent system, we apply a rule-based reasoning technique on the envi‐
ronmental regulations in order to make the right decision. Figure 2 shows the IF-THEN
rules of parking entrance.

Now we will give an overview of the IF-THEN rules of Mobile application.

• Case1: Registered driver (Category = Normal). This means that the driver can make
reservation on mobile application.

Rule1: IF driver is registered and category is normal
THEN check status of the payment

Rule2: IF driver is registered and category is normal and the status of payment is valid
THEN Check availability of parking spots

Rule3: IF driver is registered and category is normal and the status of payment is Invalid
THEN Recharge subscription card

Rule4: IF driver is registered and category is normal and the status of payment is valid
and parking spots available
THEN the driver can make a reservation

Rule5: IF driver is registered and category is normal and the status of payment is valid
and parking available spots and a place is reserved
THEN the driver can make guidance
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• Case2: Registered driver (Category = VIP). The driver can’t reserve on the applica‐
tion since a place has been allocated to him.

Rule1: IF driver is registered and category is VIP
THEN check status of the payment

Rule2: IF driver is registered and category is VIP and the status of payment is valid
THEN Check availability of parking spots

Rule3: IF driver is registered and category is VIP and the status of payment is valid
THEN the driver can check his number place

Rule4: IF driver is registered and category is VIP and the status of payment is valid
THEN the driver can check his number place

Rule5: IF driver is registered and category is VIP and the status of payment is valid
THEN the driver can make guidance

• Case3: Simple user. The user must register and choose his/her category to have
benefits.

Rule1: IF driver is new user
THEN the user must register

Rule2: IF driver is new user and have chosen the category
THEN make payment

Fig. 2. Hardware architecture of smart parking system
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4 Hardware Architecture

The physical (or Hardware) architecture of the system is made up of different systems
interacting with each other to better carry out the different services requested by the
driver.

Our Physical architecture is divided in two modules:

• Data Collection Module: It concerns the sensors, cameras and RFID Tag which
capture the information from the environment.

• Data Displaying Module: acts directly on the LCD installed in the entrance of the
parking, LED installed in every parking spots, and the gate management.

• Communication Module: This Module ensures communication between all the
modules of physical architecture.

• Decision making System: is implemented to well lead the management of the
parking.

5 Future Work

As a future work we will detail each module of our architecture, we will discuss the
system architecture mainly agents characteristics and their behaviors. Also, we will
describe the implementation of the proposed system including the interaction of agents
and the connection between agents and knowledge bases.

Our objective is to validate the architecture that we propose in this paper by devel‐
oping a distributed platform that provides a lot of services for the driver.

6 Conclusion

In this paper, we give an overview of different parking systems which was implemented
by many researches to resolve the growing problem of traffic congestion, wasted time,
wasting money, and help provide better public service, reduce car emissions and pollu‐
tion. And we propose a multi-agent architecture which provides a high level model for
smart parking management. For that reason we used different modern techniques such
as Expert Systems and SMA. We have integrated the two different technologies together
in order to achieve a system which is the most efficient, reliable, secure and inexpensive.
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Abstract. With a vision of proposing a fully automated parking management
solution for smart parking, in which all the operations in the process of parking
will be automated. And as a first step we will focus on vehicle localization inside
parking based on image processing theory. Video based localization algorithms
present an important interest in the field of intelligent video surveillance, the
integration of such functionality in the surveillance system will revolt their
classic roles. Navigation tool and other amazing systems can easily build based
on such feature. This paper describes an implementation of a FPGA based
real-time visual system for vehicle localization. Vehicle in the video frames are
extracted after the application of the background subtraction method on the
input image using a background reference image. The dynamic threshold used is
computed by the Otsu method. Finally, the object mask resulting from the
segmentation process is used to compute the relative distance to the camera
based on the relation between the ratio of the size of a vehicle on the camera
sensor and its size in real life which is a function of the camera focal length and
distance between the vehicle and the camera. The experimental results show that
the proposed system is sufficiently satisfying the real time constraint (under the
100 MHz frequency a 32 frames per second is achieved for the 1440 * 1080
resolution, and under 50 MHz frequency a 41 frames per second is achieved for
the 640 * 480 resolution) with an accuracy error around the centimeter level.

Keywords: Smart parking � Vehicle localization � Image processing
Background subtraction � Otsu method � Real time � FPGA � HDL

1 Introduction

In nowadays, cities are constantly growing and with this swelling appear certain
problems, one of these major challenges is the problem of parking management. In a
vision of proposing a fully automated parking management solution, in which all the
operations in the process of parking will be automated, comes our paper for presenting
a visual vehicle localization system. The parking management system based on the
vehicle localization information, and the available free place will generate commands
with speed, direction and the angle of rotation information. The vehicle that will be
equipped with a dedicated system designed for this purpose will execute the commands
and move through the parking to its reserved place. As a result, the whole of the
parking process will be done without human intervention.
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The localization information generated by the visual localization system can be
used beside of vehicle localization to build amazing tools for different purpose as
guiding people during navigating in unfamiliar buildings like airport, museum, office
building. And as our system is based on movement detection we can easily limit data
storage for surveillance system to active area (The data issued from a camera will be
stored only when moving objects are detected).

Despite the remarkable progress realized in image processing discipline, the com-
plexity of the algorithms used (the increase in image resolutions, as well as the need to
implement increasingly complex techniques) on the one hand, and the resources required
(computational and memory) on the other hand, have made their implementation in
embedded systems a challenging task. This complexity increases with the introduction of
the constraints imposed by the standards according to the fields of application, ex: real
time constraints, safety standards…

In this paper, we will present our proposal for a visual vehicle localization system
(VLS), developed for static camera. Vehicles in the video frames are extracted after the
application of the background subtraction method on the input image using a back-
ground reference image. The dynamic threshold used is computed by the Otsu method.
Finally, the object mask resulting from the segmentation process was used to compute
the relative distance to the camera based on the relation between the ratio of the size of
the vehicle on the camera sensor and its size in real life which is a function of the
camera focal length and distance between the vehicle and the camera.

The remainder of this work is organized as follows; Sect. 2 presents the related
works, where the implemented algorithm and description of its parts is given in Sect. 3,
in Sect. 4 the implementation board was presented in addition to the syntheses sum-
mary. Execution time characteristic of the implemented algorithm, as well as some
experimental results are covered in Sect. 5. And finally Sect. 6 draws the conclusion.

2 Related Work

Positioning systems are more and more used in our daily life to perform more complex
tasks such as navigation (everywhere in the globe and in all-weather conditions) or
simply for pleasure like augmented reality games. The Global Positioning System
(GPS) [8] which is the most widely used navigation system in the world receives
signals from multiple satellites and employs a triangulation process to determine the
physical localizations with an accuracy error around the meter level. The latter is in
general acceptable for outdoor applications. Unfortunately, this system reaches its
limitation within the buildings and closed environment because of the attenuation of
electromagnetic waves. This limitation in addition to the low accuracy of traditional
positioning system present the motivation to conduct various researches on different
physical signal in a vision to build new positioning systems.

Wireless technologies such as ultrasonic [1, 2], infrared [3], radio-frequency based
systems which may be radio-frequency identification [4], received signal strength of RF
signals, Bluetooth and WIFI those systems are based on concepts like Time of arrival,
Angle of arrival and Received signal strength indication to calculate the distance

Visual Vehicle Localization System for Smart Parking Application 367



between the transmitters and the receiver [5–7]. The main disadvantage of the Wireless
technologies that only object equipped with a receiver can be located.

Non-radio technologies like visual system. Different approaches are used in this
category, visual marker based system [9]: markers are placed at specific locations, and
when a device (mobile robot) identifies a marker, it can be localized thanks to the
markers database. Map-based visual localization [10]: first a collection of successive
image of an area (building, road, …) is used to build a dataset of images about this
environment, then any device wants to be localized in this area will need just to take an
image of its environment which will be compared to the dataset to find its current
position. And finally real time visual localization system [17, 18]: the main idea behind
those systems is based on the use of a camera network to localize generic objects such
vehicle or people. Their major disadvantage is their low accuracy (0.37 m in the best
case).

3 Proposed Algorithm

The main idea behind the proposed algorithm is that vehicle size in an image is a
function of some camera characteristics (focal length and the sensor size) and vehicle’s
features such as weight, height and its distance to the camera. This means that for any
vehicle with a known size in the field of view of a camera, we can estimate its distance
to this one, if we can compute their dimensions in pixel in the image. And as we are
only interested in moving objects, we will try firstly to find such objects, then extract
their mask in the image, so their dimension, and finally compute the relative distance.
The implemented system is described in the following diagram block (Fig. 1), which is
composed of two main parts:

• Detection of vehicles in the scene.
• Calculation of the relative distance between the vehicle and the camera, then this

distance will be used to compute the absolute distance.

The first step will be performed using the Background subtraction method, since
our system will consist only of static cameras. The second step will be carried out by

Fig. 1. Block diagram of the implemented VLS.
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computing the size (in pixel) of the vehicle in motion and using some technical
information about the vehicle and the camera we can deduce the distance between the
vehicle and the camera.

3.1 Vehicle Detection

In the literature, several approaches are used for object detection, the most used are
based on feature descriptor such the histogram of oriented gradient (HOG) [15, 16], in
this approach the input image is converted to a feature vector, which simplifies the
image by extracting useful information and throwing away extraneous information.

The computed feature vector is used by classification algorithms like Support
Vector Machine and based on training data of positive (image with the object to be
detected) and negative (image without the object to be detected) datasets. Objects are
detected with a good accuracy. Unfortunately, object detectors can be painfully slow,
especially when expensive features such as HOG need to be computed, it can really kill
the performance. The background subtraction method presents another alternative,
especially for indoor environments, where the lighting condition is approximately
constant. And by taking into account their minimal implementation cost and its suf-
ficient accuracy, as a result, we make the choice to go for background subtraction
method.

Background Subtraction. The main idea of this method is based on the subtraction of
the current image (in which the moving object is present) pixel-by-pixel from a ref-
erence background image as described in Eq. (1).

O x; y; tð Þ ¼ I x; y; tð Þ � B x; yð Þj j ð1Þ

Where:

O x,y,tð Þ is the subtracted image.
I x, y, tð Þ is the object image.
B x, yð Þ is the background image.

This technique is designed for static camera, where the background is approxi-
mately the same in all frames, and by applying Eq. (1) background is removed from

Fig. 2. Object projection on the camera sensor.
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object image. As a result the histogram of the object image O(x, y, t) will be composed
of two main pixel classes, background pixel class (near to the 0 gray scale level) and
the object pixel class.

Otsu threshold. The second step in the background subtraction method is segmen-
tation in order to get the foreground mask. The object image will be compared to a
global threshold as presented in Eq. (2).

O x; y; tð Þ � T ð2Þ

Where:

O x,y,tð Þ is the subtracted image.
T is the threshold value.

If the pixel O(x, y, t) verifies Eq. (2), then it is considered as a foreground pixel, else
it is a background pixel. T is a one global threshold, for all pixels in the image. And it
needs to be a function of time, in other case the segmentation can easily be impacted by
the environmental conditions change. The Otsu method will be used in order to meet this
objective. The Otsu algorithm [13] is a popular dynamic thresholding method for image
segmentation. Based on the idea that the image histogram can be divided into two
classes, so it looks for a threshold that minimizes the variance for both classes. This way,
each class will be as compact as possible. Only pixel value is taken into account for the
Otsu algorithm the spatial relationship between pixels has no effect on the algorithm
result, different regions with similar pixel value are treated as one region.

In Otsu method we exhaustively search for the threshold that minimizes the
intra-class variance (the variance within the class), defined as a weighted sum of
variances of the two classes:

rw2 tð Þ ¼ w tð Þ : r2 tð Þþw0 tð Þ : r02 tð Þ ð3Þ

Where;

rw2(t) is the intra-class variance
w and w0 are the probabilities of the two classes separated by a threshold t
r2(t) and r02 tð Þ are variances of these two classes.

r2 ¼ rw2 tð Þþ rb2 tð Þ ð4Þ

Where,

rb2 tð Þ ¼ w tð Þ:w0 tð Þ: l tð Þ � l0 tð Þ½ �2 ð5Þ

The Algorithm 1, which is based on the Eq. (5) step through all possible thresholds
and keep the threshold value that maximizes the inter-class variance rb2. The whole
system computing the Background subtraction in addition to the Otsu method is
described in the Fig. 3.
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Fig. 3. Diagram block of the moving object detection module.
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3.2 Relative Distance Between the Vehicle and the Camera

Vehicle projection on camera sensor depend on three parameters vehicle dimensions,
distance to the camera and the focal length as explained in Fig. 2. Equation 6 explains
that the ratio of vehicle size on the sensor and the focal length is the same as the ratio
between vehicle size in real life and distance to the vehicle. And in Eq. 7 vehicle size
on the sensor is expressed as the vehicle size in pixels, divided by the image size in
pixels and multiply by the physical size of the sensor.

The focal length and the sensor size are technical characteristic of the used camera.
The vehicle size in pixels can be extracted from the segmented image (the output of the
movement detection vehicle module). So we need just the vehicle size in real life to
compute its relative distance, and as a result the absolute distance using the camera
position information.

tan oð Þ ¼ b
F
¼ h

D
! D ¼ F:h

b
ð6Þ

Where,
b is the object size on the sensor.
H is the object size in real life.
F is the focal length (technical characteristic of the used camera).
D is the distance between the object and the camera.

b ¼ O:S
I

ð7Þ

Where,
O is the object size in pixels.
I is the image size in pixels.
S is the size of the sensor.

So, the whole equation can be rewritten as:

D ¼ F:h:I
O:S

ð8Þ

4 Implementation Using FPGA Board

Before going for the hardware implementation, a software implementation was already
performed using a 650 MHz dual-core Cortex-A9 processor with an embedded Linux,
but due to the limitation in the execution time 3 frame per second (fps), where a
minimum of 30 fps is needed for real time video processing, we go for hardware
acceleration, which presents an interesting choice for execution time improvement.
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4.1 Board Description

With a vision to take the advantage of the parallelism feature provided by the
field-programmable gate array (FPGA), we make the choice of implementing our
system using the Artix-7 FPGA. The available fast RAM block space will be used to
implement a dual - port RAM, which will be accelerate the treatment and give us more
flexible architecture for our real-time image processing application (Fig. 5 and
Table 1).

4.2 Simulation and Syntheses

The grayscale inputs images, foreground and background of the visual localization
module are stored in two dual ports RAM, the process is started with computing the
Otsu threshold for the subtracted image, then the segmentation is performed and the
resulting object mask image is stored in a third dual port memory. The ISE Simulator
(ISIM) was used to simulate the implemented system, the testbench (Fig. 4) reads the
pixel’s value of the foreground and background images (the ASCI PGM image format
is used due to its simple manipulation) at each clock tick, and save the system result as
an image in the same format. The inputs images Fig. 6(a) and (b) used in this example
are part of the Background Models Challenge (BMC) [14], the resulting image from the
background subtraction is presented in Fig. 6(c) and the object mask image is presented
in Fig. 6(d). The simulation results of the presented example are presented in the
Table 2.

Fig. 4. System simulation using ISIM.

Table 1. Implementation cost.

Logic utilization Register LUT RAMB BUFG

Used 837 448 41 1
% 1% 1% 29% 3%

Table 2. Simulation results.

Image resolution 640 * 480
Computed Otsu threshold 12
Computed object weight 49 pixels
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5 Results and Evaluation

5.1 Temporal Analysis

The imaging device such as video cameras use the frames per second to explain the
frequency (rate) at which an imaging device displays consecutive images called frames.
The Phase Alternating Line (PAL) [12] and the National Television System Committee
(NTSC) [11], which are the most used color encoding system for analogue television

Fig. 5. RTL view.

Fig. 6. (a) background image, (b) foreground image, (c) subtracted image, (d) object mask
image.

374 H. Lahdili and Z. E. A. Alaoui Ismaili



will be used as reference in our study. In the NTSC standard 30 frames are transmitted
each second, each frame is made up of 525 individual scan lines. And in PAL 25
frames are transmitted each second, each frame is made up of 625 individual scan lines.
Where a normal motion picture film is played back at 24 frames per second (fps). Thus
we can consider that a real-time system is running at 30 fps.

This part, will evaluate the execution time for our system with different image
resolution and frequency. The execution time characteristic of each block is presented
in the Table 3. The execution time will be computed in function of the image resolution
weight * height (W * H) using the operation number (clock ticks) unit Table 5. The
detail of the Otsu threshold execution time is given in the Table 4.

After some improvement of the implementation taking advantage of parallelism
execution, the Background Subtraction and Histogram computing, Segmentation and
Relative distance are grouped in the same block. Which means an optimization of
2W * H (Table 6). The new simulation values are given in Table 7. As a result, we
notice that for 640 * 480 resolutions in the worst case frequency 50 MHz we achieve
83 fps more than the double of the needed fps. For 1280 * 720 resolutions a real time
system can be built in frequency superior than the 56 MHz. And bigger resolution such
1440 * 1080 can be implemented under 100 MHz frequency.

Table 3. Block execution time in function of resolution and clock ticks.

Blocks Background
subtraction

Otsu Segmentation Relative
distance

Operation
number

W * H W * H + 1792 W * H W * H

Total 4 * W * H + 1792

Table 4. Otsu block execution time in function of resolution and clock ticks.

Blocks Histogram computing Mean µ0 computing Max rb2 computing

Operation number W * H + 256 256 1280
Total W * H + 1792

Table 5. Frames per second computing for different resolution in different clock frequency.

640 * 480 1280 * 720

50 MHz 1 230 592 * 20 * 10^−9 s
¼ 0.024 s (>41 fps)

3 688 192 * 20 *10^−9

¼ 0.074 s (>13 fps)
75 MHz 1 230 592 * 13.3 * 10^−9 s

¼ 0.016 s (>62 fps)
3 688 192 * 13.3 *10^−9

¼ 0.049 s (>20 fps)
100 MHz 1 230592 * 10 * 10^−9 s

¼ 0.012 s (>83 fps)
3 688 192 * 10 *10^−9

¼ 0.036 s (>27 fps)
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5.2 Accuracy

In order to measure the real accuracy of our proposed system, we put a car in different
distance from a fix camera Fig. 7 inside a small parking, and by using a fix camera the
relative distance between the car and the camera is computed in real time from different
distances. The real and computed distances are given in Table 8. Compared to similar
work as [17, 18] as shown in Table 9, the maximal accuracy error of 0.1 M for the
proposed system present an interesting improvement.

Table 6. Block execution time in function of resolution and clock ticks.

Blocks Background subtraction + Histogram
computing

Otsu Segmentation + Relative
distance

Operation
number

W * H + 256 1536 W * H

Total 2 * W * H + 1792

Table 7. Frames per second computing for different resolution in different clock frequency.

640 * 480 1280 * 720

50 MHz 0.012 s (>83 fps) 0.036 s (>27 fps)
75 MHz 0.008 s (>125 fps) 0.024 s (>41 fps)
100 MHz 0.006 s (>166 fps) 0.018 s (>55 fps)

Fig. 7. Testing environment.
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6 Conclusion and Outlook

This paper presents an FPGA based Indoor real-time visual location system. The input
image is segmented in order to extract the vehicle, this step is achieved using the
background subtraction method, with a dynamic threshold computed using the Otsu
method. The segmented image is then used to compute the relative distance to the
camera. The proposed system is sufficiently satisfying the real time constraint 32
frames per second for the 1440 * 1080 resolution under 100 MHz frequency. In the
next step, the presented algorithm will be improved and adapted in a vision of
proposing a high accuracy visual navigation system for parking areas. This latter
present one of the main parts in our approach of a fully automated parking solution,
which will be presented in our future papers.
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Abstract. It was believed that the single role of the Ribonucleic acid (RNA) is
to carry the information necessitate to build a specific protein. Now it discovered
that RNA has important and essential roles in many gene regulatory networks and
many other cellular functions. Thus, the prediction of RNA structures becomes
the subject of many studies in the last few years.

Determining the secondary structure of an RNA from its primary sequence
is a challenging computational task. Various methods have been proposed to
handle this problem. Initially, there are physical methods such as X-Ray, Crys‐
tallography, and Nuclear Magnetic Resonance. These methods are too costly, and
they necessitate a lot of effort and so much time consuming. Therefore, the bioin‐
formatics methods become highly needed.

In this paper, we will review the usually used approaches to predict RNA
secondary structure counting the dynamic programming approach, the soft
computing approach, the comparative approach, and the grammatical approach.
Finally as perspective, we propose a method based on Genetic Algorithm prin‐
ciple and Greedy Randomized Adaptive Search Procedure (GRASP) method.

Keywords: Bioinformatics · Ribonucleic acid (RNA)
RNA secondary structure

1 Introduction

Ribonucleic acid (RNA) is a molecule consisting of a succession of nucleotides: Adenine
(A), Cytosine (C), Guanine (G), and Uracil (U). In the search of the molecule structures,
the last stage is the prediction of the three-dimensional shape of the molecule, a predic‐
tion with such precision with no information on the molecule except of its primary
structure is largely out of reach for RNA molecules with a big size. The current physics
methods such as X-Ray, Crystallography, and Nuclear Magnetic Resonance are too
costly, they necessitate a lot of effort and so much time consuming [1]. That is why RNA
secondary structure prediction has become crucial to the researchers and from the most
important problematic in bioinformatics.

The secondary structure of an RNA sequence is formed when the RNA strand folds
onto itself by forming hydrogen bonds between G-C, A-U, and G-U. So predicting RNA
secondary structure return to predict the different hydrogen liaisons in an RNA molecule
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M. Ben Ahmed and A. A. Boudhir (Eds.): SCAMS 2017, LNNS 37, pp. 379–388, 2018.
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using only the primary structure of the sequence. RNA secondary structure consists of
many components, the stacked pairs or stems, the hairpin loops, the multi-branched
loops, the internal loops, the bluge loops (Fig. 1), and a more complex topology called
pseudoknot (Fig. 2). Pseudoknot is a special topology in RNA structures, this topology
normally contains at least two stems such that the unpaired bases in a loop of a stem pair
with bases outside the stem to form a new stem. Pseudoknots are more complex to predict
compared to the other components, that is why many studies exclude its presence in the
structure.

Fig. 1. Components of RNA secondary structure.

Fig. 2. A simple H-type pseudoknot.

2 Secondary Structure Prediction Approaches

RNA secondary structure prediction is a significant domain of research for many
researchers. The prediction of the secondary structure represents an important step to
solve many problematics related with the physical structure determination, such as the
determination of the three dimensional structure and the interpretation of the biochem‐
ical abilities of the molecules.

In this section we will shed the light on the most popular approaches used to predict
RNA secondary structure, we will start by Dynamic Programming approach (DPA), Soft
Computing approach (SCA), Comparative approach (CA), and Grammatical approach
(GA).
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2.1 Dynamic Programming Approach (DPA)

DPA is based on the principle of dividing a complex problem into several subproblems,
combining between this idea and the free energy minimization principle, various algo‐
rithms have been proposed to predict the RNA secondary structure. According to the
free energy minimization principle, the secondary structure of an RNA sequence can be
the most stable structure that has the lowest free energy.

The most basic DP algorithms provide simple secondary structure without including
pseudoknots forms, as is augmented both time and space complexities. Among these
algorithms, we can mention [2, 3].

Nussinov et al. [2] propose the first algorithm to predict RNA secondary structure
based on the principle of the free energy minimization. In this algorithm the free energy
is minimized when the number of base pairs is maximized. This algorithm takes O(n3)
in time complexity. Later Zuker [3] proposes a famous algorithm to predict RNA secon‐
dary structure without pseudoknots called Mfold. This program predicts the secondary
structure by minimizing the free energy according to the thermodynamic model
proposed by Tinoco in [4].

There are other algorithms was developed specifically to predict pseudoknotted RNA
secondary structure [5, 6].

In [5] Rivas and Eddy propose an algorithm able to generate secondary structure
containing pseudoknot by the minimization of the free energy. This algorithm has a
polynomial complexity O(L6) which in practice makes it difficult to use. Dirks and Pierce
[6] develop an algorithm to predict RNA secondary structure but it restricted to only the
simple type of pseudoknots which is H-type pseudoknot.

2.2 Soft Computing (SC)

Soft Computing (SC) is a group of methodologies that can work together or alone, to
solve many real-life problems. SC methodologies exploit the tolerance of imprecision,
uncertainty, approximate reasoning, and partial truth to give the optimal and the low
solution cost [7].

Among the most used SC techniques to predict the RNA secondary structure there
are Evolutionary Computation (i.e., Genetic algorithms), and Artificial Neural Networks
(ANN).

Genetic algorithms (GAs). GAs are adaptive and powerful tools based on the principles
of selection and evolution. GAs used to provide many solutions to a given problem [8].

GAs can be the preferable choice to handle various real-life problems when the
search space is very large and complex, which make the conventional search methods
useless.

To use GAs some operators should be defined such as selection, crossover, and muta‐
tion. And a fitness function to evaluate the quality of each solution. Predicting secondary
structure using GAs is proposed in many works, among them, there are [9–12].

Based on the free energy minimization principle and the RNA folding pathways Van
Batenburg et al. [9] present a GA for RNA secondary structure prediction. This algorithm
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starts by generating a list of possible stems, and then it creates the population by
combining between the stems. Each element of the population is formulated by using
the numbers 0 or 1. The crossover and the mutation are used as operators, and two types
of fitness criterion have been used, the sum of stem length and the sum of stem stacking
energies. Concerning the algorithm proposed by Wiese et al. [10], it generates all poten‐
tial helices from the RNA sequence using a helix generation algorithm. Each helix is
marked with a number ranging from 0 to n−1 where n is the number of all potential
helices. The individuals of the population are presented by a combination of these
numbers. The selection, the crossover, and the mutation are then applied to the solutions
in an elitist model framework. Finally, the solutions with minimized free energy are
accepted as possible solutions. Tong et al. [11] propose an algorithm called GAknot
based on GA to predict RNA secondary structure including pseudoknots. GAknot starts
by generating a set of helices, and then it creates each individual of the initial population
by combining between these helices. GAknot uses three operators, crossover, replace‐
ment, and addition to provide an optimal solution. Finally, Shapiro and Navetta [12]
develop another GA based on free energy minimization principle. The first step of this
algorithm aims to generate a pool of stems, where each stem is presented as 4-tuple
(start, stop, size, energy). Each individual of the population is created by selecting one
stem and then adding stems to create a possible structure. The mutation and the crossover
will be applied on each individual.

Artificial Neural Networks (ANNs). ANN is an information processing system consists
of a high number of highly interconnected processing elements “neurons”, functioning
collectively to handle a particular problem. ANNs aim to treat artificial intelligence
problems by acquiring knowledge through learning, also its have other employments
such as the classification, the clustering and the prediction. ANN has been used to predict
RNA secondary structure in some works such as [13, 14].

In [13], a Hopfield Neural Network (HNN) based parallel algorithm is presented for
predicting RNA secondary structure. In this method the HNN is used to find the near-
maximum independent set of an adjacent graph made of RNA base pairs, and then it
computes the stable secondary structure of RNA. Koessler et al. [14] build a predictive
model for RNA secondary structure using a graph-theoretic tree representation. They
model the bonding of two RNA secondary structures to form a general secondary struc‐
ture by a tree graph. This operation called merge. The resulting data from each merge
operation is represented by a vector that will be used as input values for the neural
network.

2.3 Comparative Approach (CA)

Since there is a close relationship between structure and function, it is therefore assumed
that the sequences with same functions should have the same structures. The compara‐
tive approach research in the sequences homologous regions whose structure is retained.
The CA is used when there is an alignment composed of sequences with the same func‐
tion but of different species. The CA is considered more significant than the dynamic
approach that uses the thermodynamic principle.
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The first efficient algorithm using this approach was developed by Han and Kim [15].
This algorithm takes a set of aligned sequences, for which it performs the phylogenetic
comparison, and searches for a certain number of most plausible common secondary
structures. This algorithm consists of two main steps, the first step is to analyze the
phylogenetic comparison, and the second step aims to select the optimal secondary
structures.

Recently there are many other algorithms based on this approach, among them, we
can mention [16–18].

DAFS [16] is used for aligning and folding RNA sequences. This algorithm calcu‐
lates a pair-wise structural alignment. For a given unaligned two sequences DFAS uses
two steps to predict the RNA secondary structure. The first step aims to compute two
base-pairing probability matrices and an alignment-matching probability matrix. The
second step serves to solve the integer programming (IP) problem of simultaneously
aligning, and to fold the given sequences by dual decomposition to maximize the
expected accuracy of the prediction. Turbofold [17] is an algorithm used to predict RNA
secondary structure by estimates the base pairing probabilities. It takes as input a set of
homologous RNA sequences, and then the base pairing probabilities for a sequence are
estimated by combining intrinsic information, obtained from the sequence itself through
the nearest neighbor thermodynamic model, with extrinsic information, obtained from
the other sequences in the input set. Another algorithm based on CA to predict RNA
secondary structure is RNA Sampler [18]. RNA Sampler is an iterative sampling algo‐
rithm that predicts RNA secondary structures in multiple unaligned sequences. It deter‐
minate the common structure between two sequences by probabilistically sampling
aligned stems based on stem conservation calculated from intrasequence base pairing
probabilities and intersequence base alignment probabilities.

2.4 Grammatical Approach (GRA)

In GRA, RNA secondary structure prediction is considered as a parsing problem [19].
The analysis of stochastic grammars is one of the most used techniques to analyze the
information in bioinformatics. The principle of this technique return to the formal
grammar that was developed as a model to analyze natural languages.

In the last few years, a significant care is given to context-free grammar (CFG) to
predict the RNA structure, which took O(n3) time where n is the length of the input
sequence. As extension of the CFG many methods have been developed to predict the
RNA secondary structure with pseudoknots such as Scholastic Context Free Grammar
(SCFG) [20–22], and Scholastic Multiple Context Free Grammar (SMCFG) [23].
SCFGs were used effectively to RNA secondary structure prediction in the early 90s,
and it were used in combination with comparative methods in the late 90s [24]. Generally
SCFG can be comparable to dynamic method on his generative power [19]. In the first
works of predicting RNA secondary structure using GRA, Two sub-class of tree
adjoining grammar (TAG) have been defined. The first is the simple linear tags (SL-
TAG) and the second is the extended simple linear tags (ELS-TAG). SL-TAG cannot
be used to predict RNA secondary structure with pseudoknots because of its limited
representative power, while, ELS-TAG can define a pseudoknot structure grammatically
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[19]. Among the most popular methods using SCFGs, there is the Pfold algorithm [25].
It is developed to create an evolutionary tree and a secondary structure from an aligned
set of RNA sequences. There are other methods which predict the secondary structure
from aligned RNA sequences like Turbofold [17], RNAalifold [26].

As improvement of Pfold algorithm, Sükösd et al. present PPfold algorithm [27]. It
is a multithreaded version of Pfold, which is capable to predict the structure of large
RNA alignment accurately on practical timescales. In [20] Garca describes a novel
algorithm, based on pattern matching techniques, that uses a sequential approximation
strategy to solve the original problem. This algorithm reduces the complexity to O(n2

log(n)), also it widens the maximum length of the sequence, as well as the capacity of
analyzing several pseudoknots simultaneously.

Table 1 contains various methods developed to predict RNA secondary structure.

Table 1. Methods used in the RNA secondary structure prediction.

Method/Re Year Type Input
[28] 2012 Comparative approach K sequences
TurboKnot [29] 2012 Comparative approach K sequences
IPknot [30] 2011 Soft Computing approach Single RNA sequence
CyloFold [31] 2010 Soft Computing approach Single RNA sequence
TT2NE [32] 2010 Soft Computing approach Single RNA sequence
Tfold [33] 2010 Comparative approach K sequences
[34] 2009 Soft Computing approach Single RNA sequence
UNAFOLD [35] 2008 Dynamic approach Single RNA sequence
PETFOLD [36] 2008 Comparative, Grammatical approaches Multiple alignment
Pcluster [37] 2007 Comparative, Grammatical approaches Multiple alignment
SimulFold [38] 2007 Comparative approach K sequences
[39] 2007 Soft Computing approach Single RNA sequence
[40] 2006 Soft Computing approach Single RNA sequence
[41] 2006 Dynamic approach Single RNA sequence
[42] 2006 Dynamic approach Single RNA sequence
[43] 2004 Dynamic approach Single RNA sequence
[44] 2004 Dynamic approach Single RNA sequence
Vienna server [45] 2003 Dynamic approach Single RNA sequence

3 Conclusion and Future Work

In this paper we have review the most used approaches to predict the RNA secondary
structure, and also we have given several algorithms proposed to handle this problem.
As future work we propose an idea of a new method for predicting RNA secondary
structure including pseudoknots. The proposed method combines between two main
techniques, genetic algorithm and GRASP method [46].
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GA was already discussed in the previous section. Concerning the GRASP method,
it was introduced by Feo and Resende [46]. GRASP combines the ad vantages of greedy
heuristics, random search, and neighborhood methods.

This algorithm repeats a process consisting of two phases, the first is the construction
phase and the second is the local search phase.

During the construction phase a list of feasible solutions is iteratively constructed.
This list contains the best solutions, which are selected using a greedy function (F).

The local search phase comes in the wake of the construction phase, it aims to
improve the solution obtained from the first phase by launching a local search to find
the local optimum solution. Figure 3 represents a pseudo code of the proposed method.

Fig. 3. Pseudo code of the proposed method.
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Abstract. Recently, as the environmentally-friendly commuting, the public
bicycle system is vigorously promoted by the government. The traditional
dispatching manage is based on tree structure. The monitoring and dispatching
manage center implements the bicycle scheduling by monitoring each public
bicycle station’s online available bicycle number. The borrowing and returning
bicycle behavior is a dynamically random process. The communication between
each public bicycle station engages the self-organization dispatch. This paper
proposed a game theoretical based self-organization dispatching mechanism
(GTSD). The main idea of GTSD is to put forward an analysis and resolve
proposal in Station Scheduling with a analogous network ad-hoc thought. It
periodically record station’s online available bicycle number. Then GTSD
directional send MSH-DSCH message to make path selection. GTSD sets a
repeated game model to assess the advantage and disadvantage of path selection
to optimize relaying strategy.

Keywords: Self-organization � Public bicycle station � IEEE802.16
Mesh networks � Game theoretical � Scheduling mechanism

1 Introduction

In recent time, the increase of private cars has brought more and more serious air
pollution and traffic jams in our city, especially in the rush hour. It is necessary to promote
the green travel at present. As an environmentally-friendly public transportation the
public bicycle system draws attention to public concern. It is vigorously promoted by the
government. Green travel as the theme to ride a bike in the form of more people con-
cerned about the low carbon travel, and actively promote the choice of a healthy
low-carbon way to travel. The monitoring and dispatching manage center is responsible
for the public bicycle scheduling between each bicycle station, while the traditional
dispatching manage is based on a analogous tree structure scheduling mechanism
(Fig. 1). Each bicycle station establishes communication to the dispatching manage
center without mutual communication between each bicycle station. The monitoring and
dispatching manage center implements the bicycle scheduling by monitoring every
public bicycle station’s online available bicycle number. While, the online available
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bicycle number is dynamic, cause the borrowing and returning bicycle behavior is a
dynamically random process. The centralized manual scheduling is inefficient. So we
proposed a game theoretical based self-organization dispatching mechanism (GTSD). It
emphasizes the self-organization dispatch based on the distributed communication
between each public bicycle station with application of the mobile Internet technique
(Fig. 2). We improve the routing method in IEEE802.16 Mesh Networks [1–4] to
enhancement the communication efficiency. We abstract the communication between
each bicycle station to the mobile internet network routing project research.

We abstract the communication between each bicycle station to the mobile internet
network routing project research. As a emerging technology the WMN based on
IEEE802.16 protocol has many researching space.

It is necessary to work out an appropriate routing protocol suiting for WMN.
Relative representative thought is OLSR proposed by Yang etc. in document [5].
Document [6] figured out the low mobility network nodes bear low delay. Document
[7] proposed to bring SINR being the routing metric. Document [8] worked out a
routing protocol according to node’s reputation. Document [9] mainly consider with
path quality. This paper proposed a game theoretical based self-organization dis-
patching mechanism (GTSD). The main idea of GTSD is to put forward an analysis
and resolve proposal in Station Scheduling with a analogous network ad-hoc thought. It
periodically record station’s online available bicycle number and forecast mainstream
type next period.

The structure is: Sect. 2, introducing distributed coordinate scheduling in
IEEE802.16 Mesh networks; Sect. 3, proposing A Game Theoretical Based Self-
Organization Dispatching Mechanism (GTSD); making a conclusion in Sect. 4.

Fig. 2. Mesh self-organization
dispatching

Fig. 1. Tree structure scheduling mechanism
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2 Distributed Coordinate Scheduling

2.1 The Frame Structure in Mesh Network

In TDMA mode, each time frame with fixed duration consists of a data sub-frame and a
control sub-frame illustrated in Fig. 1. The data sub-frame with fixed number data
min-slot up to 256 (hereafter slots) is an opportunity to transmit data. In the scheduling
mod slots are regard as link bandwidth resources. Scheduling control sub-frame, net-
work control sub-frame compose the control sub-frame. It negotiates bandwidth by
broadcasting MSH-DSCH messages among neighbor nodes by a three handshakes
procedure, during the scheduling control sub-frame. MSH-DSCH contains information
elements(IEs): GrantIE(direction = 0), GrantIE(direction = 1), RequestIE (Fig. 3).

2.2 Coordinate Scheduling

In a collision-free style, nodes negotiate to allocate channel resources by distributed
exchanging the scheduling message hop-by-hop. The requesting node A which wanting
some slots to transmit data. Node A broadcasts MSH-DSCH with RequestIE to its
neighbors (node B, node C, node D, node E) making a reservation of some slots,
illustrated in Fig. 2. One of node A’s neighbor (node B, node C, node D, node E) return
MSH-DSCH with GrantIE(direction = 1), according to itself available free slots
number. Finally, node A sends back GrantIE(direction = 0) to confirm the slots
reservation. The next hop is randomly chosen in the distributed coordinate scheduling
mode (Fig. 4).

256mini_slot

RequestIE

A B

GrantIE(direction=1)

GrantIE(direction=0)

min_slotx

control
sub-frame

data sub-
frame

Time
network
sub-frame

scheduling
sub-frame

1 RequestIE
2 GrantIE(direction=1)
3 GrantIE(direction=0)

......control
sub-frame

data sub-
frame

Fig. 3. Frame structure in Mesh
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3 Game Theoretical Based Self-organization Dispatching
Mechanism (GTSD)

In the Sect. 3, we proposed a Game Theoretical Based Self-Organization Dispatching
Mechanism (GTSD). The nodes mentioned in Sect. 2 refer to the bicycle station in real
scenario. We abstract the communication between each bicycle station to the mobile
internet network routing project research. GTSD also improves the routing commu-
nication efficiency by excavating the rule in random routing process.

3.1 Self-organization Dispatching

Node’s buffer queue runs in queuing model with single sever with rule being FCFS.
We put forward such assumption on the businesses arriving characteristics:

(1) Non-aftereffect: business arriving with a mutual independence way in overlap
time interval.

(2) Stability: for minimal Dt, during time interval [t, t + Δt] no correlation between
business’s arriving and t value.

(3) Generalization: for minimal Dt, two or more businesses arriving probability is
infinitesimal.

Also we assume the mean value of time scale span business arriving the queue to be
a constant. The random process can be viewed as a Poisson process with k density.

GRSD making statistics businesses every T, we can calculate some kind of busi-
ness’s arrival rate:

rðkÞ ¼ ð1 � drÞ � Num
T

þ dr � rðk � 1Þ ð1Þ

Where, dr ¼ e�
T
l, k represents statistics time; µ is control parameter. Num means

arrival numbers business, which represents the communication between each bicycle
station.
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Fig. 4. The broadcast of MSH-DSCH
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GRSD making prediction on probability of business in next period:

PNum ¼ rðkÞNum

Num!
e�rðkÞ ð2Þ

GRSD bring in weighted smoothing disposal to preventing data bursting:

PNumðiÞ ¼ f � PNumði�1Þ þ ð1 � fÞ � PNumðiÞ ð3Þ

Based on historical experience where f is set 0.3.
The source node should choose relative vacant node to be next hop. As the ref-

erence in document [4], it introduces node’s vacant degree. GRSD proposes SCi to
reflect node ni’s vacant degree:

Definition 1 SCi : SCi ¼ rðkÞi

RcvR2
i

ð4Þ

Where RcvRi represents business’s receiving speed of node. The sampling period is
T as same as the sampling value before, which is set to be 6 s in the simulation
experiment; r(k)i represents business’s sending speed of node. Receiving is the premise
of sending, for this dominance, RcvRi has a higher order than r(k)i [4]. The node with a
large value of SCi will be more vacant and more reliability. It will get more trans-
portation QoS guarantee when these nodes chosen to be next hop.

Every node broadcasts its identity {Identity|Identity = RTer, nRter}, probability of
mainstream type of arriving business {Pw|Pw = PRT, PnRT}, vacant degree SCi to its
neighbor. GTSD requires nodes to choose nRTers from its neighbor nodes {nRTer1,
nRTer2, …, nRTerq}, then sends MSH-DCSH to node (from {nRTer1, nRTer2, …,
nRTerq}) with a biggest SCi. If two nodes accomplish the three handshakes procedure,
the data will be transmitted during the slots they reserved in the three handshakes.

If there is only RTer in node’s neighbor nodes {RTer1, RTer2, …, RTerq}, then it
sends MSH-DCSH to node (from {RTer1, RTer2, …, RTerq}) with lowest probability of
mainstream type of arriving business to guarantee RT businesses’ QoS.

Nodes make path election independently by exchanging scheduling information,
the next hop selection strategy showed as Fig. 5.

3.2 Cooperation-Oriented Repeated Game Model

We draw on document [12]’s repeated game research model. We also abstract bicycle
station to network node, applying mathematical statistics in routing mechanism.
According to the basic cognition before, the three handshakes procedure will be pro-
moted depending on the chosen node feeding back MSH-DSCH or not, when source
node send MSH-DSCH to one neighbor node (hereafter chosen node). The wireless
channel resource is constrained. If the chosen node respond to source node’s request,
choosing to feed back MSH-DSCH (GrantIE), then it would unavoidable consume slots
resources, energy. The possible congestion and delay obviously degrades status of
chosen node in “Mesh election”. It would consume more time resources (slots) to relay

A Game Theoretical Based Self-organization Dispatching Mechanism 393



other node’s data, when it could have transmitted own data. We contract the behavior
that the neighbor node evaluates the positive and negative to decide whether respond to
source node’s request, when receiving the RequestIE to a game action.

GTSD proposed a cooperation-oriented repeated game model G(n, S, U).

(1) There existing n(i = 1, 2, …, n) node for each single game.
(2) For every gamer node, there existing two strategies (si = {ZF, IG}); Si = si(s1, s2,

…, sn). Where the ZF meaning respondence probability sZF; the IG meaning
denying probability 1 − sZF.

(3) For each strategy, the benefit ui, Ui = ui(u1, u2, …, un) for each game.

Bicycle station exchange own running conditions information and previous dis-
patch results. In the research model, gamer nodes knowing each others’ profit function,
strategy space. Each game runs in a asynchronously way. We define PRi to value
node’s competitiveness:

Definition 2 PRi : PRi ¼ Sdn þ Sdb

fFdur
ð5Þ

Where fFdur represents the mean maximum continuous time slot length. The Sdn

represents answer slots numbers in fFdur, value the probability to respond quest. The
Sdb means rejection slots numbers in fFdur, value the probability to refuse request.

Select next hop
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Fig. 5. Next hop selection strategy
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In the “Mesh election”, node with higher PRi would win out, so it could utilize
more time source (slots) to transmit own data. GTST proposed a rule to increase PRi

aiming at encouraging more node respond for request actively:

uci ¼ bPR � 256d e ð6Þ

Where, uc means node’s benefit when respond to request thus choosing to cooperate.
The bPRv presents corresponding cooperation PR reward income. Slot sums to 256.

GTSD adjusts exp value (thus Transmission collision avoidance index) to punish
refusing cooperation node, according to document [11]’s demonstration about the
influence of exp on efficiency of three handshakes.

urfi ¼ aw � j exp� j ð7Þ

Where, urfi presents benefit of refusing cooperation node. The |exp*| means jitter of
exp. The ɑw presents jitter exp value.

ui ¼ ðuci � uwtÞ � sZF � urfi � ð1 � sZFÞ ð8Þ

Where ui means node’s exception profit function, uwt presents node’s communi-
cation QoS wastage when cooperation. We adopt document [15] to obtain the optimal
solution of profit function’s “Nash Equilibrium”:

siðtþ 1Þ ¼ siðtÞþ hi � siðtÞ � @uiðsÞ
@siðtÞ ð9Þ

Where si(t) means presents node i’s strategy for each game. The hi means speed’s
convergence parameter. For “Nash equilibrium”, the adaptive dynamic distributed
algorithm would save more resources than centralized algorithm of. It would automatic
iterate node’s game strategy si(t) based on historical information.

Uiðs�1; s�2; . . .; s�i Þ ð10Þ

GTSD will bring extra wastage, while in wireless mesh networks, the routing node
tending to be static state equipments. These nodes do not be subject to power dissi-
pation, so the extra wastage would be acceptable.

4 Conclusion

The announcement on that Mobile Internet-based bicycle station state and communi-
cation technologies are applied to the bicycle station dispatching information service is
one of the important means to promote scheduling efficiency and will also greatly
facilitate public travel. We proposed a repeated game research model GTSD and
abstract bicycle station to network node with improving mathematical statistics in
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routing mechanism. GTSD also improves the routing communication efficiency by
excavating the rule in random routing process.
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Abstract. In this paper, we are proposing a new approach to build an Amazigh
automated speech recognition system using Amazigh environment. This system
is based on the open source CMU Sphinx-4, from the Carnegie Mellon
University. CMU Sphinx is a large-vocabulary; speaker-independent, continu-
ous speech recognition system based on discrete Hidden Markov Models
(HMMs).

Keywords: Speech recognition � Amazigh language � HMMs
CMUSphinx-4 � Artificial intelligence

1 Introduction

Automatic speech recognition is a computer technique with the objective of tran-
scribing a signal from speech into text. It is an area that is still emerging, and attracting
the attention of the public as well as many researchers, and opens up the future.
Towards a new man-machine generation. This importance is explained by the privi-
leged position of speech as a vector of human information. The realization of a RAP
system requires the contribution of several research domains: signal processing,
mathematical models, algorithms, etc. [1–17].

A remarkable change in the state of the art makes the systems increasingly efficient
with sufficient performance to be used in (many applications) many domains: Assis-
tance to the autonomous life of people, Vocal control (in industry, medicine, aviation,
toys, space), language learning and translation, indexing of large audiovisual databases,
deep learning, etc. [1].

However, the speech signal is one of the most complex signals to characterize,
which makes the task of a RAP system difficult. This complexity of the speech signal
originates from the combination of several factors, the redundancy of the acoustic
signal, the great inter and intra-speaker variability, the effects of the continuous speech
coarticulation and the recording conditions. To overcome these difficulties, many
mathematical methods and models have been developed, including dynamic compar-
ison, neural networks [21], Vector Vector Machine SVM, stochastic Markov models
and in particular The Hidden Markov Models HMM, which have become the perfect
solution to the problems of automatic speech recognition.
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Given the importance of ASR, several free software has been developed, Among
the most famous: HTK [2] and CMU Sphinx [3], JULIUS, KALDI [4]. In this research
work, we propose a novel approach to build an Amazigh automated speech recognition
system, based on CMU Sphinx-4 which is based on Hidden Markov Models (HMMs).
It is a flexible, modular and pluggable framework to help foster new innovations in the
core research of HMM recognition systems. CMU Sphinx is used in this research work
because of its high degree of flexibility and modularity [4].

The paper is organized as follows. Section 2 present the principle and the theory of
speech recognition, Sect. 3 present in brief a description of the Amazigh language,
Sect. 4 gives details about the steps to build the Amazigh Speech Recognition System,
and the experimental results with The performance evaluation of the system is based on
the Word error rate (WER). Finally, the conclusion is summarized in Sect. 5 with
future work.

2 Related Works

This section presents some of the reported works available in the literature that are
similar to the presented work. some of the works providing ASR system for others
languages are (Kumar, K. (2012), Abushariah, M.A.A.M. (2012)).

El Ghazi et al. [7] have presented a system for automatic speech recognition on the
Amazigh. used the hidden Markov model to model the phonetic units corresponding to
words taken from the training base. The results obtained are very encouraging given the
size of the training set and the number of people taken to the registration. To
demonstrate the flexibility of the hidden Markov model we conducted a comparison of
results obtained by the latter and dynamic programming.

Satori et al. [2–14] have developed of a speaker-independent continuous automatic
Amazigh speech recognition system. The designed system is based on the Carnegie
Mellon University Sphinx tools. In the training and testing phase an in house
Amazigh_Alphadigits corpus was used. This corpus was collected in the framework of
this work and consists of speech and their transcription of 60 Berber Moroccan
speakers (30 males and 30 females) native of Tarifit Berber. The system obtained best
performance of 92.89% when trained using 16 Gaussian Mixture models.

Kumar and Aggarwal [15], have built a connected-words speech recognition sys-
tem for Hindi language. The system has been developed using hidden Markov model
toolkit (HTK) that uses hidden Markov models (HMMs) for recognition.

Abushariah et al. [16] have proposed an efficient and effective framework for the
design and development of a speaker-independent continuous automatic Arabic speech
recognition system based on a phonetically rich and balanced speech corpus. The
speech corpus contains a total of 415 sentences recorded by 40 (20 male and 20 female)
Arabic native speakers from 11 different Arab countries representing the three major
regions (Levant, Gulf, and Africa) in the Arab world. The proposed Arabic speech
recognition system is based on the Carnegie Mellon University (CMU) Sphinx tools,
and the Cambridge HTK tools were also used at some testing stages. The speech engine
uses 3-emitting state Hidden Markov Models (HMM) for tri-phone based acoustic
models. Based on experimental analysis of about 7 h of training speech data, the
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acoustic model is best using continuous observation’s probability model of 16 Gaus-
sian mixture distributions and the state distributions were tied to 500 senones. The
language model contains both bi-grams and tri-grams. For similar speakers but different
sentences, the system obtained a word recognition accuracy of 92.67% and 93.88% and
a Word Error Rate (WER) of 11.27% and 10.07% with and without diacritical marks
respectively. For different speakers with similar sentences, the system obtained a word
recognition accuracy of 95.92% and 96.29% and a WER of 5.78% and 5.45% with and
without diacritical marks respectively. Whereas different speakers and different sen-
tences, the system obtained a word recognition accuracy of 89.08% and 90.23% and a
WER of 15.59% and 14.44% with and without diacritical marks respectively.

Al-Qatab and Ainon [20] implemented an Arabic automatic speech recognition
engine using HTK. The engine recognized both continuous speech as well as isolated
words. The developed system used an Arabic dictionary built manually by the
speech-sounds of 13 speakers and it used vocabulary of 33 words.

3 Amazigh Language

3.1 History

The Amazigh languages are a group of very closely related and similar languages and
dialects spoken in Morocco, Algeria, Tunisia, Libya, and the Egyptian area of Siwa, as
well as by large Amazigh communities in parts of Niger and Mali. In c, for example,
Amazigh is divided into three regional varieties, with tariffs in the North, Tamazigh in
Central and Southeast Morocco, and Tachelhite in the South-West and the High Atlas.
Because of the problems of reliable language census, it is difficult to assess the exact
number of speakers of Berber languages for each country [6] (Table 1).

This language have had a written tradition, on and off, for over 2000 years,
although the tradition has been frequently disrupted by various invasions. It was first
written in the Tifinagh alphabet, still used by the Tuareg, the oldest dated inscription is

Table 1. Number of Amazigh speakers by country

Pays Appellation Variétés linguistiques Populations
(millions)

Morocco Amazigh tachelhit, tamazight, tarifit, ghomara 15–20
(millions)

Algéria Kabyle kabyle, chaouia, tamazight, hassaniyya,
tumzabt, taznatit

12–15
(millions)

Tunisia Amazigh chaouia, nafusi, sened, ghadamès 100 000
Libya Tamacheq nafusi, tamahaq, ghadamès, sawknah,

awjilah
220 000 (env.)

Niger Amazigh tamajaq, tayart, touareg 720 000
Mauritanie Zenaga zenaga 200
Mali Tamajeq-kida tamajaq, tamasheq 440000 (env.)
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from about 200 BC. Later, between about 1000 AD and 1500 AD, it was written in the
Arabic alphabet. Since the 20th century, it has often been written in the Latin alphabet,
especially among the Kabylians.

3.2 Tifinagh

A modernized form of the Tifinagh alphabet was made official in Morocco in 2003, and
a similar one is sparsely used Algeria. The Amazigh Latin alphabet is preferred by
Moroccan Amazigh writers and is still predominant in Algeria (although unofficially).
Mali and Niger recognized the Amazigh Latin alphabet and customized it to the Tuareg
phonological system. Although, Tifinagh is still used in parts of Mali and Niger. Both
Tifinagh and Latin scripts are increasingly being used in Morocco and parts of Algeria,
while the Arabic script has been abandoned by Amazigh writers [7].

Only the IRCAM defined a precise order described by the expression below (a < b,
means that a is sorted before b) (Table 2):

3.3 Phonetics

The graphic system of the standard amazighe proposed by the IRCAM comprises:

• 27 consonants of: labels ( ), dental ( ).
• the alveolar .
• 2 semi-consonants: .
• vowels: the full ones ( ), neutral ( ).

4 Automatic Speech Recognition

Given a speech signal, current automatic speech recognition systems are based on a
statistical approach [8], a formalization proposal, a theory of information theory.

Fundamentally, the problem of speech recognition can be stated as follows. From
acoustic observations X, the system looks for the sequence of words W * maximizing
the following equation:

W� ¼ argwmax P WjXð Þ ð1Þ

After applying the Bayes theorem, this equation becomes:

W� ¼ argw max
P XjWð ÞP Wð Þ

P Xð Þ ð2Þ

P (X) is considered constant and removed from Eq. 2.

W� ¼ argwmax P XjWð ÞP Wð Þ ð3Þ
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Table 2. Official Table of the Tifinaghe alphabet as recommended by l’RCAM
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Where the term P (W) is estimated via the language model and P (X | W) corre-
sponds to the probability given by the acoustic models. This type of approach makes it
possible to integrate, in the same decision-making process, acoustic and linguistic
information (Fig. 1).

4.1 Acoustic Analysis of the Signal of Speech

The relevant acoustic information of the speech signal is mainly in the bandwidth
[50 Hz–8 kHz]. A signal parametrization system, also known as acoustic
pre-processing, is required for signal shaping and calculation of coefficients. This step
must be done carefully, as it contributes directly to the performance of the system.

The acoustic analysis is divided into three stages, an analog filtering, an
analog/digital conversion and a calculation of coefficients.

4.2 Hidden Markov Model

The acoustic model is used to model the statistics of speech features for each speech
unit such as a phone or a word. The Hidden Markov Model (HMM) is the de facto
standard used in the state-of-the-art acoustic models. It is a powerful statistical method
to model the observed data in a discrete-time series. An HMM is a structure formed by
a group of states connected by transitions. Each transition is specified by its transition
probability. The word hidden in HMMs is used to indicate that the assumed state
sequence generating the output symbols is unknown. In speech recognition, state
transitions are usually constrained to be from left to right or self repetition [9], called
the left-to-right model as shown in Fig. 2.

Speech 
Input

Language
Model

DictionaryAcoustic
Model

Decoder

Feature Extraction

Text
Ouput

P(X|W)

P(W)

W*

Fig. 1. Setups involved in ASR system.
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Each state of the HMM is usually represented by a Gaussian Mixture Model
(GMM) to model the distribution of feature vectors for the given state. A GMM is a
weighted sum of M component Gaussian densities and is described by Eq. (4).

PðxjkÞ ¼
XM

m¼1
wi g xjli;

X
i

� �
ð4Þ

5 CMU Sphinx

CMU Sphinx is a set of speech recognition development libraries and tools that can be
linked in to speech-enable applications [10]. They have a number of packages for
different tasks and applications:

• Pocketsphinx: Lightweight library of written recognition in C.
• Sphinxbase: support for libraries required by Pocketsphinx.
• Sphinx4: decoder for voice recognition search written in Java.
• CMUclmtk: Language model tools.
• Sphinxtrain: Acoustic model drive tool.
• Sphinx3: decoder for voice recognition search written in C.

5.1 Sphinx Train

SphinxTrain [10] Is the tool created by CMU for the development of acoustic models.
It is a set of programs and documentation for realizing and constructing acoustic
models for any language. SphinxTrain tool and which requires the installation of the
libraries:

• ActivePerl: The tool to edit scripts for SphinxTrain and allows to work in a
Unix-like.

• Microsoft Visual Studio: To compile sources In C to produce the Executables.

5.2 Architecture

The high level architecture for sphinx4 is relatively straightforward. As shown in the
following Fig. 3, the architecture consists of the front end, the decoder, a knowledge
base, and the application [4].

Front end: is responsible for gathering, annotating, and processing the input data. In
addition, the front end extracts features from the input data to be read by the decoder.

A B Y

Fig. 2. A left-to-right HMM model with three true states.
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The annotations provided by the front end include the beginning and ending of a data
segment. Operations performed by the front end include preemphasis, noise cancel-
lation, automatic gain control, end pointing, Fourier analysis, Mel spectrum filtering,
cepstral extraction, etc.

Knowledge base: provides the information in the decoder needs to do its job. This
information includes the acoustic model and the language model. The knowledge base
can also receive feedback from the decoder, permitting the knowledge base to
dynamically modify itself based upon successive search results. The modifications can
include switching acoustic and/or language models as well as updating parameters such
as mean and variance transformations for the acoustic models.

Decoder performs: the bulk of the work. It reads features from the front end, couples
this with data from the knowledge base and feedback from the application, and per-
forms a search to determine the most likely sequences of words that could be repre-
sented by a series of features. The term “search space” is used to describe the most
likely sequences of words, and is dynamically updated by the decoder during the
decoding process.

Application: may also receive events from the decoder while the decoder is working
on a search. These events allow the application to monitor the decoding progress, but
also allow the application to affect the decoding process before the decoding completes.
Furthermore, the application can also update the knowledge base at any time.

6 Experiments and Results

This section describes our experience in creating and developing an ASR for the
Amazigh language. The formation of the acoustic model is done by the SphinxTrain
[4–8].

Fig. 3. Setups involved in ASR system.
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6.1 Corpus

Developing an ASR in a new language like the Amazigh language requires gathering a
large amount of corpus viewing the statistical nature of models (HMMs) generalized in
automatic speech recognition. So, it is a very tedious task if no corpus exists, Since we
must then collect the necessary resources ourselves: speech signal, lexicon, textual
corpus, etc. The corpus consists of the Alphabet (33 letters) Amazigh. 9 of Moroccan
speakers, are invited to pronounce the letters ten times. The corpus comprises ten
repetitions by each speaker of the same letter. Thus, the corpus consists of 2970 audio
files (33 letters � 10 repetitions � 9 lecturers). The test database contains 330 audio
files [4–11] (Table 3).

6.2 Dictionary

In a file extension dic, the correspondence it will be specified between the words of the
file of transcription and the phonemes used in the file extension phone. The tran-
scription using the Latin scriptes (Figs. 4 and 5).

Table 3. Recording parameter used for the Preparation of the corpus.

Parameter Value

Total number of audio files 297O
Corpus 33 letters Amazigh
Sampling 16 kHz, 16 bits
Wave format Mono, wav

YA    Y A
YAB   Y A B
YAG   Y A G
YAGW  Y A GW
YAD   Y A D
YADD  Y A DD
YEY   Y E Y
YEF   Y E F
YAK   Y A K
YAKW  Y A KW
YAH   Y A H
YAHH  Y A HH
YAA   YA A
YAKH  Y A KH

Fig. 4. Extract of the file tiftotal.dic in tiftotal application.
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6.3 Language Model

Language model (language model or grammar Model) is a model that defines the use of
words in An application. Each word in the model of Must be in the pronunciation
dictionary

There are several types of models that describe language to recognize keyword
lists, grammars and statistical language models, phonetic statistical language models.
The choice from a language model depends on the application [12] (Fig. 6).

6.4 Acoustic Model

In the context of Markovian ASR, the acoustic model is generally an HMM, typically a
three-state left-right HMM called Bakis, in a state associated with a phoneme. For
example, the acoustic model for the word YAB which transcribes the alphabet and
which contains the phonemes Y A B can be represented by the HMM of the Fig. 2.

Once we have a corpus, we can move on to the stage of creating the acoustic model.
It is a tiring and difficult step in view of the scarcity of relevant documentation. The
steps of creating an acoustic model, even If CMU Sphinx has a relatively large com-
munity [13].

SIL A B Y G D J GW YA DD E
F K KW H HH KH Q I L M N OU
R RR GH S SS CH T TT W Z ZZ

Fig. 5. Extract of the tiftotal.phone writes by using the scriptes Latin

Fig. 6. Setups to building language model ARPA n-gram format with CMUCLMTK.
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6.5 Results

A system for automatic recognition of As Sphinx 4 uses two dependent elements Of the
language: The acoustic model and the language model. In our application we carried
out the Modification of these two models as described in previously.

The sphinx 4 must be configured using a file Xml. Thus, the choice of algorithms,
the extraction and Comparison of feature vectors and other Important aspects for the
creation of a PCR system. Can be customized as required and Application.

The Word error rate [14] has become the standard measurement scheme to evaluate
the performance of voice recognition systems [12]. We have an original text and a
length recognition text of N words. From them, the words I have inserted. The word D
has been deleted and the word S has been replaced. The error rate of Word is:

WER ¼ IþDþ Sð Þ=N ð5Þ

WER is generally measured by a percentage.

Number of States by HMM
In order to test the effect of the number of states change by HMM on the quality of the
acoustic models the system was driven using the two configurations three or five states
by HMM knowing that the Sphinx-4 system accepts only these 2 Configurations. Both
models were then tested by the Word Error Rate, WER (Table 4).

These results show that the best results were recorded for HMM = 3.

Number of Gaussian Probability Distributions In order to test the effect of change
in the number of Gaussian probability distributions on the system performance, the
latter was trained and tested for different Gaussian values ranging from 1 to 256 for the
two cases of 3 and 5 states by HMM (Tables 5 and 6).

Table 4. Number of states by HMM.

Number of states by HMM WER

3 28.6
5 35.6

Table 5. Number of Gaussian probability distributions & HMM = 3.

Number of Gaussian WER

1 35.9
2 12
4 28
8 28.6

16 33.7
32 39.5
64 53.8

128 81.5
256 89.4
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The system obtained best the best results when trained using 2 Gaussian Mixture
models, and 3 number of states change by HMM (Fig. 7).

The presented work has been compared with the existing similar works. In paper El
Ghazi et al. [7] have presented a system for automatic speech recognition on the
Amazigh. used the hidden Markov model to model the phonetic units corresponding to
words taken from the training base. The corpus consists of the database size used for
this research work is 2000 words. The test database contains 330 audio files. However
the system is giving good performance 90%, but the design is speaker specific and uses
very smallvocabulary. In paper (Satori et al. [2–19]), they have proposed a spoken
Arabic recognition system, where Arabic alphabets were investigated to form the ten
Arabic digits (from zero to nine). The proposed system consists of two steps: - Mel
Frequency Cepstral Coefficients (MFCC) features extraction; - Classification and
recognition conducted by CMU Sphinx4 which is a speaker independent system based
on hidden Markov model. The mean performance results reached, when realizing three

Table 6. Number of Gaussian probability distributions & HMM = 5.

Number of Gaussian WER

1 36.8
2 33.4
4 32.2
8 35.6

16 38.9
32 42.2
64 52.6

128 63.8
256 80.8

0
10
20
30
40
50
60
70
80
90

100

1 2 4 8 16 32 64 128 256

WER

Number of gaussian

HMM=3

HMM=5

Fig. 7. Evolution of WER as a function of the number of Gaussian, in both cases 3 and 5 by
HMM.
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tests, were between 83.33% and 96.67%. Although the system performance is good,
the vocabulary size is small.

Our work joins the results of literature, System is highly efficient produces 88% of
accuracy. Vieu the vocabulary size is relatively small.

7 Conclusion

In this paper, the system of automatic speech recognition system for Amazigh language
was developed. This system is based on the open source CMU Sphinx-4, from the
Carnegie Mellon University. The important components of ASR system are feature
extraction, acoustic modeling, pronunciation and modeling using HMM. The database
size for this research work is 2970 words and produces 88% of accuracy.

The originality of our work lies in the fact of approaching the Amazigh language it
is considered among the first works treating this language using the Open Source CMU
Sphinx.

However, we consider that this is a preliminary work which will enable us sub-
sequently to fulfill the basic objective that is an independent speaker recognition system
for the Amazigh language. In perspective, we can extend the application for more
vocabulary size of the Amazigh language.
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Abstract. The competency-based approach offers the opportunity for learners
to adapt and personalize their learning activities and develop their capacities
moreover, it can be applied in many fields and different virtual learning environ‐
ments. However, researchers and organizations have shown a growing interest in
the competencies modeling, which have been formalized for implementation in
virtual learning environment and specifically in Adaptive Learning Environment
(ALS). As a result, the first step to apply the competency-based approach in such
environment is to modeling competency concept. In this paper, we present our
proposal competency meta-model based on the HR-XML specification (Human
Resources XML) and the IMS Reusable Definition of Competency or Educational
Objective (IMS RDCEO), in order to operationalize it in an ALS.

Keywords: Competency-based approach · Competency meta-model
Adaptive learning system · IMS RDCEO · HR-XML

1 Introduction

Actually, different companies and organizations have developed their own specification
metadata according to their specific needs, regardless if those standards are interoperable
or not. Additionally, in the educational domain, several metadata specifications have
been proposed to describe different aspects of competency elements thus to facilitate
interoperability, reuse and exchange units of learning between virtual learning systems
in general and particularly across ALS.

According to [1, 2] an adaptive hypermedia system (AHS) attempt to personalize
the learning goals, activities, competencies and experience for each learner. It builds
user model, domain model and interaction model to adapt its contents, navigation, and
interface to the user need. Therefore, we believe that without a good representation of
the knowledge and competency, an adaptive hypermedia system will be unable to adapt
to its users, to personalize learning activities.

In this sense, we need to provide learners a tool to personalize their learning processes
and to evaluate their competencies and learning outcomes. In other words, we do not
just need a qualitative structural representation of knowledge in activities and resources,
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but also a quantitative one providing a metric for evaluating competency gaps during
the learning process [3].

In this paper, we suggest a competency metadata model that describes the main
elements of the competencies. However, the motivation of this work is to solve the
limitations of IMS-RDCEO [4] and HR-XML [5].

The paper is organized as follows: the first section provides the impact of the compe‐
tency based approach on adaptive learning systems, representing some definitions of
competency concept. The second section reviews the existing schemas for competency
description especially IMS RDCEO and HR-XML. The third section presents our
proposed competency meta-model. The fourth section provides a discussion on the
limitations of IMS RDCEO and HR-XML standards. The last section concludes the
paper and mentions the topics for further research.

2 Impact of the Competency Based-Approach on Adaptive
Learning Systems

In today’s adaptive learning systems, the competency is becoming a central concept to
structure different learning objects, pedagogical activities and connect different perform‐
ance level. In addition, most companies and organizations are aware of the importance
of competency development for life-long learning [6]. Within this context, in this
section, we clarify what is a competency? and what can the competency-based approach
bring to adaptive learning system?

2.1 What is a Competency?

There are variety ways to define competency concept in the literature [8–11] and [12].
According to [13], competency as “a set of personal characteristics (skills, knowledge,
attitudes, etc.) that a person acquires or needs to acquire, in order to perform an activity
inside a certain context with a specific performance level”.

Friesen and Anderson defined competency as the integrated various personal features
to accomplish an activity or function [14]. In addition, Paquette defines competency as
a statement of principle that determines a ternary relationship between a public target,
knowledge and a skill [9]. According to Le Boterf competency is the mobilization of all
individual and environmental resources to perform a task in a specific situation [15]. For
Lasanier, a competency is a skill that integrates ability and knowledge which refers to
various domains: cognitive, affective, psychomotor and social [16].

As indicated in our initial work [13], our definition is founded on the relation between
skills, knowledge, performance level and context. It is defined as a quadrilateral (S, K,
P, C) where “S” is a generic skill (described by an action verb) from a taxonomy of
skills, “K” is the specific knowledge on which the actors can practice the skills, “P” is
a combination of performance criteria values and “C” is the context in which the skill
is applied.
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2.2 What Can the Competency-Based Approach Bring to Adaptive Learning
System?

Virtual learning systems in general and ALS in particular need at least a clear design on
how the content should be organized, what are relations between learning concepts, and
a new actors’ roles (learners, teachers…) [17].

The competency-based approach is a way to organize learning activities and structure
learning objects. It is also focused on learner’s learning, motivation, assessment and
content personalization. However, the Impact of the competency based-approach on
adaptive learning system is:

• Competency-based learning enhances actor’s roles (teachers, learners…) to achieve
the goal of competence.

• The basic characteristic of competency-based education is the progression of compe‐
tency mastery does not depend on time; the learner can skip courses or activities if
it is capable of demonstrating them. That is to say, we can measure learning regardless
of how much time is the learner taking.

• Competency-based learning is a way of structuring learning activities so that the
individual learner can meet a predetermined set of competencies. It gives learners
various ways of learning and supportive environment for learning to achieve their
needs.

• Individualization of learning is the fundamental requirement of competency-based
approach; each student has a specific learning rhythm. It also defines what learners
should know and be able to do, it understands the learner needs.

• The competency-based approach allows to clearly define learning paths within the
organization or across e-learning system and enables employees to be more proactive
and Increases the potential for job satisfaction organization.

3 Existing Schemas for Competency Modelling

IMS RDCEO [4] and HR-XML [5] are recent standardization and specification initia‐
tives in education and training to describe, refer and exchange common definitions of
competencies and enable interoperability between learning systems [7, 13]. In this
section we present a description of the IMS RDCEO and HR-XML specifications.

3.1 IMS RDCEO Specification

The IMS reusable definition of competency or educational objective (RDCEO) provides
an information model for describing, referencing, and exchanging competencies defi‐
nitions. Its main purpose is to enable interoperability between learning systems.

According to RDCEO documents, “the word competency is used in a very general
sense that includes skills, knowledge, tasks, and learning outcomes”.
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In addition, this specification proposes five elements for describing competencies:
competency identification, competency title, competency description, competency defi‐
nition, and optional meta-data that must be conform to IEEE (IEEE Learning Object
Metadata).

3.2 HR-XML Competency Standards

The HR-XML consortium aims to enforce e-commerce and inter-company exchange of
human resources data within a variety of business contexts. In addition, the HR-XML
consortium has provided one of their schemas special for competencies recommenda‐
tion. The competencies schema achieves the rating, measuring, and comparing a compe‐
tency.

Competency can be defined by [5] “A specific, identifiable, de-finable, and measur‐
able knowledge, skill, ability and/or other deployment-related characteristic (e.g. atti‐
tude, behavior, physical ability) which a human resource may possess, and which is
necessary for, or material to, the performance of an activity within a specific business
context”.

This standard provides nine categories to define competency information: name,
description, required, competencyId, taxonomyId, competency evidence, competency
weight, and user area.

4 The Proposed Competency Meta-model: Structure and Design

In this section, we propose our competency meta-model where competency based on
these core dimensions, the first one is the personal characteristics namely skills and
knowledge where the generic skills are applying to a specific domain and acting on
knowledge. The second dimension is the competency level that is used to demonstrate
the personal’s performance. The third dimension is the context in which the individual’s
competency is applied.

In this sense, in our meta-model of learning:

– Each training aims to develop learners’ general competencies.
– Each general competency is composed of four specific competencies where one of

them corresponds to a level of performance that can be: beginner, intermediate,
advanced or mastery.

– Learner competencies are defined relative to a training domain and each specific
competency is developed by associating a composition of activities performed by a
group of actors in a learning environment.

– Each competency is defined by skill selected from predefined skill taxonomy.
– Each level is defined of a set of prerequisites that can be university degrees or

competencies needed that describe the knowledge and the skills needed. Furthermore,
we check these competencies through a diagnostic test at the beginning of the training.
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More specifically, the main elements of the general competency are as follows:

– Domain: this element specifies of the domain of training that is describing by iden‐
tifier, title and is composed of many sub-domains.

– Sub-domain: this element specifies of the sub-domain of learner competency that is
describing by identifier, title and description.

– Identifier: a unique label that identifies this general competency.
– Title: a single text label for the general competency.
– Definition: a structured definition of the general competency.
– Specific competency: This element specifies the specific competencies description

of a sub domain.

In the Fig. 1, the different elements of general competency are shown.

Fig. 1. Elements of general competency.

Regarding specific competency, their main elements are as follows:

– Identifier: a unique label that identifies this specific competency.
– Title: a single text label for the specific competency.
– Definition: a structured definition of the specific competency.
– Prerequisites: this element specifies the types of necessary prerequisites for access

to a particular level of training. They can degrees that are required for a performance
level or the necessary competencies (skills and Knowledge) to mastering a profi‐
ciency level.

– Description: this element specifies a complete description of the specific competency.
– Context: refers the environment in which the activities are carried.
– Performance level: refers to the performance level of the Competency that includes:
– Level: a text label that identifies different types of performance level.
– Scale: the qualitative or quantitative scales of the competency’s level, each type

includes a minimum value, maximum value, and threshold.
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Figure 2, shows the upper elements of the specific competency.

Fig. 2. Elements of specific competency.

To give more details about our meta-model, the Fig. 3 depicts the basic elements of
the competency meta-model.

Fig. 3. Basic elements of the competency meta-model.

5 Discussion

First of all, it should be noted that the IMS-RDCEO specification facilitates establishing
relations with other specifications that can guarantee a complete user modelling such as
IMS-CP [18], IMS-LD [19], IMS-LIP [20] and IMS-QTI [21]. Moreover, the HR-XML
standards offers a simple and flexible schema hat will be used within diversity contexts.

However, based on an analysis of the structure of IMS RDCEO and HR-XML
specifications [22, 23] and [24], IMS-RDCEO and HR-XML standards do not address
all facets of the competency concept. In addition, the description of competency
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elements is presented in narrative form. Thus, machines can face difficulties in searching
and processing these elements. Furthermore, both specifications do not take into consid‐
eration proficiency level. Adds an important remark, both specifications do not take into
account the context which the individual’s competencies are acquired and applied.

According to [25, 26] “the IMS RDCEO needs a way to represent competency
grading scale. This lack will affect the assessment of competencies”. Moreover, it needs
a way when assessing to represent the competency weighting factor of sub-competencies
[23, 25].

To avoid these limitations, we have proposed a meta-model of competency that take
into consideration, the examination of these specifications and the key dimensions of
our competency definition that are (S: skills, K: knowledge, P: performance and C:
context). In addition to facilitate the interoperability between the different systems, we
reserve for each element a specific space. In addition, our proposal divides the general
competency into specific competencies to help learners to evaluate competencies during
the learning process.

We believe that our competency meta-model contains the basic elements of the
competency-based approach, thus adapting learners’ needs through e-learning systems.

6 Conclusion

In this paper, we have presented the impact of the competency-based approach on adap‐
tive learning systems. Additionally, we have looked at the difficulties of existing compe‐
tency standards namely IMS RDCEO and the HR-XML. However, within the context
of building an adaptive e-learning system based on a hybrid pedagogical approach for
improving learner’s competencies, we proposed an improved competency meta-model
based on IMS RDCEO and the HR-XML that is capable of accommodating the basic
competency elements to adapt learner’s needs, to personalize their learning activities
and to demonstrate their performance levels.

Future work includes implementation of this competency meta-model and modelling
other learning objects (activities and pedagogical resources).
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Abstract. In this paper, we describe a homomorphic evaluation of the different
AES circuits (AES-128, AES-192 and AES-256) using a noise-free fully
homomorphic encryption scheme. This technique is supposed to be an efficient
solution to optimize data storage in a context of outsourcing computations to a
remote cloud computing as it is considered a powerful tool to minimize runtime
in the client side. In this implementation, we will use a noise free quaternionique
based fully homomorphic encryption scheme with different key sizes. Among
the tools we are using in this work, a small laptop with characteristics: bi-cores
Intel core i5 CPU running at 2.40 GHz, with 512 KB L2 cache and 4 GB of
Random Access Memory. Our implementation takes about 18 min to evaluate
an entire AES circuit using a key of 1024 bits for the fully homomorphic
encryption scheme.

Keywords: AES � Evaluation � Fully homomorphic encryption
Optimization

1 Introduction

Fully homomorphic encryption (Fig. 1) was invented to allow computations over
encrypted data. It has trivial applications to the security of big data and cloud com-
puting. In fact, big data today is ubiquitous with the proliferation of Internet tech-
nologies in modern applications, social networking, airlines information, online
shopping and so on. Broadly speaking, users can possess huge amount of data which is
impossible to be processed locally given its cost and computing power. In this situa-
tion, users can enjoy unlimited computing power in the cloud to serve data processing
and big data analytics. The security of cloud computing is not always trusted by the
client, at least clients whose data privacy is substantial cannot trust any third part. For
example, banking data and electronic health records are sensitive data that a simple
information leakage can cause huge damage to owners.

Security is an integral requirement in the cloud computing which does have
enormous attention from the research community. Among the fascinating available
solutions, we find a type of encryption that allows performing computations over
encrypted data. It is called fully homomorphic encryption and it was conjectured by
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Rivest, Adleman and Dertozous in 1978 under the name of privacy homomorphism [1].
In 2009 Craig Gentry presented the first effective solution [2] to this conjecture in a
breakthrough work of thesis. Gentry’s contribution is a historical framework of con-
structing fully homomorphic encryption schemes that is based on a bootstrapping
theorem to refresh ciphertexts and reduce noise growth after processing. Bootstrapping
technique influences performance capacities and runtime of the homomorphic
encryption scheme, thus it affects negatively its application to the cloud computing.

After Gentry’s breakthrough [2], many improvements [3–6] are introduced to
enhance the design of fully homomorphic encryption schemes and change for the better
its implementation hopes. Concerning the design, some new techniques of noise
refreshment are invented to avoid the cost of the bootstrapping method (bootstrap is
called after each multiplication) and provide the homomorphic cryptosystem with
intrinsic proficiencies. Modulus reduction [7], key switching [7] and flattening [8] are
some of those new noise management techniques. Concerning the implementation,
many practical contributions are done to reduce the runtime and minimize the resulting
storage. Among these contributions we find: batching [9, 10] of a fully homomorphic
encryption scheme to a scheme that supports encrypting and homomorphically pro-
cessing a vector of plaintexts as a single ciphertext and evaluating homomorphically
some specific symmetric encryption schemes (as AES circuit) [6] to simplify the client
side encryption and minimize the server side data storage. Because a symmetric
algorithm, like AES cryptosystem, is known to be very fast, secure and with low cost
overhead. Nevertheless, these improvements are powerful, it remains insufficient to
reach a practical fully homomorphic encryption scheme. Therefore, we can perform
more optimizations at the implementation to get a faster and optimal fully homomor-
phic encryption scheme to be used in a context of big data and cloud computing
security.

In this article, we will provide an efficient evaluation of the AES circuits based on a
noise free fully homomorphic encryption scheme. Firstly, we will start by a mathe-
matical background. Secondly, we will introduce a noise free fully homomorphic

Fig. 1. Fully homomorphic encryption diagram
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encryption scheme to be used in this work besides we will present different homo-
morphic optimization techniques used in homomorphic encryption. Thirdly, we will
detail the body section of our article about the homomorphic evaluation of the AES
circuits. Finally, we will finish with a conclusion and perspectives.

2 Mathematical Background

2.1 Quaternionique Field H

A quaternion is a number in his generalized sense. Quaternions encompass real and
complex numbers in a number system where multiplication is no longer a commutative
law.

The quaternions were introduced by the Irish mathematician William Rowan
Hamilton in 1843. They now find applications in mathematics, physics, computer
science and engineering.

Mathematically, the set of quaternions H is a non-commutative associative algebra
on the field of real numbers R generated by three elements satisfying rela-
tions: Concretely, any quaternion q is written uniquely in
the form: where a; b; c and d are real numbers.

The operations of addition and multiplication by a real scalar are trivially done
term to term, whereas the multiplication between two quaternions is termed
by respecting the non-commutativity and the rules proper to . For
example, given and we have

such that: a0 ¼ aa0 � bb0 þ cc0 þ dd0ð Þ, b0 ¼
ab0 þ a0bþ cd0 � c0d, c0 ¼ ac0 � bd0 þ ca0 þ db0 and d0 ¼ ad0 þ bc0 � cb0 þ a0d.

The quaternion is the conjugate of q. qj j ¼ ffiffiffiffiffi
q�q

p ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c2 þ d2

p
is the module of q. The real part of q is Re qð Þ ¼ qþ �q

2 ¼ a and the

imaginary part is .

A quaternion q is invertible if and only if its modulus is non-zero, and we have
q�1 ¼ 1

qj j2 �q.

2.2 Reduced Form of Quaternion

Quaternion can be represented in a more economical way, which considerably alle-
viates the calculations and highlights interesting results. Indeed, it is easy to see that H

is a R-vectorial space of dimension 4, of which constitutes a direct
orthonormal basis. We can thus separate the real component of the pure components,
and we have for q 2 H; q ¼ a; uð Þ such that u is a vector of R

3. So for q ¼
a; uð Þ; q0 ¼ a0; vð Þ 2 H and k 2 R we obtain:

1. qþ q0 ¼ aþ a0; uþ vð Þ and kq ¼ ka; kuð Þ:
2. qq0 ¼ aa0 � u:v; avþ a0uþ u ^ vð Þ. Where ^ is the cross product of R

3.
3. �q ¼ a;�uð Þ and qj j2¼ a2 þ u2:

422 A. El-Yahyaoui and M. D. Ech-Chrif El Kettani



2.3 Ring of Lipschitz Integers

The set of quaternions defined as follows:
Has a ring structure called the ring of Lipschitz integers. H Zð Þ is trivially
non-commutative.

For r n 2 N
�, the set of quaternions:

has the structure of a non-commutative ring.
A modular quaternion of Lipschitz q 2 H Z=nZð Þ is invertible if and only if its

module and the integer n are coprime numbers, i.e. qj j2^n ¼ 1.

2.4 Quaternionique Matrices M2 H Z=nZð Þð Þ
The set of matrices M2 H Z=nZð Þð Þ describes the matrices with four inputs (two rows
and two columns) which are quaternions of H Z=nZð Þ: This set has a non-commutative
ring structure.

There are two ways of multiplying the quaternion matrices: The Hamiltonian
product, which respects the order of the factors, and the octonionique product, which
does not respect it.

The Hamiltonian product is defined as for all matrices with coefficients in a ring
(not necessarily commutative). For example:

U ¼ u11 u12

u21 u22

� �
; V ¼ v11 v12

v21 v22

� �
) UV ¼ u11v11 þ u12v21 u11v12 þ u12v22

u21v11 þ u22v21 u21v12 þ u22v22

� �

The octonionique product does not respect the order of the factors: on the main
diagonal, there is commutativity of the second products and on the second diagonal
there is commutativity of the first products.

U ¼ u11 u12

u21 u22

� �
; V ¼ v11 v12

v21 v22

� �
) UV ¼ u11v11 þ v21u12 v12u11 þ u12v22

v11u21 þ u22v21 u21v12 þ v22u22

� �

In our article we will adopt the Hamiltonian product as an operation of multipli-
cation of the quaternionique matrices.

2.5 Schur Complement and Inversibility of Quaternionique Matrices

Let R be an arbitrary associative ring, a matrix M 2 Rn�n is supposed to be invertible
if 9N 2 Rn�n such that MN ¼ NM ¼ In where N is necessarily unique.

The Schur complement method is a very powerful tool for calculating inverse of

matrices in rings. Let M 2 Rn�n be a matrix per block satisfying: M ¼ A B
C D

� �
such

that A 2 Rk�k.
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Suppose thatA is invertible, we have: M ¼ Ik 0
CA�1 In�k

� �
A 0
0 As

� �
Ik A�1B
0 In�k

� �

where As ¼ D � CA�1B is the Schur complement of A in M.
The inversibility of A ensures that the matrix M is invertible if and only if As is

invertible. The inverse of M is: M�1 ¼ Ik �A�1B
0 In�k

� �
A�1 0
0 A�1

s

� �

Ik 0
�CA�1 In�k

� �
¼ A�1 þA�1BA�1

s CA�1 �A�1BA�1
s

�A�1
s CA�1 A�1

s

� �
. For a quaternionique

matrix M ¼ a b
c d

� �
2 R2�2 ¼ M2 H Z=nZð Þð Þ where the quaternion a is invertible

as well as its Schur complement as ¼ d � ca�1b we have M is invertible and:

M�1 ¼ a�1 þ a�1ba�1
s ca�1 �a�1ba�1

s
�a�1

s ca�1 a�1
s

� �

Therefore, to randomly generate an invertible quaternionique matrix, it suffices to:

• Choose randomly three quaternions a; b and c for which a is invertible.
• Select randomly the fourth quaternion d such that the Schur complement as ¼

d � ca�1b of a in M is invertible.

3 Homomorphic Encryption

In this work we will be based on the fully homomorphic encryption scheme described
below. It is a noise-free cryptosystem, based on the Lipschitz quaternions and uses a
homomorphic transform to encode bits into quaternions as it is described below:

3.1 Homomorphic Transform

Any bit r 2 Z=2Z ¼ 0; 1f g can be encoded into a Lipschitz quaternion according to a
homomorphic transform whose operations on the quaternions retain those on the bits.
This transform can be given as follows:

such that m; ‘; p; q are randomly chosen integers verifying the two conditions:m � r 2½ �
and p � q 2½ �. The inverse transform that will be named quaternToBit is given by:
quaternToBit qð Þ ¼ Re qð Þ 2½ �.

3.2 Key Generation

– Bob generates randomly two big prime numbers p and q.
– Then, he calculates n ¼ 2:p:q.
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– Bob generates randomly an invertible matrix: K ¼
a1;1 a1;2 a1;3

a2;1 a2;2 a2;3

a3;1 a3;2 a3;3

0
@

1
A

2 M3 H Z=nZð Þð Þ.
– Bob calculates the inverse of K, Which will be denoted K�1.
– The secrete key is K; K�1ð Þ.

3.3 Encryption

Lets r 2 Z=2Z ¼ 0; 1f g be a clear text. To encrypt r Bob proceed as follows:

– Using the transform bitToQuatern, Bob transforms r into a quaternion:
m ¼ bitToQuatern rð Þ 2 H Z=nZð Þ.

– Bob generates a matrix M ¼
m r3 r4

0 r1 r5

0 0 r2

0
@

1
A 2 M3 H Z=nZð Þð Þ such that ri 2

H Z=nZð Þ8i 2 1; 5½ �½ � are randomly generated with r1j j � 0 2½ �.
– The ciphertext r of is C ¼ Enc rð Þ ¼ KMK�1 2 M3 H Z=nZð Þð Þ.

3.4 Decryption

Lets C 2 M3 H Z=nZð Þð Þ be a ciphertext. To decrypt C Bob proceed as follows:

– He calculates M ¼ K�1CK using his secrete key K; K�1ð Þ.
– Then he takes the first input of the resulting matrix m ¼ Mð Þ1;1.
– Finally, he recovers his clear message by calculating r ¼ quaternToBit mð Þ using

the quaternToBit transform.

3.5 Addition and Multiplication

Let r1 and r2 be two clear texts and C1 ¼ Enc r1ð Þ and C2 ¼ Enc r2ð Þ be their
ciphertexts respectively.

It is easy to verify, thanks to the bitToQuatern transform, that:

(1) Cmult ¼ C1 þC2 ¼ Enc r1ð ÞþEnc r2ð Þ ¼ Enc r1 � r2ð Þ. Such that � is the binary
XOR.

(2) Cadd ¼ C1:C2 ¼ Enc r1ð Þ:Enc r2ð Þ ¼ Enc r1 	 r2ð Þ. Such that 	 is the binary
AND.

4 Homomorphic Optimizations

Nowadays, we know many constructions of fully homomorphic encryption schemes
that allow arbitrary constructions over encrypted cloud data. Since the first apparition
of a fully homomorphic encryption scheme, a number of improvements have been
carried out and different implementations have been achieved. In this part, we will take
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back to the literature and report the different optimization technics that are proposed to
improve the efficiency of fully homomorphic encryption.

In a context of outsourcing computations to a remote cloud server (Fig. 1), a client
that is characterized by its weak computation powers, low storage capacities and feeble
processing sends its encrypted big data to an outsized server to take care of storage and
processing. It is clear that we need two types of optimizations; we shall call it
client-side and server-side optimizations.

Concerning the server-side improvement, a server should be able to easily evaluate
functions on ciphertexts and store optimal ciphertexts in its databases. Thus, an
effective optimization should take in consideration ciphertexts expansion and runtime
of the homomorphic encryption scheme in server side. Among the solutions proposed
to this paradigm is batching fully homomorphic encryption [9, 11] using Chinese
Reminder Theorem (CRT), i.e. packing multiple plaintext messages into the slots of a
single ciphertext. If this method allows executing many operations in just one opera-
tion, it has the drawbacks that it does not permit to reduce ciphertext expansion and it
stretches the key size because the number of packed ciphertexts depends on the number
of the key factors. A second method to improve server-side performances is to com-
press ciphertexts using a polynomial which coefficients are plaintext messages [12],
this method cannot be used in client-side optimization, as the authors said, because
there is no method to unpack a polynomial ciphertext. In terms of data traffic, this
solution is optimal than the precedent because, here, the number of packed ciphertexts
do not depend on the modulus factors as in batching method.

Concerning client-side optimization, a client should be able to easily encrypt and
decrypt messages. Therefore, computations should be as fast as possible and the
uploaded data to the cloud should be as short as possible. The first ideas for decreasing
ciphertext expansion and improving runtime from client to cloud were proposed by
Lauter et al. in [12]. The authors present trans-ciphering from a symmetric encryption
algorithm to the fully homomorphic encryption scheme as a solution. Practically the
client encrypt its data using a symmetric algorithm and encrypt the secrete key of this
symmetric algorithm using the private key of his fully homomorphic encryption
scheme and sends all ciphertexts to the cloud server. The cloud server store the
encrypted symmetric secrete key and encrypted data in a large database. When the
client ask the cloud to evaluate a function on his encrypted data, the cloud evaluate
homomorphically the circuit of the symmetric algorithm using the public parameters of
the fully homomorphic encryption scheme. This solution is efficient in client-side,
because the encryption is very fast, and in storage, because the cloud will store
ciphertexts issued from a symmetric algorithm, which sizes are equals to cleartexts.
Many implementations of this proposition have been done after. For example in [6],
Gentry, Halevi and Smart evaluated the AES circuit using the BGV encryption scheme
[3], the homomorphic evaluation of an AES-128 circuit takes more than 17 min with
bootstrapping.

Surely, we have changed for the better the situation and have minimized the cost of
using a homomorphic scheme in practice. However, are these optimizations enough to
get a practical fully homomorphic encryption scheme? Intuitively, the response is
negative with no doubt (Fig. 2).
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In this work, we will focus on the third optimization solution and we will introduce
an improvement to the trans-ciphering method. For that reason we use a noise-free fully
homomorphic encryption scheme to evaluate homomorphically the AES circuits. We
get ambitious result for different AES circuits (AES-128, AES-192 and AES-256) and
different homomorphic key sizes.

5 Homomorphic Evaluation of the AES Circuits

Following we describe our homomorphic implementation of the AES circuits. Our
implementation is JAVA programming language based.

5.1 An Overview of the AES Circuits

The AES circuits are three categories: AES-128, AES-192 and AES-256. Each AES
circuit produces a cipher of its indexed size. AES round function operates on a 4 � 4
matrix of bytes. The key size used for an AES cipher specifies the number of repetitions
of transformation rounds that convert the plaintext into the final ciphertext. The number
of cycles of repetition are as follows:

• Ten (10) cycles of repetition for 128-bit keys.
• Twelve (12) cycles of repetition for 192-bit keys.
• Fourteen (14) cycles of repetition for 256-bit keys.

The basic operations that are performed during a round function are AddRound-
Key, SubBytes, ShiftRows and MixColumns. The AddRoundKey is a combination of
each byte of the current state with a block of the round key using the bitwise XOR.

Fig. 2. Cloud computing context
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The SubBytes operation is a non-linear substitution step where each byte is replaced
with another according to a lookup table. The ShiftRows is a transposition step where
the last three rows of the state are shifted cyclically a certain number of steps. Finally,
the MixColumns operations pre-multiplies the state matrix by a fixed 4 � 4 matrix.

5.2 How to Represent an AES State

The ciphertext issued from our cryptosystem is a 3 � 3-quaternionique matrix that
encrypts one binary bit (a matrix represents one bit); an AES cipher is a matrix that
entries are bytes. To support operations we have created a new JAVA object to help in
AES evaluation, it is ByteMatrice and it is the equivalent of the Byte primitive in
JAVA. ByteMatrice is a JAVA class with eight attributes, each attribute is
3 � 3-quaternionique matrix. After evaluation each AES byte will be represented by a
ByteMatrice element.

6 Homomorphic Evaluation of the Basic AES Operations

In this section, we describe the homomorphic evaluation of each AES operation.

6.1 AddRoundKey Operation

The AddRoundKey operation is a simple XOR operation between the current state and
a block of the round key.

6.2 SubBytes Operation

This operation is the only non-linear transformation. It converts 8bit data to other 8 bit
data. It uses operations over the field GF 28ð Þ where elements are treated as bit strings
with polynomial representation G Xð Þ ¼ X8 þX4 þX3 þX þ 1. Thus, every element of
GF 28ð Þ is a byte b7b6b5b4b3b2b1b0 considered as a polynomial:

b Xð Þ ¼ b7X7 þ b6X6 þ b5X5 þ b4X4 þ b3X3 þ b2X2 þ b1X þ b0

Addition over GF 28ð Þ: a7a6a5a4a3a2aa0 þ b7b6b5b4b3b2b1b0 ¼ c7c6c5c4c3c2c1c0

where c Xð Þ ¼ a Xð Þþ b Xð Þ which also gives ci ¼ ai � bi.
Multiplicat over GF 28ð Þ: a7a6a5a4a3a2aa0 � b7b6b5b4b3b2b1b0 ¼ c7c6c5c4c3c2c1c0

where c Xð Þ ¼ a Xð Þ � b Xð ÞmodG Xð Þ.
The definition of SubBytes Transformation is the serial transformation of the fol-

lowing two steps:

1) Take the multiplicative inverse in Galois Field GF 28ð Þ, the element byte
“00000000” = hex {00} is mapped to itself. Inverse Table is shown in the annex.

2) Then apply the affine transformation over GF 2ð Þ,. Binary “00000000” = Hex {00}
will be transformed into “01100011” = {63}.

428 A. El-Yahyaoui and M. D. Ech-Chrif El Kettani



b7

b6

b5

b4

b3

b2

b1

b0

2
66666666664

3
77777777775
¼

1 1 1 1 1 1 0 0
0 1 1 1 1 1 0 0
0 0 1 1 1 1 1 0
0 0 0 1 1 1 1 1
1 0 0 0 1 1 1 1
1 1 0 0 0 1 1 1
1 1 1 0 0 0 1 1
1 1 1 1 0 0 0 1

2
66666666664

3
77777777775
�

a7

a6

a5

a4

a3

a2

a1

a0

2
66666666664

3
77777777775
�

0
1
1
0
0
0
1
1

2
66666666664

3
77777777775

When evaluating homomorphically AES circuit we use the inverse of the SubBytes
transformation as it is described below:

1) The inverse affine transformation is executed. The inverse transformation will be
given in the following equation.

a7

a6

a5

a4

a3

a2

a1

a0

2
66666666664

3
77777777775
¼

0 1 0 1 0 0 1 0
0 0 1 0 1 0 0 1
1 0 0 1 0 1 0 0
0 1 0 0 1 0 1 0
0 0 1 0 0 1 0 1
1 0 0 1 0 0 1 0
0 1 0 0 1 0 0 1
1 0 1 0 0 1 0 0

2
66666666664

3
77777777775
�

b7

b6

b5

b4

b3

b2

b1

b0

2
66666666664

3
77777777775
�

0
0
0
0
0
1
0
1

2
66666666664

3
77777777775

2) Then perform the same multiplicative inverse in Galois Field GF 28ð Þ, according to
the Table 1.

6.3 ShiftRows Operation

The shifting of rows is a simple operation that only requires swapping of indices
trivially handled in the code. This operation has no effect on the noise.

6.4 MixColumns Operation

The MixColumns operation consists in the application of a linear transformation to
each column of the matrix state. Consider a column c ¼ c1; c2; c3; c4ð Þt such that ci is
an element of GF 28ð Þ, each column c is transformed to another column d as following:

d0

d1
d2

d3

2
64

3
75 ¼

02 03
01 02

01 01
03 01

01 01
03 01

02 03
01 01

2
64

3
75�

c0

c1
c2

c3

2
64

3
75

When evaluating homomorphically AES circuit we use the inverse of the Mix-
Columns transformation to get c from d as it is described below:
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c0

c1
c2

c3

2
64

3
75 ¼

0E 0B
09 0E

0D 09
0B 0D

0D 09
0B 0D

0E 0B
09 0E

2
64

3
75�

d0

d1
d2

d3

2
64

3
75

6.5 Performances Results

The Table 1 shows the performances obtained after implementation. The implemen-
tation is done using a personal computer with characteristics: bi-cores Intel core i5 CPU
running at 2.40 GHz, with 512 KB L2 cache and 4 GB of Random Access Memory.
The present implementation is done under JAVA programming language using the IDE
Eclipse platform.

For an AES-128 circuit and using an acceptable secure fully homomorphic
encryption key of 1024 bits, we observe that we obtain good performances. The circuit
is evaluated in about 18 min, which stays an ambitious runtime.

7 Conclusion and Perspectives

In this paper, we presented a homomorphic evaluation of the AES three circuits,
AES-128, AES-192 and AES-256. We are employed a noise-free fully homomorphic
encryption scheme based on matrix operations. From our best knowledge, this is the
first such attempt for this category of homomorphic encryption schemes. The data are
sent to the cloud server in an AES encrypted form, by using a fully homomorphic
encryption scheme we decrypt homomorphicaly the encrypted mess and obtain an
encrypted data under the homomorphic scheme.

To adapt homomorphic ciphertexts with AES inputs we have created a new JAVA
primitive, ByteMatrice, it is the equivalent of the JAVA Byte primitive but with matrix
elements. ByteMatrice allows as transforming an AES Byte input into a table of 8
matrices each matrix represent an encrypted bit.

Table 1. AES circuits evaluation performances

FHE param AES 128 AES 192 AES 256

256 bits 3 min 4,36 min 4,71 min
512 bits 6 min 7 min 10 min
768 bits 12 min 14 min 16,45 min
1024 bits 18 min 21 min 24 min
2048 bits 57 min 1 h 1 h 18 min
4096 bits 2 h 33 min 2 h 51 min 3 h 38 min
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We have obtained ambitious results for different security levels. For 1024 bits FHE
key parameters an AES-128 circuit can be evaluated in less than 18 min on a small
laptop. Performances can be improved by using a GPU implementation.
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Abstract. In this paper, a Coplanar Wave Guide (CPW)-Fed microstrip octag‐
onal patch antenna for WLAN and WIMAX Applications is proposed. The
studied structure is suitable for 2.3/2.5/3.3/3.5/5/5.5 GHz WIMAX and for
3.6/2.4–2.5/4.9–5.9 GHz WLAN applications. The octagonal shape is obtained
by cutting a small triangular part in the four angles of the rectangular microstrip
patch antenna; in addition the using of CPW-Fed allows obtaining Ultra Wide
Band (UWB) characteristics. The miniaturization in the antenna size for lower
band is achieved by introducing the Hilbert fractal slots in the radiating element.
The proposed antenna is designed on a single and a small substrate board of
dimensions 46 × 40 × 1.6 mm3. Moreover the setup of Hilbert fractal slots allows
obtaining lower resonant frequencies, more −10 dB bandwidths, more resonant
frequencies and important gains. All the simulations were performed in
CADFEKO, a Method of Moment (MoM) based solver.

Keywords: CADFEKO · CPW-Fed · Hilbert fractal · Miniaturization
WIMAX · WLAN

1 Introduction

WIMAX (Worldwide Interoperability for Microwave Access) is a wireless communi‐
cations standard designed to provide a high speed data rates. Its capability to deliver
high-speed Internet access and telephone services to subscribers enables new operators
to compete in a number of different markets. In urban areas already covered by DSL
(Digital Subscriber Line) and high-speed wireless Internet access, WIMAX allows new
entrants in the telecommunication sector to compete with established fixed-line and
wireless operators. The increased competition can result in cheaper broadband Internet
access and telephony services for subscribers. In rural areas with limited access to DSL
or cable Internet, WIMAX networks can offer cost-effective Internet access and may
also encourage the UMTS/HSDPA (Universal Mobile Telecommunications System/
High Speed Downlink Packet Access) operators to extend their networks into these
areas. WIMAX is designed to operate in the frequency range 2–66 GHz; however, most
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interest is focusing on the 2–6 GHz range especially in the frequencies 2.3, 2.5, 3.3,
3.5,5 and 5.5 GHz [1–8].

WLAN (Wireless Local Area Networks) is a wireless computer network that links
two or more devices using a wireless distribution method within a limited area such as
a home, school, computer laboratory, or office building. This gives users the ability to
move around within a local coverage area and still be connected to the network, and can
provide a connection to the wider Internet. WLAN is designed to operate in the frequen‐
cies bands 2.4–2.5 GHz (802.11b/g/n), 3.6 GHz (802.11y), 4.9–5.9 GHz
(802.11a/h/j/n/ac/y/p), 900 MHz (802.11ah) and 60 GHz (802.11ad) [1–11].

The miniaturization can affect radiation characteristics, bandwidth, gain, radiation
efficiency and polarization purity. The miniaturization approaches are based on either
geometric manipulation (the use of bend forms, meandered lines, PIFA shape, varying
distance between feeder and short plate, using fractal geometries [12–15]) or material
manipulation (Loading with a high-dielectric material, lumped elements, conductors,
capacitors, short plate [16]), or the combination of two or more techniques [17]. Also
several works [18–22] have appeared in the literature in which the size of the microstrip
patch antenna has been reduced by introducing various types of slots in the microstrip
patch antenna.

In this paper, the authors propose a compact CPW-Fed microstrip octagonal patch
antenna with Hilbert fractal slots loading in the radiating element. In Sect. 2 we present
the design of the CPW-fed octagonal patch antenna in three steps, in the first step, we
describe the design procedure of the conventional rectangular patch antenna. In the second
step we replace the Probe-fed by the CPW-fed to obtain the broadband characteristics; in
the last step we cut of a small triangular shape in the four angles of the patch, those
triangular shapes when properly established allow obtaining UWB characteristics with
reasonable gain. Without the Hilbert fractal slots loading, the antenna covers the −10 dB
bandwidth [2.76–6.30 GHz] only.

In the next section we present the literature review of the Hilbert fractal antennas
and finally, we present the design of the CPW-fed octagonal patch antenna with Hilbert
fractal slots. The setup of Hilbert fractal slots allows covering the lower bandwidth [2.3–
2.5 GHz].
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2 Design of CPW-Fed Octagonal Patch Antenna

2.1 Step 1: Design of Conventional Rectangular Patch Antenna

Based on the TLM (Transmission Line Model), the resonant frequency (fr) of the patch
antenna (Fig. 1) is approximated by the Eq. (1):

fr =
c

2W

√
𝜀r + 1

2
(1)

Fig. 1. The patch antenna

With:

c = 3.108 ms−1, speed of the light
εr = 4.4: the relative permittivity of the dielectric
W : the width of the patch

For example, if fr = 3 GHz and εr = 4.4, the width of the patch is W = 30.43 mm.
For the length of the patch we can follow the other formulas of designing the rectangular
patch antenna that we can find in any good text book, the length of the patch is
L = 23.43 mm.

Using the FEKO software to design a patch antenna with the following parameters:
Ws = 46, Ls = 40, W = 30.43 mm, L = 23.43 mm, and h = 1.6 mm (Fig. 1). The S11
characteristic of the simulated structure is depicted in Fig. 2. From the results, it is
evident that the antenna operates at the frequency 2.83 GHz whose S11 = −12.70 dB
with −10 dB bandwidth of 70 MHz. We note that this value is different from the resonant
frequency given by the TLM model, because the FEKO software is based on a full wave
method: the Method of the Moment (MoM). The full wave methods like the MoM, the
Finite Integral Technique (FIT), and Finite Element Method (FEM) are more accurate
compared to the TLM method.
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Fig. 2. Simulated S11 versus frequency graph of the patch antenna

In the next parametric studies of the antenna we will adopt the common antenna
dimensions as Ws = 46, Ls = 40, W = 30.43 mm, L = 23.43 mm, and h = 1.6 mm.

2.2 Step 2: The Choice of Feeding Method of the Patch Antenna

There are many configurations that can be used to feed a patch antenna. In this section
we compare the effect of three feeding methods: coaxial probe (Fig. 3a), Microstrip line
with the ground plane in the reverse face of the patch (Fig. 3b), and Microstrip line with
the ground plane in the same face of the patch (Fig. 3c).

(a) Probe-feed line (b) Microstrip line (c) CPW line feed

Fig. 3. The different feeding methods of the patch antenna

The same microstrip patch antenna studied in step 1 using Probe-fed line will be fed
with the two new modes (Microstrip line and CPW line). Figure 4 shows the difference
between the S11 parameter versus frequencies for the three configurations. It’s clear
from the Fig. 4 that the CPW Feeding method allows having a wide bandwidth compared
to two other feeding methods.
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Fig. 4. Simulated S11 versus frequency of the patch antenna using the three methods of feeding

In the next steps of antennas design we will adopt the CPW feeding method.

2.3 Step 3: Design of the Octagonal Microstrip Patch Antenna

In this stage we cut a small triangular shape in the four angles of the microstrip patch
antenna as shown in Fig. 5. With this way we obtain an octagonal patch antenna. To study
the behavior of the obtained antenna regarding the dimension (Lcut and Wcut) of the
triangular cut, we define a new parameter D as following: Lcut = L/D and Wcut = W/D.
we set Ws = 46 mm, Ls = 40 mm, W = 30.43 mm, L = 23.43 mm, S = 0.6 mm,
G = 0.3 mm, Wf = 3 mm and Yg = 14.5 mm.

     (a) Geometry of the triangular cut           (b) Designed octagonal patch antenna 

Fig. 5. The design of the octagonal patch antenna

By varying the parameter D from 2.5 to 4.5, the S11 parameter of the octagonal patch
antenna versus frequency is shown in Fig. 6. Table 1 summarizes the bandwidth obtained
by varying the D parameter. Note that there is a close relation between the parameter D
and the final size of the radiating element, as D decreases the total size of the octagonal
patch decreases also.
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Fig. 6. Simulated S11 versus frequency by varying D

Table 1. Bandwidth versus the parameter D.

D Bandwidth (GHz)
2.5 [2.69–3.88] & [5.52–7]
3 [2.72–6.65]
3.5 [2.76–6.3]
4 [2.80–6.11]
4.5 [2.84–5.74]

From Table 1 we note that cutting a triangular shape in the four angles of the micro‐
strip patch antenna allows obtaining easily an UWB antenna. Also we can consider that
D = 3.5 is the most adapted value in term of bandwidth, compactness and also adaptation
in the whole operating frequency band. This value allows the antenna covering the
−10 dB operating bandwidth of 3.54 GHz (2.76−6.3 GHz), that’s means that the antenna
is suitable for 3.3/3.5/5/5.5 GHz WIMAX and for 3.6/4.9–5.9 GHz WLAN applications

The analysis of the S11 parameter (Fig. 6) shows that, for the band of 1–7 GHz, the
antenna have two resonant frequencies fr1 = 3.41 GHz and fr2 = 5.52 GHz. The total
gain of this antenna varies between 2.1 dB and 5.6 dB in the −10 dB bandwidth (Fig. 7).
Figure 8 shows the 3D Total gains for the two frequencies 3.41 and 5.52 GHz. We
observe that the 3D-Total gain is Omnidirectional for the frequencies around 3.41 GHz
and bidirectional for the frequencies around 5.52 GHz.
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Fig. 7. The simulated Total gain versus the frequency of the CPW-Fed microstrip octagonal patch
antenna

(a) fr1=3.41 GHz (b) fr2=5.52 GHz

Fig. 8. Simulated 3D-Total gain for the frequencies 3.41 GHz and 5.52 GHz

3 Literature Review of Hilbert Fractal Antennas

3.1 The Generation of Hilbert Fractal Geometry

Fractals are geometric shapes, which cannot be defined using Euclidean geometry, are
self-similar and repeating themselves on different scales like clouds, mountains, coasts,
lightning, etc. [23, 24].

In the fractal structures, we use another dimension concept known as “the Hausdorff
dimension” which defined by the Eq. (2) [13, 25].

h =
ln(n)
ln(R) (2)

Where the fractal is formed of “n” copies whose size has been reduced by a factor
of “R”.
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The Hilbert curve is described for the first time by the German mathematician David
Hilbert in 1891 [26]. The Hausdorff dimension is 2 and the method of construction is
described in Fig. 9. D, d and b are the antenna width, fractal segment or spacing and
antenna line width, respectively. For the first iteration, the antenna length and fractal
segment are of the same dimensions. For the second and successive iterations, the fractal
segment or spacing can be computed with proper design equations.

Fig. 9. The first three iterations of the HILBERT Curve Structure

3.2 The Use of the Hilbert Fractal on the Design of the Antennas

In 2003, GONZALEZ-ARBESÚ has studied the parameters and the behavior of 2D and
3D HILBERT curve wire antennas [27].

In 2006, MURAD has developed a modified patch antenna using the Hilbert curve.
The proposed antenna is a miniaturized structure for the 2.45 GHz RFID applica‐
tions [28].

In 2010, SANZ has studied the difference between the spiral wire antennas and the
wire antennas based on the Hilbert geometries. He has showed that this second structure
provides a higher bandwidth [29].

HUANG has set up a PIFA antenna based on a HILBERT structure, operational for
the 2.4 GHz applications [30]. In 2012, Suganthi has studied some modified patch
antennas based on the HILBERT structure. The proposed antennas are operational for
medical applications [31].

4 Design of CPW-Fed Microstrip Octagonal Patch Antenna
with Hilbert Fractal Slots

In this section we present the last step of Antenna design which consists of introducing
the two first iterations of Hilbert fractal slot structure on the CPW-Fed octagonal patch
antenna designed in Sect. 3. The final designed antennas are shown in Fig. 10.
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    (a) 1st iteration                          (b) 2nd iteration 

Fig. 10. The CPW-Fed microstrip octagonal patch antennas with the two first iterations of the
Hilbert fractal slots

We set Ws = 46 mm, Ls = 40 mm, W = 30.43 mm, L = 23.43 mm, Yg = 14.5 mm,
Wf = 3 mm, G = 0.3 mm, S = 0.6 mm, S1 = 0.6 mm, D = 12.7 mm and d = 3.125 mm.
Figure 11 shows a comparison of S11 parameter for the three designed structures: The
simple CPW-Fed microstrip octagonal patch antenna, the microstrip octagonal patch
antenna with first iteration of Hilbert slot and the microstrip patch antenna with the
second iteration of Hilbert slot.

Fig. 11. The simulated S11 of the Octagonal patch antenna and for the two first iterations of
Hilbert slotted antennas

We note that the setup of the first iteration of Hilbert fractal slot allows having 3
resonant frequencies: fr1 = 2.48 GHz, fr2 = 3.40 GHz and fr3 = 5.68 GHz

We note also that the first resonant frequency is lower than the first resonant
frequency obtained with the simple octagonal patch antenna without the slot. Also, the
two obtained −10 dB bandwidths are 150 MHz (2.38–2.53 GHz) and 3.33 GHz (2.86–
6.19 GHz) (Fig. 11).

The setup of the Second iteration of Hilbert fractal slot allows having 3 resonant
frequencies fr1 = 2.30 GHz, fr2 = 3.37 GHz and fr3 = 5.71 GHz, we note that the first
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resonant frequency becomes lower again. Also, the two −10 dB bandwidths are 70 MHz
(2.27–2.34 GHz) and 3.55 GHz (2.77−6.32 GHz) (Fig. 11).

Figure 12 shows the behavior of the gain versus frequencies and versus iteration
number. The total gain of the proposed antennas varies between 0.1 dB and 2.4 dB in the
−10 dB lower operating bandwidth and varies between 1.7 dB and 5.8 dB in the −10 dB
higher operating bandwidth.

(a) Lower bandwidth 

(b) Higher bandwidth 

Fig. 12. The simulated Gain of the Octagonal patch antenna and for the two first iterations of
Hilbert slotted antennas

Therefore the proposed antennas are suitable for 2.3/2.5/3.3/3.5/5/5.5 GHz WIMAX
and for 3.6/2.4–2.5/4.9–5.9 GHz WLAN applications

Also, comparison between several different antennas for WLAN and WIMAX appli‐
cations is illustrated in Table 2. From this table it’s clear that our structures have a
miniaturized design with very important gain compared to most other antennas. More‐
over the proposed antennas have the wide bandwidth over all referenced antennas. This
allows the designed antennas to cover all announced WLAN/WIMAX services.
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Table 2. Comparison of the proposed antenna to others antennas for WLAN and WIMAX
applications.

Ref. Dimension (mm2) Size(cm2) Bandwidth(GHz) Gain(dB)
[7] 50*42 21 2.4 to 3.4

4.9 to 6.6
2 to 2.6
5 to 6

[32] 50*50 25 2.1 to 2.5
3 to 4.2
4.2 to 5.95

0 to 1.5
2 to 2.2
2.2 to 6.2

[4] 45*35 15.75 2.4 to 2.48
5.7 to 5.9
3.4 to 3.7

2.2 to 2.3
2 to 2.3
0.4 to 1

[2] 20*20 4 2.3 to 2.51
3.35 to 3.75
4.95 to 5.53

−1 to 0.7
−1 to 1.4
−0.8 to
1.8

[3] 40*40 16 3.28 to 3.51
5.47 to 6.03

0.6 to 2.2
0.5 to 1

Our work 46*40 18.4 2.27 to 2.53
2.76 to 6.32

0.1 to 2.4
1.7 to 5.8

5 Conclusion

In this paper, a CPW-Fed microstrip octagonal patch antennas for WLAN and WIMAX
applications were proposed. The antennas have a small size of 18.4 cm2, which makes
them suitable for use as internal antennas for embedded systems. By cutting a triangular
shape in the four angles of the rectangular patch antenna, it was possible to implement
UWB characteristics in the higher band. The setup of Hilbert fractal slots on the octag‐
onal patch antenna allows generating new lower resonant frequencies.

The simulated results show that the studied antennas have an important gain and a
good impedance matching. Thereby, this result makes the CPW-Fed microstrip octag‐
onal patch antennas with Hilbert fractal slot an adequate candidates for some applica‐
tions such as 2.3/2.5/3.3/3.5/5/5.5 GHz WIMAX and for 3.6/2.4–2.5/4.9–5.9 GHz
WLAN. In the next work, fabrication and measurement should be done to confirm the
simulated results.
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Abstract. Homomorphic encryption can be considered as an effective tool to
overcome concerns over the confidentiality of sensitive data in the cloud. Since
cloud environment is more threatened by attacks and since cloud consumers often
use lightweight devices to access to cloud services, the homomorphic schemes
must be promoted to work efficiently in terms of running time and security level.
At EMENA-TSSL’16, we boosted the standard RSA cryptosystem at security
level, Cloud-RSA. In this article, we suggest a fast variant of the Cloud-RSA for
speeding up the Cloud-RSA algorithms. The fast variant is based on modifying
the Cloud-RSA modulus structure and using the Chinese remainder theorem to
decrypt.

Keywords: Cloud computing · Homomorphic encryption · Confidentiality
Speedup Cloud-RSA · Chinese remainder theorem (CRT)

1 Introduction

Recently, there has been an increasing adoption of cloud computing services; this is
owing to benefit from the advantages offered by cloud providers such as: powerful
computations, reducing costs, high services scalability and flexibility [1, 2]. However,
concerns over the confidentiality of data are among the most important obstacles to
widespread cloud services adoption [3–5].

Computing on encrypted data is an effective method to overcome these obstacles.
Indeed, researchers have stressed a useful form of encryption, homomorphic encryption,
which provides a third party with the ability to perform operations on encrypted data.
This concept was firstly introduced by Rivest et al. in 1978 [6]. The encryption schemes
which support the homomorphic properties are numerous e.g., [7–14]. The homomor‐
phic encryption schemes can be separated into two categories: somewhat and full homo‐
morphic encryption [15]. The encryption schemes of somewhat category support one
homomorphic property (usually addition or multiplication) or more than one, but with
a limited number of operations. The schemes of the second category support an arbitrary
of operations.

© Springer International Publishing AG, part of Springer Nature 2018
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Since encrypted data under homomorphic schemes is stored for a long time by the
same encryption key in cloud servers and since cloud consumers often use lightweight
devices to access to cloud computing services, these encryption schemes must be
promoted to work efficiently in terms of running time and security level.

Thus, in [14], we boosted the standard RSA scheme [7], in terms of security level,
by suggesting an enhanced version of it, called Cloud-RSA. The Cloud-RSA scheme
provides the multiplicative homomorphism and resists more to confidentiality attacks.

In this paper, we take a fast variant of the RSA cryptosystem [16] as a basis to propose
a new variant for speeding up the Cloud-RSA algorithms. Our new scheme uses a
modulus formed from two or more distinct prime numbers, is based on modifying the
structure of the Cloud-RSA exponents and using the Chinese remaindering to decrypt.

The paper is structured as follows. In the next section, we give the necessary require‐
ments to prove the correctness of our new scheme. In Sect. 3, we review the Cloud-RSA
scheme and present the algorithms of the proposed fast variant as well as its properties.
Finally, we present our conclusions and future works.

2 Preliminaries

We introduce some theorems which are required to demonstrate the correctness of the
proposed variant.

Theorem 1 (Chinese remainder theorem (CRT) [17]). Let a0, a1,… , ak−1 be positive
integers which are pairwise co-prime and let b0, b1,… , bk−1 be integers, then the
following congruences:

x ≡ bi

(
mod ai

)
(1)

for i = 0, 1,… , k − 1. Has a unique solution:

x ≡ b0M0M−1
0 +⋯ + bk−1Mk−1M−1

k−1(mod a)

where a = a0 ×… × ak−1 = ai Mi and MiM
−1
i

 ≡ 1 
(
mod ai

)
.

Theorem 2 (Binomial theorem [18]). Let m𝜖 ℕ and x, y𝜖 ℝ, then

(x + y)
m
=
∑m

i=0

(
m

i

)
xm−iyi (2)

where 
(

m

i

)
=

m!

i!(m − i)!
.

Theorem 3 (Fermat’s Little Theorem [19]). Let p be prime number and a ϵ ℤ such that
gcd(a, p) = 1, then
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ap−1
≡ 1(mod p) (3)

3 Proposed Encryption Scheme

The aim of this work is to speed up efficiently the Cloud-RSA algorithms.
In practice of the Cloud-RSA scheme [14] one usually uses a small public exponent

such as e = 216 + 1 to preclude some exponent attacks. It follows that the Cloud-RSA
encryption is much faster than the Cloud-RSA decryption.

In this section, we take a variant of the RSA scheme, namely MultiPrime RSA [16],
as a basis to suggest a fast of variant the Cloud-RSA scheme. Let us refer to as Multi‐
Prime Cloud-RSA.

Fig. 1. Cloud-RSA algorithms

In the following, we begin with a review of the Cloud-RSA encryption scheme. We
then present the MultiPrime Cloud-RSA encryption scheme.
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3.1 Review of the Cloud-RSA Scheme

The Cloud-RSA scheme [14] consists of key generation, encryption, evaluation and
decryption algorithms, as depicted in Fig. 1.

3.2 MultiPrime Cloud-RSA Scheme

In this part, we describe the MultiPrime Cloud-RSA algorithms. We demonstrate the
correctness of the algorithms. We then give its properties.

3.2.1 Algorithms
Now, we describe the key generation, encryption, evaluation and decryption algorithms
of the MultiPrime Cloud-RSA scheme.

Key generation: The key generation algorithm works as follows:

Step 1: Generate k distinct primes (p1, p2,… , pk) of the same bit-size where k ≥ 2.

Then compute N =
k∏

i=1
pi and 𝜙(N) =

k∏

i=1

(
pi − 1

)
.

Step 2: Choose an integer e that is relatively prime to 𝜙(N). Then compute d ≡ e−1

(mod 𝜙(N)).
Step 3: Compute
• di ≡ d

(
mod

(
pi − 1

))

• ki =
N

pi

(
N

pi

)−1

, where 1 ≤ i ≤ k such that ki ≡ 1
(
mod pi

)
.

The evaluation key is ek = (N); the private key is pk =
(
N, pi, e, di, ki

)
. Where di’s are

the CRT-decryption exponents and ki’s are the CRT coefficients.

Encryption: It encrypts the data exactly as in the Cloud-RSA scheme. Given the private
key pk, let m ∈ ℤN be a plaintext. The ciphertext c is computed as follows:

c = E(pk, m) ≡ me(mod N) (4)

Evaluation: Let c1, c2 … , ck be encrypted data. Given the evaluation key, the cloud
provider can compute
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Eval
(
ek, c1, c2 … , ck

)
≡c1 × c2 ×… × ck(mod N)

≡ me

1 × me

2 ×… × me

k
(mod N)

≡ (m1 × m2 ×… × mk)
e(mod N)

≡ E
(
pk, m1 × m2 ×… × mk

)

where Eval is the function of evaluation.

Decryption: Given the private key pk. To decrypt the processed result
c = Eval

(
ek, c1, c2 … , ck

)
, the cloud consumer uses the Chinese remainder theorem as

follows:

Step 1: ci ≡ c
(
mod pi

)

Step 2: xi ≡ c
di

i

(
mod pi

)

Step 3: m = m1 × m2 ×… × mk ≡
∑k

i=1 xi × ki(mod N).

3.2.2 Correctness Proof
In this part, we demonstrate the correctness of decryption algorithm. Let N be the product
of k distinct primes and e, d be two integers satisfying ed ≡ 1(mod 𝜙(N)).

Suppose that di ≡ d
(
mod pi − 1

)
 i.e., ∃ ai ∈ ℕ such that:

d = di + ai

(
pi − 1

)

where 1 ≤ i ≤ k.
For any c ∈ ℤN is written as follows:

c = ci + bi pi

where 1 ≤ i ≤ k, bi ≥ 0 and ci ∈ ℤpi
.

Since pi’s are pairwise coprime, one can employ the CRT, Theorem 1, to decrypt
c, one evaluates:

mi ≡ cd
(
mod pi

)

where mi ∈ ℤpi
 and 1 ≤ i ≤ k.

Let us compute cd using the Theorem 2:

cd =(ci + bi pi)
d

=
∑d

j=0

(
d

j

)
c

d−j

i
(bi pi)

j

= cd

i
+ (bipi)

d +
∑d−1

j=1

(
d

j

)
c

d−j

i
(bi pi)

j
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Let us reduce mi:

mi ≡cd

i

(
mod pi

)

≡ (ci)
di+ai(pi−1)

(
mod pi

)

≡ c
di

i

(
mod pi

)
, thanks to the Theorem 3

Thus, we prove the correctness of the decryption algorithm.

3.2.3 Security Analysis
The security of the MultiPrime Cloud-RSA encryption scheme depends on the difficulty
of factoring the modulus N formed of two or more distinct prime numbers as well as of
finding the decryption exponents where the encryption exponent is also private. The
fastest factorization algorithms (e.g., the Number Field Sieve [20] and the Elliptic Curve
Method [21]) cannot take advantage of the modulus N structure. Even if we give the
primes factorization of the modulus N. To expose the exponent d an adversary must try
to find two exponents: e and d such that ed = 1(mod 𝜙(N)) and that decrypted data are
semantically correct.

To ensure a high security level, some recommendations to generate the RSA modulus
must be taken into consideration. It has been recommended that the modulus N should
have 1024 + 256x bits for x ≥ 0 [22], the number of primes in N must be chosen carefully
(e.g., for the modulus N of 1024-bit should not be formed of more than three
primes) [23].

3.2.4 Performance Evaluation
The MultiPrime Cloud-RSA scheme has been implemented and compared with Cloud-
RSA scheme. The performance evaluation, in terms of running time, has been measured
using Python programming language.

Throughout the simulation, we have respected the recommendations for generating
the key pair [22, 23]. We have set a modulus N of 1024 bits long formed of two distinct
primes. We then have picked an encryption exponent e = 216 + 1 that is relatively prime
to 𝜙(N).

The simulation results show that the MultiPrime Cloud-RSA scheme gets a decryp‐
tion speedup by factor of 2.75 over the Cloud-RSA scheme.

4 Conclusion and Future Works

We have suggested a fast variant of the Cloud-RSA scheme, MultiPrime Cloud-RSA,
to speed up its decryption algorithm. The MultiPrime Cloud-RSA uses a modulus N
formed of two or more distinct primes and employs the Chinese remaindering to decrypt
data. It provides the multiplicative homomorphism over the integers and its security
relies on the difficulty of both factoring the modulus N and finding the decryption expo‐
nents where the encryption exponent e also is private. The simulation results show that
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the MultiPrime Cloud-RSA scheme offers a good performance, in terms of running time,
in comparison with the Cloud-RSA scheme.

In our future works, we will try to speed up more the Cloud-RSA scheme with
maintaining a high security level.
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Abstract. The awareness, adoption and practice of smart city system has been
on the increase among developers, regulators and other stakeholders of city plan‐
ning and development. This study examines the relationship between drivers of
smart cities and social inclusion of citizens in the societies with a view to
enhancing urban citizens’ identification and willingness to share skills and knowl‐
edge. Relevant literature materials relating to smart city concept and social cohe‐
sion were reviewed and variables obtained were further examined through the
administration of questionnaires to experts and professionals concerned with the
planning, development and regulation of cities. Majority of the respondents are
willing to share knowledge and skills among themselves and prefers to be iden‐
tified as an individual rather than by their race, gender or ethnicity. The study also
assess the importance of the six smart city drivers. Therefore, smart city model,
which is an urban design mechanism, has the capacity and capabilities to re-form
and modify any environment provided the correct and rigid frameworks are built,
adopted and properly followed.

Keywords: Smart city · Smart technology · Social cohesion
Sustainable construction

1 Introduction

The inception of the smart city model came about in the late 19th century, during a period
in which smart growth movements, altered the manner in which: cities were designed,
developed and coordinated [1]. The shift from the traditional methodology of urban plan‐
ning to a more sustainable, innovative, collaborative as well as city specific method‐
ology, has been identified as critical for the survival of the present and future cities [1, 2].

Due to the challenges stemming from the global trend in urbanization and globali‐
zation [3], the Smart City concept has received a vast amount of attention among
researchers, municipal governments and large IT organisations, amongst others, these
include IBM, Siemens [1] and Microsoft [4].

The rapid migration of the global population, into urban areas has revealed the need
to adapt policy planning strategies, and to ensure that these urban areas are equipped
with mechanisms to meet the needs of their current inhabitants without compromising
the ability to meet the needs of the future inhabitants. Research conducted by the United
Nations estimated 66% of the world’s population will be living in urban areas by 2050;
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furthermore 90% of this population shift is expected to take place in Asia and Africa [5]
Through the transformation of cities to smart cities and the formation of smart cities
based on the six fundamental components of the smart cities model developed by
Giffinger et al. [6], cities will be empowered to integrate their different sectors, systems
and sub-systems through the use of a network of ICTs [5]. This will provide city author‐
ities with the tools to monitor every aspect of the city, including its utilities, which
ultimately enabling them to communicate effectively with their citizens at the present
moment and not hours or days later [7]. This research investigates the drivers for the
development and transformation of cities into smart cities and their roles in enhancing
the quality of life of the urban citizens.

2 Concepts of Socially Inclusive Cities

One of the biggest obstacles for nations to overcome in the 21st century is the increased
migration trend of the global population into urban districts [3]. Conversely, the issue
of globalization has led to the emergence of increased segregation among communities
with diverse cultures, gender, age, race and unique stories of origin [8]. To this end,
Urzua [9] defines globalization as a multi-dimensional process, which is comprised of
a number of different elements, which are the development of a universal set of economic
rules endorsed by the different countries administrative authorities, to make provision
for these rules within their states’ economy. These invariably improve their efficiency
rates and surplus margins as well as the attractiveness of the country; the incorporation
and establishment of innovative and technology savvy infrastructures; and the formation
of a population which embraces the multiple cultures, races, genders and different levels
of knowledge brought-forth by the different members of the society [3].

Moreover, the fine line between globalization and the formation of socially inclusive/
cohesive cities is clearly seen. Social cohesion is defined by the UN Department of
Economic and Social Affairs (UN DESA), as the formation of urban metropolitans, in
which the inhabitants work collectively with the local and national authorities, to improve
their own future prospective as well as the potential of the urban district they reside in, in
a view to foster the implementation of equitable and co-operative strategies, therefore
assisting the stakeholders in mitigating the prevalent divide within communities [10].

The study is focused on South Africa, which has been identified as a country that is
rapidly expanding and improving [7]. The prevalent prejudices currently suffered by the
country’s population has been attributed to apartheid regime [11]. This is a time in which
the white citizens of the country were seen as superior and the remaining ethnic groups
were seen as inferior, thus they were restricted to what they could do, where they could
go as well as where they could live [12]. Furthermore, the regime exposed these inferior
members of society to an autocratic governance system. However, the end of this era in
1994 and the mobilization of the country’s democratic government was welcomed by
many, as it was a step in the right direction to the formation of an equitable society, that
is, a society in which an individual’s future opportunities were not influenced by their
race and culture.
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To this extent, there is a need for the development of mechanisms and policies that
will assist in the formation of urban societies that support and are willing to share
knowledge and skills with each other, and concurrently empowering fellow citizens to
motivate and create a sense of belief in each other. In doing so, they stimulate the sense
of belief and faith within themselves as individuals [13]. For this reason, the need to
develop metropolises which are impartial, sustainable and thriving with opportunities
for all is accentuated [10]. Furthermore, to highlight the importance of this phenomenon
the organization of Economic Co-operation and Development (OECD) have established
and mobilized a strategy to assist urban and national stakeholders, in addressing the
global issue facing many societies from as early as the 19th century [14].

The smart city model is used to analyze and assess the progress local and national
authorities are making in the emergence of socially cohesive societies on a global front.
To this end, the model is comprised of three primary drivers, namely: (1) Social inclu‐
sion – the formation of a metropolitan which has the competence in creating a thorough
equilibrium between its inhabitants and the financial, communal and administrative
sectors of the region; (2) Social capital – the emergence of a morally transparent collab‐
oration between local authorities and its citizens. In doing so they spur the perception of
belonging; (3) Social mobility – which refers to the link between equitable prospective
for all [10]. In support, the SADAC [12], stress the fundamental significance of the
aspect of respect for oneself, their neighbors, communities and the country as a whole.

To this extent, a community, a society or a country, is not acknowledged as occu‐
pying a population in which the theory of social cohesion has been mastered, until such
time, citizens are able to look at the individual next to them and not judge them by their;
age, gender, race, cultural, deformities or economic status. Thus, a socially cohesive
community is one in which citizens aspire to help empower those within their commun‐
ities. Furthermore, a socially cohesive community is unified- in the sense that they
acknowledge what they can/may achieve, if they are able to freely express their; minds,
ideas, concerns and fears (SADAC 2012).

3 Smart Cities and Social Cohesion

The manner in which the developments in science, industry and technology have influ‐
enced the evolution of architecture in cities can be used to describe the history of urban
districts. The link between technology and urban designs was first made during the
1850’s. It was believed that the advances in technology would directly impact the future
of society, economy and urban agglomerates [15].

The idea of a Garden city was developed by E. Howard in 1898; this idea has been
identified by Hall and Tewdwr-Jones [16] and Angelidou [15], as one of the most
influential city planning visions. Howard’s idea was to create a hybrid city which main‐
tained a constant equilibrium between meeting the needs of the city citizen and
community, by combining the convenience advantages of the town with the environ‐
mental advantages of the country. The city was to be enclosed by open country land,
and this land was then used to create an environment for urban activities such as public
institutions [16].
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The architectural designs of the industrial city; ‘Une cite’ ‘industrielle’ developed
by T. Garnier in 1904 emphasized the impact the advances in technology would yield
on the future designs of cities. This shift in the design process of cities was further
emphasized by, architect – A. Sant’Elia in the plans for project ‘Citta’ ‘Nuova’ in 1913.
These project plans envisioned a city which mimicked an efficient and fast paced
machine, the inclusion of multi-storey structures as well as multi-levelled (lower ground,
ground and aerial) transportation routes could be seen [15]. Following this vision, archi‐
tect Le Corbusier in 1922, revealed plans for the development of a contemporary city;
a city designed to cater for the needs of three million inhabitants. Equally important to
this design, was the strategic positioning of multi-storey skyscrapers in the epicenter of
the city, designed for both commercial and residential use.

Inspired by the advances in technology, architect T. Zenetos in the late 19th century
introduced the Electronic Urbanism (EU) city model to the built environment. The
designs of the EU model encompassed the use of atmospheric space to develop a wire
web which was designed to function both structurally and electronically, thus enabling
the transfer of information and communication among different spatial zones [17]. The
wired city enabled city citizens; to live in their own electronically equipped bubble, thus
allowing them to sink into their virtual home space a: any time and in any location. In
addition, environmental sustainability was a key concern of Zenetos, this was illustrated
by the way in which the structures he designed mirrored the spherical shape of the
globe [17].

The real change in urban designs and development came about in the 1980’s. During
this time, city planners and urban design specialists; embraced the idea of city systems
being connected through networks. They welcomed the advantages resulting from the
boom in technology and the spread of ICT’s into the daily lives of the urban citizen. In
addition, the development of the World Wide Web (WWW) complimented their ideas
of the future urban spaces being conceived as wired cities, intelligent cities, digital cities
and virtual cities [15]. Furthermore, Aurigi [18] highlighted the critical role ICT’s would
play in the democratic government and the future administration of urban districts.

Studies conducted in the decade prior to the 20th century publicized, the effect the
internet would have on the future of tangible cities. Emphasized in the research
conducted by Crang and Graham [19], these theorists envisaged a city commissioned
solely by the digital world – a world in which: trade relations, communication and
information transferal would be diffused through a virtual web of networks. Although,
the advances in digital technology and ICT; have significantly altered the manner in
which cities around the globe function on a daily basis [20], the influential role they
have performed in driving the development of innovative urban designs and plans for
the future cities cannot be disregarded. Similarly, the manner in which they have revo‐
lutionized the functioning of city systems, ultimately improving the ability of the city
to meet the ever growing needs of the urban population cannot be overemphasized [15].
Komninos [21] backed this view through the identification of the first intelligent city-
Bletchley Park in the United Kingdom (UK) in 1939. The formation of the Bletchley
Park city concentrated on the enabler technology formed for the development of knowl‐
edge and transmission of information in the urban region. Concurrently, it developed
the individual and co-operative capabilities of the community, these included their
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ability to mitigate problems, improve manufacturing efficiencies and communication
periods.

Furthermore, the origination of the creative city model did not take the blooming of
the advances of technology into consideration. The model’s objective was to implement
initiatives which encouraged the development of civic alliances as well as non-civic
partnerships. However, the inability of the creative city to formulate a comprehensive
vision and development framework resulted in the emergence of a city model which was
unable to cope with the rapid evolution of the globe and the subsequent challenges
arising from the revolution [2].

The smart city model aims to guide local and national governments in the formulation
and implementation of tactics, which will assist them in the mobilization of balanced
strategies throughout the different city divisions. Moreover, these balanced strategies
are unique to each city. Thus, on the one hand the strategies implemented should
empower the city to overcome its developmental barriers and on the other had it should
encourage the sustainable, innovative and equitable (trans)-formation of the city [21].
However, the successful mobilization of these balanced strategies throughout the
metropolis is, directly linked to the cities smart technology capabilities. Equally impor‐
tant, is the amalgamation of the cities Smart infrastructure and Smart technology, as
indicated in Fig. 1 [22].

Fig. 1. Smart technologies-integrating city systems Source: City of Johannesburg [22]

The link between technology, knowledge and innovation, encouraged the inclusion
of knowledge management agendas in the global and local development policies of large
international organizations such European Union (EU), United Nations (UN) and the
World Bank [15]. For this reason, the knowledge economy has become a reality. The
realism of this economic style and the improvements in technology over the recent
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decades have been identified as an essential facilitator in the establishment of the smart
city model [15, 20]. In addition, smart city model was proposed as an amalgamation of
the well-defined tactics employed in the intelligent city and the proposed objectives of
the creative city [2].

4 Research Methodology

This study collected information from the relevant individuals through the use of close
ended data collection instrument, which is a well-structured self-reporting questionnaire.
The use of the self-reporting questionnaire as the data collection instrument suited the
current study as it enabled objective and accurate collection of each individual respon‐
dent’s opinion and particular knowledge on the smart city phenomenon, its character‐
istics as well as the holistic impact it has on the functioning and sustainable development
of urban districts. However, to ensure the objectives of the study were met, 5-point Liker
scales of reluctance (1 = extremely reluctant; 2 = reluctant; 3 = neutral; 4 = willing;
and 5 = extremely willing) and agreement (1 = strongly disagree; 2 = disagree;
3 = neutral; 4 = agree; and 5-strongly agree) as well as 3-point (yes, no and unsure)
Likert scales were used to quantify the opinions of the respondents. As a result, descrip‐
tive statistics of percentage, mean item score MIS), standard deviation (SD) and ranking
system were used for the analyses of the findings.

The current study was conducted in the Gauteng province of South Africa. The
province consists of three main metropolitan municipalities, namely: City of Johannes‐
burg Metropolitan Municipality (COJ), City of Ekurhuleni Metropolitan Municipality
(EKU) and City of Tshwane Metropolitan Municipality (COT). Furthermore, data was
collected from town planners, project managers, contracts managers, architects, quantity
surveyors, civil engineers, electrical engineers in telecommunications and information
as well as data technicians currently practicing in the construction industry.

5 Findings and Discussion

5.1 Cities Promoting Social Cohesion

Table 1 presents the manner in which the sampled respondents, rate whether their city
promotes social cohesion among their community. 25% said yes, 50% said No and 25%
were Unsure. From the high number of disagreed citizens, it can immediately be deduced
that the aspect of unified communities is far and few between within the province of
Gauteng.

Table 1. Social cohesion among your community

City promoting social cohesion %
Yes 25
No 50
Unsure 25
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5.2 Citizens’ Manner of Identification

Respondents were further asked to select the option they would prefer to identify them‐
selves. The results in Table 2 revealed that 9.4% of the respondents prefers to be iden‐
tified via their nationality, 3.1% identify themselves via their gender, 12.5% identify
themselves through their race, while 75% wants to be identified just as an individuals.
Previous study [13], present the following findings from the GCRO QOL Survey in
2015: 22% of the respondents identified themselves by their nationality, 20% by their
race, 18% by their gender, 10% by their religion and 17% identified themselves as an
individual. The results of the current study’s findings and the findings reviewed in the
literature do not reflect the same percentages; however, the current study’s findings
present a more favorable identification spectrum, as the manner in which citizens- iden‐
tify themselves aggravates the issues of racism and inequalities in the study area.

Table 2. Urban citizen’s identification

Manner of identification %
Nationality 9.4
Gender 3.1
Race 12.5
Individual 75.0

5.3 Willingness to Share Knowledge and Skills

Respondents were further asked to rate their willingness to share their knowledge and
skills at their place of work as well as in their community.

The results in Table 3 revealed that 9.4% of the respondents were extremely reluctant
in both their place of work and community, 6.3% of them were reluctant in their place
of work and 18.8% in their community, 18.80% of them were neutral in their place of
work and 34.40% in their community, 50.00% were willing in their place of work and
28.10% in their community, while 37.50% were extremely willing to do so in their place
of work and 12.50% in their community. Therefore, 50% of the respondents are willing
to share their knowledge and skills with their colleagues at work and 34.40% of them
were neutral in sharing the skills and knowledge in their community. According to South
African Department Arts and Culture [12] and South African Cities Network [23], the
transferal of skills from one citizen to another, encourages the formation of a platform

Table 3. Knowledge and skills sharing

Rating Place of work % In community %
Extremely reluctant 9.40 9.40
Reluctant 6.30 18.80
Neutral 18.80 34.40
Willing 50.00 28.10
Extremely willing 37.50 12.50
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which enables members belonging to a group, to brainstorm, thereby increasing the
knowledge capital of their fellow, work colleagues or community members.

5.4 Smart City Drivers and Social Cohesion

Based upon the computation of the MIS, the SD and the Ranking Index used (R), the
findings revealing the extent to which the respondents agreed with the use of the six
primary smart city drivers that can aid the process of forming socially cohesive societies.
Table 4 presents, the manner in which individual smart city drivers can enhance the
process of forming socially cohesive societies. Smart living is ranked first with an MIS
of 4.09 and SD = 0.734, smart governance is ranked second with an MIS of 4.06 and
SD = 0.948, smart economy is ranked third with an MIS of 4.03 and SD = 0.740, smart
people is ranked fourth with an MIS of 3.97 and SD = 0.861, smart environment is
ranked fifth with an MIS of 3.88 and SD = 0.707, and smart mobility is ranked sixth
with the least MIS of 3.81 and SD = 0.821. Further, an average MIS of the primary
drivers, reveals a group MIS of 3.97. The findings on the importance of smart living is
supported by existing and similar studies [2, 24]. The studies stressed that the drivers
aims to stimulate the desire of the city citizen to participate within their community, thus
improving their social capital. Most importantly in order for countries to improve the
levels of unification among their urban districts and citizens, there is a need to transform,
modernize and make provision for increased basic service supplies as well as areas which
are allocated for civic use.

Table 4. Smart city drivers and socially cohesive societies

Smart city drivers MIS SD Rank
Smart living 4.09 0.734 1
Smart governance 4.06 0.948 2
Smart economy 4.03 0.740 3
Smart people 3.97 0.861 4
Smart environment 3.88 0.707 5
Smart mobility 3.81 0.821 6
Average 3.97

6 Conclusion and Recomendations

Smart cities concept is useful in transforming the manner in which construction projects
are designed and executed to include the principles of Green Designs, thus increasing
the Sustainable Development of the industry. More so, careful thinking, investigating
and brainstorming with the appropriate professionals in the urban district can enable the
simultaneous development of a socially cohesive society. in addition, the rapid increases
in urbanization, drastic changes in resource sustainability and securities as well as
changes in the environment as a whole, require the need to be able to adapt as a city and
as an individual when the force majeure prevail themselves.
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The policies and literature materials that have been reviewed for the purpose of this
study, specifically for the aspect of social cohesion do not correlate with the primary
findings of the study. For this reason, it is recommended that-policies such as those
developed by the South African Department Arts and Culture (SADAC), should be
modified and during the modification process, workshops should be conducted with
different communities across the country, thereby enhancing their abilities to obtain facts
and opinions of the citizens.

Further to the findings, there is a need to investigate how smart cities will promote
the mobilization of Public-Private-Partnerships (PPP) as well as improve the awareness
levels of emerging procurement methods. Studies and workshops should also be
conducted to improve the socially cohesive awareness levels of the citizens as this will
aid the process of developing socially cohesive communities in the study area as well
as nationally.
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Abstract. The growing nature of cities through globalization and advancement
in technology have necessitated for the transformation of infrastructures and other
elements of the cities in the quest of meeting up with the sustainable development
goals. This is known as smartization process, which implies that cities should be
designed and modernized focusing on the social, environmental and financial
benefits to the current and future citizens. Using the basis of smartization process,
smart city initiates as well as cities in motion index (CIMI), this study examines
the characteristics and global ranking of major cities in South Africa within a 3
years period. It could be observed that there has been a decline in average ranking
of the selected cities by about 4.26% which is a concern not only for agencies of
government responsible for city planning and development but also construction
stakeholders that are involved in the design, development and management of
cities and their infrastructures.

Keywords: City in motion · Information technology · Smart city
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1 Introduction

The advances in modern technology and the rapid development of Information Tech‐
nology (IT), digital technology (DT) and the Internet of Things (IOT) have formed the
catalyst for the Smart City Model otherwise known as the Smartization process [1–3].
Letaifa [4] defines the smartization process as an urban design mechanism which
modernizes and transforms infrastructures and urban districts into technological savvy
hubs, with the ultimate vision of improving the standard of living, social and economic
wellbeing of the city citizen.

The Sustainable Development of cities has become a growing concern, throughout
the world. The rapid increase in urbanisation has posed a number of risks and concerns
for the survival of urban metropolitans, thus the need to implement smarter, sustainable
and resilient policies and models in city development; has altered the minds of urban
planners, Architects and other professionals in the built environment (BE). The adapt‐
ability of these professionals, organisations and governments throughout the globe, has
undoubtedly revolutionised urban planning and shed light on the advantages revealed;
through the (trans)-formation of cities to Smart Cities. Smart Cities make use of the
modern advances in technology to holistically integrate the city components and utilities.
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Furthermore, the smart concept provides a stimulus for the development of an innovative
environment, which drives the development of innovative city systems and multi-
purpose devices such as the use of Smart Meters to monitor water and electricity
consumption.

The idea of the simple yet complex urban model - the Smart City and the powerful
tool it can form in not only driving the formation of sustainable and resilient cities, but
the positive effects it has on the life of the city citizen is clearly accentuated in current
literature. The (trans)-formation of cities to Smart Cities identifies the key role of the
citizens as - the most important stakeholder of the city. For this reason, one of the major
focuses of the process of “Smartization” is to improve the lives of the urban citizen
through: improved service delivery, improved health care, individual security and the
sustainable use of resources. Moreover, it aims to spur the formation of socially inclusive
societies, which are identified as being: impartial, less poverty stricken and stimulate
the perception of belonging among individuals.

The mix of elements comprising the fuel, propelling the engine of the smartization
process are known as the smart city drivers [5]. They include smart living, smart gover‐
nance, smart economy, smart people, smart environment and smart mobility. Using these
drivers and based on the cities in motion index (CIMI), this study therefore examines
the smartization of four major cities in South Africa, which are Johannesburg, Pretoria,
Cape Town and Durban, with a view to understanding specific challenges to their
stability and development, and proffer necessary solutions.

2 Smartization Process of Cities

To facilitate the ecosystem functionality of the smart city, the connection between the
IOT, ICT, utilities, smart infrastructures, local authorities and fundamentally the key
force heading the evolution - the citizen, must be established [2]. To this extent, the
emergence of a well thought-out, strategic and rapid processing fiber and virtual network
of ICT’s are constructed throughout the inner-city of major cities [6].

The precise modus operandi of the smartization process as identified by Hollands [7]
as well as Alfano et al. [8], concurrently contributes to the provision of a real-time control
system for the citizens, commercial enterprises, emergency services as well as municipal
governments among others [2, 6]. In addition, the wireless network enables real time
communication between the different city utilities, institutions, commercial enterprises
in both the private and public sector and the government [9], through the use of smart
devices such as smart meters, digital sensors such as traffic sensors [1], as well as the
use of surveillance cameras to improve public safety and decrease crime statistics
[10, 11].
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3 Influence of City Rankings on Smartization Process

Smart City initiatives have influenced the position and global ranking of major cities in
the world. The purpose of city-rankings is to determine, assess and compare how cities
throughout the globe fair against each other, based on economic growth; social devel‐
opment; and geographical features [5]. Moreover, cities throughout the globe are ranked
on an annual bases on the Cities In Motion Index (CIMI). The index is facilitated by the
IESE Business School at the University of Navarra, which aims to establish a system of
measurement for the future sustainability of the world’s major cities as well as the quality
of life of the inhabitants. In addition to the above, the index is used to rank smart cities
throughout the globe, therefore the mobilization of such indexes provides urban plan‐
ners, city stakeholders and metropolitan governments with a realistic representation of
the progress their urban districts are making in the (trans)-formation to sustainable goals
and development.

Due to the imperative findings presented by the rankings; the authors of the index
emphasis the ecosystem functionality of urban districts [9]. In doing so they stress that
in order for urban administrators to address the developmental challenges faced by cities
throughout the globe, the need to thoroughly understand the co-dependency of the
different city networks and sub-networks as well as the trail of effect the different sectors
have on one-another [2, 5, 7].

The findings of the first CIMI were published in 2013 based on the data collected in
2012; however for the purpose of this review only the findings from the 2013, 2014 and
2015 indexes were adopted as that of 2016 were not available at the time of this study.
The CIMI rankings in 2013 had a global geographical coverage of 135 cities [12], in
2014 the geographical coverage increased to a total of 148 cities [13] while the largest
increase in geographical coverage can be seen in the 2015 index with a total of 181 cities
being analyzed [9]. Each of the cities were analyzed according to ten major character‐
istics and their specific indicators, as represented in the Table 1 [9].

To obtain each of the cities CIMI city ranking, a methodology known as DP2 was
used. This specific methodology has been used by the IESE to enable each indicator
comprising the ten characteristics, to be measured independently of each other by
applying the same correction factor to each indicator. These correction factors are deter‐
mined by using the complement of the coefficient of each determination for each of the
indicators, thus providing a realistic value for each of the characteristics. Each of the
characteristics are then multiplied by their relative weight factor and accumulated
together, consequently providing each cities CIMI value. Furthermore, the CIMI value
is also used to classify the cities into different groups according to their performance,
these are outlined in the Berrone and Ricart’s [9] report as; High (H) >90; Relatively
High (RH) 90 > 60; Average (A) 60 > 45; and Low (L) <45.
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Table 1. Characteristics and indicators for comparing cities on the CIMI

Characteristic Indicators used to measure characteristic
1. Economy Productivity level of the workforce, No. of Entrepreneurs, Gross

Domestic Product (GDP) as well as the simplicity of starting a
business.

2. Human Capital Level of education, No. of universities and the Cultural
attractiveness of the city i.e. No. of Museums, Art galleries.

3. Technology No. of broadband users both wireless & fixed, No. of Facebook
users per capita, Quality of the city council’s web services,
Innovative Index.

4. The Environment Amount of CO2 emissions released from burning of fossil fuels,
Percentage of population with access to water supply, Pollution
Index of city

5. International Outreach Level competitiveness and attraction of foreign investors, No. of
international tourists and No. of hotels per capita.

6. Social Cohesion Attempts to determine the level of comradery between the different
classes of the urban citizens through the measurement of the
unemployment rate, ratio of women workers in public
administration, Crime rate and Health index

7. Mobility &
Transportation

No. of metro stations in the city, No. of public transport options
available to commuters, No. of air routes in the city. Inefficiency
Index (Time spent in traffic)

8. Governance Range of government web services particularly at council level and
the cities open data system

9. Urban Planning Percentage population with access to sanitation facilities, No. of
people per household, No. of Architecture firms designing for the
city and No. of bicycle shops found in the city.

10. Public Management Total tax rate paid by businesses, No. of embassies in the city,
Reserves per capita in millions of current US Dollars

Source: Berrone and Ricart [9].

4 Findings

Table 2 represents the ranking of the four major cities in South Africa, which are Johan‐
nesburg, Pretoria, Cape Town and Durban on the CIMI. In 2013 the cities of Johannes‐
burg and Pretoria for example, were ranked 118th with a CIMI of 22.16% and 117th with
a CIMI of 22.17% respectively. Further, in 2014 the city of Johannesburg was ranked
130th with a CIMI of 43.12%, Pretoria on the hand was ranked 129th with a CIMI of
43.23%. Furthermore, in 2015 Johannesburg was ranked 140th with a CIMI of 51.49%
and Pretoria was ranked 164th with a CIMI of 42.91%. Thus, the CIMI value for Johan‐
nesburg has increased by 29.33% over the 3 year period which is an 8.59% increase over
Pretoria’s increase of 20.74%.

Although, the increase in CIMI is positive, the decrease in global position of these
cities on the rankings indicate that these urban societies have not mastered the balance
between innovative and progressive development equally among the co-dependent
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networks within the cities. As a result, Johannesburg is identified as a vulnerable unbal‐
anced city; as it has a high growth rate in one of the characteristics but a low growth rate
in the remaining characteristics. Similarly, Pretoria is classified as a vulnerable border‐
line, unbalanced and stagnant city, meaning across all ten characteristics there has been
little or no growth over the 3 year period.

Upon determination of the CIMI values they can be further broken down and
analyzed according to the ten characteristics they are comprised of. Therefore, one can
obtain key information regarding the current status of the city and its development. On
the one hand the characteristics which have increased in ranking over the 3 year period
provide insight into which of the city systems have become the main focal point of the
local and national government. On the other hand, the characteristics with a decline in
ranking emphasis which city systems require the attention of the urban stakeholders for
the future sustainability of the metropolis, thus assisting them to develop unique plans
and strategies that will meet the present and future demands of their inhabitants as well
as ensure their growth is holistic and dynamic [9]. Simultaneously, these will contribute
to the key foundation pillars-drivers, which should be considered for the development
of a resilient, socially cohesive and smart city.

To assist in the identification of the key foundation drivers for the (trans)-formation
of the selected smart cities, Table 3 has been designed based on the findings of Berrone
and Ricart [12], Berrone and Ricart [13] and Berrone and Ricart [9]. The table illustrate
the global ranking of each characteristic for the cities. The rankings of Johannesburg
and Pretoria have been analyzed to determine the characteristic’s which had the most
and least growth over the 3 year period.

Table 3. The CIMI global ranking of four major cities in South Africa

Table 3 revealed that the variance between the 2015 and 2013 overall global ranking
based on the calculated CIMI. Johannesburg’s position decreased by 22 places which is

Table 2. Global ranking and the CIMI value of major South African cities

IESE-cities in motion index
City 2015 2014 2013

Ranking CIMI Ranking CIMI Ranking CIMI
Cape Town 120 56,92 117 49,11 119 21,95
Durban 159 44,45 124 44,96 104 29,33
Johannesburg 140 51,49 130 43,12 118 22,16
Pretoria 164 42,91 129 43,23 117 22,17

Source: Berrone and Ricart [9].
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equal to 12.2%. Pretoria’s global position decreased by 47 places which is equal to 26%.
However, over the 3 year period a total of 46 cities were added to the index which is
equal to 25.4%. Therefore, the actual decrease in Johannesburg’s global ranking is equal
to 13.3% and Pretoria’s global position had a slight increase of 0.55%.

The variance between the 2015 and 2013 ranking for each of the 10 characteristics
were also calculated for the four cities. The variance of the 3 characteristics which
revealed the highest growth (represented by blue on the table) and largest decline (repre‐
sented by red on the table) on the rankings per characteristic are identified in ascending
order as follows: In Johannesburg, the characteristics with the highest growth are: Tech‐
nology with an increase of 10 positions; Public Management with an increase of 9 posi‐
tions; and Human Capital with an increase of 3 positions. Similarly, in Pretoria the
characteristics with the highest growth include: Human Capital with an increase of 38
positions; Social Cohesion with an increase of 29 positions; and Public Management
with an increase of 5 positions.

Moreover, the characteristics with the largest decline in ranking are noted in Johan‐
nesburg as: Environment with a decline of 109 positions; International Outreach with a
decline of 91 positions; and Urban Planning with a decline of 69 positions. In Pretoria
the characteristics are outlined as: Governance with a decline of 112 positions; Envi‐
ronment and Urban Planning both have a decline of 106 positions; and 3 International
Outreach with a decline of 91 positions. Therefore, the analysis of the decline in the
above mentioned characteristics provide realistic guidelines for the urban planners and
city stakeholders in determining the essential drivers for the transformation of the cities.
For instance, to transform Johannesburg into a smart city, namely: Smart Environment;
Smart Economy and Smart Mobility should be given necessary attention. Similarly, the
Smart model drivers of: Smart Environment; Smart Governance; Smart Economy and
Smart Mobility should be the main focus of Pretoria’s transformation into a Smart City.

To demonstrate the fluctuations in the ranking of the major cities over the 3 year
period; the mean of the four cities global ranking for each year were calculated and
divided by the total number of cities analyzed in each annual ranking to obtain a
percentage. Thus, global ranking for 2013, 2014 and 2015 amounted to 84.8%, 84.5%
and 80.5% respectively. The variation between the years 2013 and 2015 revealed a
decline of 4.26% in the cities’ global ranking.

5 Conclusion

This study has been able to examine the link between the CIMI and the Smartization
process as the CIMI characteristics and the indicators used to compute the characteristics
provide realistic and city specific data. As a result, urban districts throughout the globe
are assisted in the process of identifying and thoroughly defining, amongst others; the
specific challenges hindering their future development and stability, issues concerning
the functionality of the inner-city sectors, the general morale - productivity levels and
knowledge capital of its inhabitants. The latter is identified as one of the critical compo‐
nents in the (trans)-formation of cities to Smart Cities, as failure to effectively understand
these fundamental elements will result in a process of transformation that exposes
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undesired and disappointing results. This study has provided basic information and
necessary guidelines for the urban planners, city stakeholders, developers, construction
experts and other concerned stakeholders in determining the essential drivers for the
transformation of the identified cities to smart and sustainable community for the benefit
of the current and future citizens.
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Abstract. Sentiment Analysis is one of the recent fields that attracts the attention
of many researchers to contribute in its improvement and to get the fruits of its
applications. This paper presents a novel framework that aims to empower the
sentiment analysis task by combining an unsupervised approach that relies on a
lexicon-based strategy and domain ontologies to identify the sentiment of the
textual content, and a visual sentiment ontology to analyze the emotions expressed
by images, this hybrid method ensure the accuracy of results on data retrieved
from social networks to get insights about the reaction of public towards a specific
topic. The framework was put into test to analyze the data flowing in social
networks during French elections 2017 to rank the candidates and detect the
regions where they are leading and the results obtained were promising.

Keywords: Semantic web · Ontology · Sentiment analysis
Twitter and Facebook APIs

1 Introduction

Nowadays, the growth of social network platforms has gained a lot of attention from
many organizations, companies and researchers because of the outburst of social data
they made available, and partially accessible online, also for the reliability of emotions
expressed spontaneously by people towards a topic without any social boundaries or
psychological complexity, and moreover psychological researchers found that more the
people are relaxed at their homes, the more their sentiment and expression are true [1].

In our paper, we seek to benefit from the tremendous development that artificial
intelligence and semantic web knows, and also the tools they offer in order to extract
the sentiments score of the contents posted by the actors of the social network and get
insight about their opinions towards a specific topic, product, event etc.

A feature based sentiment analysis tool was proposed by [K. Vithiya Ruba and D.
Venkatesan], which relies on building ontology for the interested domain, to help in
getting more accuracy about the sentiment represented in the content. Another work was

© Springer International Publishing AG, part of Springer Nature 2018
M. Ben Ahmed and A. A. Boudhir (Eds.): SCAMS 2017, LNNS 37, pp. 470–482, 2018.
https://doi.org/10.1007/978-3-319-74500-8_44



done by [Cataldo Musto et al.], that present a domain-agnostic framework for intelligent
processing of textual streams coming from social networks. And it was applied in two
smart cities related scenarios; to monitor the recovering state of the social capital of
L’Aquila’s city after the dreadful earthquake of April 2009 and to build a hate map of
the most at-risk areas of the Italian territory.

Our work was inspired from the both latter approaches, for the aim of implementing
a framework that benefits from the advantages of using domain ontologies in the contex‐
tual processing of textual content. And we improved it by adding the analysis of visual
content using a visual sentiment ontology tool. In order to explore the tendencies of the
social network actors and get refined and rigorous results.

2 Social Network Analysis

Social Network Analysis (SNA) is one of the rising fields that benefits from many
opportunities to develop and evolve due to the explosion of social data and the interac‐
tions between the different entities (people, organizations, businesses…), that are explic‐
itly accessible online through social network platforms, SNA aims to recognize and take
advantage of the key features of social networks in order to manage their life cycle and
predict their evolution. And it offers efficient tools that allows researchers to make
remarkable discoveries and valuable explanations of varied and complex real life situa‐
tions in many domains such as economy, health, security etc. Which in many cases
classical and statistical techniques fails to extract accurate and reasonable inference from
it. This is made possible through the following steps:

Sampling data and the creation of a Graphical representation of the problem which
helps to visualize and understand easily the key features of the network.

Selecting the appropriate metrics to get information about the actors of the network
or about the structure of the whole network.

2.1 Algorithm Analysis

SNA algorithms are divided into two categories, the first one focus on the extraction of
information about the actors of the network, whereas the second helps to understand the
structure and the characteristics of the social network.

a. Algorithms that extracts the most important actors in the social network:

These algorithms highlights the most important actors and the strategic positions of
the network, their main goal is the study of the centrality metric of the network. Here‐
after, a brief description of various definitions of this metric:

Degree Centrality: The actor with the higher number of connections is considered
to be the most important node in the graph.

Betweenness Centrality: This considers nodes that are more often on shortest path
between other nodes as the most central.

Closeness Centrality: This considers as most central the nodes that have the smallest
average length of the roads (sequence of relationships) linking an actor to others.
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Egocentric Centrality: Centrality of a node on the subnetwork of its neighborhood.

b. Algorithms that gives insights about the global structure of the network:

Beside The centrality, there are more metrics that gives the necessary information
to understand the social network, predict its evolutions to get more control over it, also
gives the ability to recognize the distribution of individuals and activities, and measure
its flexibility at communicating and distributing messages, and its mechanism of restruc‐
turing in case of failures.

Here we will present a brief description of the existing approaches adopted in the
study of community detection algorithms to understand the distribution of actors in a
social network. These algorithms are classified into two categories:

• Hierarchical algorithms: the main goal of these algorithms is the construction of a
hierarchical tree of communities, called a dendrogram, namely a tree of denser and
denser communities from top to bottom [2].

• Heuristical algorithms: they are based on heuristics related to the community struc‐
ture of networks and to community characteristics [2].

2.2 Web Semantic Analysis

With the tremendous amount of digital content available on the web, their diverse origin
and different formats, also the need for more precise and valuable results, great research
and progress is ongoing in order to pass from the actual world web, which is concentrated
on the interchange of documents, to the web of data referring by “Semantic Web” and
defined by the World Wide Web Consortium (W3C) as follows:

“The Semantic Web provides a common framework that allows data to be shared
and reused across application, enterprise, and community boundaries. It is a collabora‐
tive effort led by W3C. It is based on the Resource Description Framework (RDF)” [3].

Semantic web analysis is a new paradigm for semantic web that aims to offer new
perspectives to understand of relations between contents, and give means to bind context
to queries, in order to get precise data and eliminate the irrelevant results.

One of the pillars of Semantic Web is Ontologies, which defines the terms used to
describe and represent an area of knowledge and define relations among them. And
moreover, gives the systems the ability to recognize the contexts they are operating on
and reasoning about those contexts.

3 Sentiment Analysis in Social Network

The goal of sentiment analysis called also Opinion Mining is to further enrich the
comprehension of the content in natural language and to be able to extract subjective
information from it, such as opinions and sentiments, in order to create organized and
helpful knowledge to be used by either a decision support system or a decision maker.
Alongside with the growth of online social applications a variety of algorithms were
developed and improved to handle sentiment analysis tasks, which are considered as
sentiment classification problems. The Fig. 1 shows a hierarchy of the state of the art
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algorithms used for opinion mining. Sentiment analysis can be classified into three
approaches [4]:

• Machine learning approach which require the creation of a model by training the
classifier with labeled examples. This approach can be divided into supervised and
unsupervised learning methods. Where the first method make use of a large number
of labeled training documents, and the second method is used when it is hard to find
these labeled training documents.

• Lexicon-based approach use dictionaries of known and precompiled sentiment terms.
This approach is divided into dictionary-based approach and corpus-based approach
which use statistical or semantic methods to find sentiment polarity.

• The hybrid Approach combines both previous approaches, It employs the lexicon-
based approach for sentiment scoring followed by training a classifier assign polarity
to the entities in the newly find reviews. This approach is generally used since it
achieves the best of both worlds, high accuracy from a powerful supervised learning
algorithm and stability from lexicon based approach.

Fig. 1. The hierarchy of algorithms used in sentiment analysis.

The accuracy of this algorithms varies depending on the resources, domain and reli‐
ability of the used data, we can find that machine learning approach have a limitation
associated with the model, which need to be trained with a large amount of data before
start using it, this process consume time and the approach give low accuracy when the
training data is not sufficient.
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4 Our Framework

Our proposed framework is based on a set of modules that allow us to do sentiment
analysis on a stream of social data coming from Twitter and Facebook APIs by imple‐
menting web semantic paradigms and domain ontologies to get more accurate results
respecting the context of the analyzed content. The entry point of the framework is the
definition of keywords to be extracted from social networks, then we proceed to analysis
of this data by reasoning on our predefined ontologies, in order to produce valuable
results for the end users in an analytic console.

The global architecture of our framework is described in Fig. 2. A description of
each module is provided in the section below:

Fig. 2. Global architecture of our proposed framework.

Social network extractor: This is the starting point of our framework, it connects
to Facebook and Twitter using official APIs to extract data based on the keywords
predefined by the user, the retrieved content is stored in our database without any
preprocessing.

Domain ontology: This module contains taxonomies of domains that we focus on
in our study, these knowledge bases will contribute in extracting the refined sentiment
scores.

Sentiment analysis: This is the core element of our framework, the main goal of
this module is to recognize the sentiment stated or not in the extracted content, which
is done by the following steps:

1. Preprocessing: This is an important step that helps to remove irrelevant and insig‐
nificant bits of content like urls, special characters, stop words and convert emoji’s
to their text correspondent.

2. Text analyzer: After preprocessing the content we move to the extraction of senti‐
ments by adopting a lexicon based approach using SenticNet [5], a knowledge base
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of 50,000 commonsense concepts made available online (https://pypi.python.org/
pypi/senticnet) which we exploit in a python script to query the polarity value of the
words or bigrams detected in the content. SenticNet is a rich knowledge base that
leverages on data collected from multiple sources such as WordNet-Affect, Open
Mind Common Sense and GECKA to associate polarities to concepts dynamically
by relying on spreading activation, neural networks and the Hourglass Model [6]
(Fig. 3).

Fig. 3. SenticNet construction framework: this framework generates the semantics and sentics
that form the SenticNet knowledge base.

SenticNet also covers more than 20,000 concepts in French which gives us the ability
to process the content posted by French users through the social networks.

In our framework we query the sentiment score of each extracted word from the text
and we calculate the mean value in order to get the global sentiment associated to the
tweet or the Facebook comment, by using the equation below:

mean polarity =
1

count

count∑

k=0
(word polarity)

The Fig. 4 shows an example of a tweet, after the preprocessing step, SenticNet
calculate the polarities of the highlighted words and a mean value of the sentiment is
associated to this tweet. And by applying the equation from above we get the following
output:

Mean polarity = demain(0.021) + chemin(0.17) + victoire(0.76) = 0.951
3

= 0.317
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Fig. 4. Example of a tweet mentioning Francois Fillion.

This result shows that a positive polarity is contained by this tweet, which tell that
a positive sentiment was expressed by the user.

3. Image analyzer: If a media attachment is associated to the text, we use a visual
sentiment ontology framework called SentiBank [7] which used an ontology of
semantic concepts associated to emotions and structured as a bigrams of adjective-
noun, and follow the schema below:

Our framework extract the media associated to the content and use SentiBank to
extract the detected bigrams, the latter is passed to SenticNet to get their polarities, and
calculate the mean polarity represented by the image which will be added to the mean
polarity value of the text content of the proceeded tweet (Fig. 5).

Fig. 5. Representation of SentiBank framework model.

By using the visual sentiment ontology on this example of attachment, SentiBank
gives in output this set of bigrams:

busy_crowd
excited_student
anxious_crowd
angry_crowd
screaming_girls
drunk_girls
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proud_parents
crowded_street
young_adul

Each of those results which are considered having a higher probability to be included
in the image, will be splitted in order to pass the adjectives to the SenticNet to retrieve
their polarities, and to calculate the sentiment represented by the image which is the
mean polarity of calculated polarity (Fig. 6).

Fig. 6. An example of attachment associated to the tweet

Analytics console: This component gives the user a mean to visualize results in a
variety of graphical representation such as a map and charts to help him make decisions,
this was made by a java framework which is spring boot that offer us a simple way to
handle connections to social networks via the spring social extension. The IHM was
built on the stat of the art template engine which is Thymleaf. For the aim of giving
ergonomic representation.

Database: This is the source of data from where the analytic console is fed, Our
framework use NoSQL database engine to persist and retrieve content extracted by the
official APIs, also the results of calculated sentiment of tweets and Facebook comments
are stored in order to optimize the performance and reduce the response time of our
framework, The main reasons that leads us to use a NoSQL database is that it allows us
to store the extracted content into documents in form of JSON style documents which
helps us to avoid separating the tweets or the comments into columns and to query them
by different keywords, a perfect fit for that was MongoDB especially when our tweets
have a geo-spatial coordinates property and MongoDB can manipulate them easily and
supports geospatial indexing.

To benefit from the advantages of this engine we use Spring Data MongoDB project
to interact with the multiple collections via a special helper class MongoTemplate that
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increases the performance and reduces the time consumed by common operations on
them.

5 French Election Sentiment Analysis Platform

The elections that are taking part in France are raising a rich flow of user interaction full
of emotions and opinions of different nature towards the candidates that are competing
to get in the “Élysée palace”. To put our framework into test we found that this event is
a rich opportunity to evaluate our approach.

Those are the most powerful candidates who are leading the polls and generating an
interesting amount of social data on Twitter and Facebook:

Emmanuel Macron.
François Fillon.
Marine Le Pen.
Benoît Hamon.
Jean-Luc Mélenchon.

To make the application of our framework on this event more valuable and to get
precise knowledge about the reaction of the public toward it, a well-studied set of
keywords was selected by using candidates’ names and their syntaxes varieties, also the
name of the political party they belong to.

In the first step we used the keywords that are related to the candidates to extract the
relevant tweets by using Twitter Streaming API which allows us to get in real time all
the activities mentioning a candidate. In case of Facebook we used the Graph Explorer
API to get all comments of all posts in the wall of the candidates’ page. We started this
operation the 7th march 2017 until [current day] and we collected more than 15 million
tweets and retweets, we stored all of it in a mongo database and we reached a disk space
volume of over than 60 Gb.

The final output of our framework applied on the set of candidates mentioned above,
is discussed in the next section and presented by the Fig. 7 below:

The analytics console of our platform contains four charts and a map. Hereafter, a
brief interpretation of the results showed in each component:

Line chart: Our framework query our database to retrieve for each candidate, a set
of tweets and Facebook comments posted in a period of time specified by the user. For
each day of the latter, we calculate the percentage of positive polarities extracted from
tweets and comments, the final results are presented in the line chart above. Which can
help to get clear insight about the influence of a candidate on daily basis (Fig. 8).
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Fig. 7. Screenshot of the platform showing results for a query on 5 leading candidates
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Fig. 8. Comparison between the evolution of Emmanuel Macron and Marine le Pen

Map: In order to show the regions where a candidate gained more positive sentiment
results, our framework relies on geographical fields attached to the tweet, (Facebook
comments were not represented in the map due to the lack of their geographical infor‐
mation), this process start by verifying the existence of coordinates fields, if they are not
available, we move to get the place associated to the tweet, and if the both does not exist
we pass to retrieve the location of the user who posted the tweet (Fig. 9).

Fig. 9. Map represent the distribution of the winning candidates in France territories

Doughnut chart: The framework count tweets and Facebook comments that present
positive sentiment toward each candidate and present in a doughnut results for each of
the candidates to show the dominant one (Fig. 10).

480 M. E. Hamdouni et al.



Fig. 10. Doughnutchart show the dominant candidates in France election

Bar chart: The process applied by the framework in order to present this type of
chart, is by taking into consideration the number of positive and negative sentiment
expressed by the users of twitter and Facebook applications (Fig. 11).

Fig. 11. Barchart display positive and negative sentiment for each candidates

6 Conclusion

Thanks to the combination of the web semantic paradigms and the lexicon-based
approach in the sentiment analysis of the content available through the social network,
we were successful in getting promising results that proves the efficiency of our frame‐
work.

In our future work we are going to study the use of an advanced equation to associate
a more significant polarity value to the textual content and add a real time geo-graphical
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representation of data on the map. Also we will implement social network analysis
algorithms to detect and explore communities that form the social network and demon‐
strate connections of their involved actors.
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Abstract. The function of the RNA molecule depends on its three-dimensional
(3D) structure. Therefore, understanding the role of the RNA molecule requires
detailed knowledge of its 3D structure. Initially, this task was performed exper‐
imentally using X-ray crystallography and NMR spectroscopy, but this technique
remains limited to small molecules and becomes more expensive for large mole‐
cules. For this reason, the number of RNA 3D structures in databases increases
in a difficult way. In the other hand, the number of RNA sequences increases
rapidly, due to the high development of the sequencing tools. In order to remedy
this shortcoming, a number of computational methods have been developed based
on different aspects, such as dynamic molecular fragments or pattern and the
coarse-grained potentials to predict the RNA 3D structure. In this paper we give
a general overview of these methods, their categories, their advantages and their
drawbacks.

Keywords: RNA structure · RNA 3D structure prediction · Molecular dynamics
Knowledge-based energy function · Coarse-grained modeling

1 Introduction

In the cell, RNA molecules are involved in various biological processes. In the begin‐
ning, the well-known role of the RNA molecule, is to transport genetic information from
the DNA molecule to the proteins. Recently, the scope of the RNA function beyond the
central dogma has extended. In addition to the Messenger RNAs (mRNAs) that are
responsible for the transmission of genetic information, various classes of RNA mole‐
cules have been discovered which are involved in a variety of functions, such as (tRNA
molecules, RRNA) or enzymes (ribozymes) that play fundamental roles in translation
machines. More recently, another type of RNAs, called non-coding RNAs with regula‐
tory functions has been discovered, for instance small nuclear RNAs (snRNAs) which
complex with proteins to form small nuclear ribonucleoproteins (snRNPs) involved in
RNA splicing. RNA molecules have precise and complex 3D structures that allow them
to perform their functions. However, understanding the exact mechanisms behind these
functions is the main interest of the biological research community.
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The list of RNAs discovered has been extended and the large number of them are
still unknown to their 3D structure, experimental methods such as X-ray crystallography,
nuclear magnetic resonance (NMR), X-rays (SAXS) and Cryo-electron microscopy
(Cryo-EM), require a lot of time and money [1]. The RNA structure problem has a
hierarchical nature, i.e., the secondary structure, which involves Watson-Crick canon‐
ical base pairs, is forms first. Then, the tertiary structure, which involves several other
types of interaction [2]. In the literature, this problem can be divided into two subpro‐
blems: RNA secondary structure and RNA 3D structure. Both are approximately
resolved and both have been addressed by computational methods.

Existing methods for RNA secondary structure prediction are sequence-based
methods, they can be divided into two categories: Dynamic methods, which optimize a
free-energy function, they perform well when the sequence alignments are available,
such as Mfold [3] and RNAfold [4]. Stochastic methods such as CONTRAfold [5]. Most
of these methods are limited to secondary structures without pseudo-knots, but some
can predict pseudoknots, at a higher complexity cost. Here, we focus on the RNA 3D
structure prediction. The current state of the art of the existing methods can be divided
into three main approaches:

• Molecular dynamics.
• Fragments and motifs.
• Coarse-grained potential.

2 RNA 3D Prediction Tools

2.1 RNA 3D Prediction Tools Using Molecular Dynamics

iFoldRNA [6] a novel web-based methodology for RNA structure prediction with near
atomic resolution accuracy and analysis of RNA folding thermodynamics. iFoldRNA
predicts RNA tertiary conformation by using discrete molecular dynamics (DMD), it
uses a coarse-grained representation of three beads-per-nucleotide (phosphate atom, the
sugar and aromatic bases), it requires only an RNA sequence as input. This tool is
powerful and fast for modeling small RNA molecules (<50 nt) at atomic resolution [2–
5 Ǻ root mean square deviation (RMSD) to its native structure]. For larger RNA mole‐
cules (>50 nt), it takes a long time to sample the conformational space. This method has
been improved by incorporating some parameters including basic stacking, basic pairing
and hydrophobic interactions obtained from experiments, to constrain the structures of
larger RNA molecules [7]. iFoldRNA also provides additional information to the user,
such as specific radius of gyration, heat, contact maps, simulation trajectories, RMSDs
from native state, and fraction of native-like contacts. Availability: http://
troll.med.unc.edu/ifoldrna.v2/index.php.

NAST [8] (The Nucleic Acid Simulation Tool) is a protocol for predicting the RNA
3D structure, which uses knowledge-based statistical potential and a coarse-grained
model, i.e., each residue being represented by a single bead centered at its C’3. With
this representation, NAST is capable of handling large molecule (>150 nt) such as the
158-residue P4-P6 or the 388-residue T. thermophila group I intron, with high velocity
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and with accuracy depending on the external restraints. It uses a molecular dynamics
engine, to generate plausible 3D structures, and requires secondary constraints and
tertiary contact information. NAST’s energy function consists of four types of infor‐
mation: geometries from solved ribosome structures (distances, angles, and dihedrals
be-tween C’3 atoms of two, three, and four sequential nucleotides, respectively), repul‐
sive interactions between bases not farther than two positions away, ideal helical geom‐
etry for nucleotides participating in secondary structures, and long-range interactions
between nucleotides participating in tertiary contacts. One advantage of NAST, is the
ability to classify clusters of structurally similar decoys based on their compatibility
with experimental data and its ability to construct missing loops.

Availability online: https://simtk.org/home/nast.
BARNACLE [9] (BAyesian network model of RNA using Circular distributions

and maximum Likelihood Estimation) a probabilistic model that combines a dynamical
Bayesian network (DBN) [10] with directional statistics, to predict the RNA tertiary
structure. It is designed to overcome the problem of the discrete nature of the fragment
assembly methods by using continuous space. For small molecules of RNA (<50 nt),
BARNACLE can produce a reasonable RNA-like for 9 out of 10 test structures (<10 Ǻ
RMSD), it only requires the secondary structure information. For large RNA molecules
and those with a complicated topology (junctions and long-distance contacts) are not
yet predicted, due to too many degrees of freedom and the complexity of the probabilistic
model.

Availability: http://sourceforge.net/projects/barnacle-rna/

2.2 RNA 3D Prediction Tools Using Fragments and Motifs

FARNA [11] (Fragment Assembly of RNA server) is an energy-based method for
predicting the tertiary structure of RNA for a given sequence, with minimal free energy.
It is inspired by the Rosetta methods of prediction of the tertiary protein structure [12].
To reduce conformational sampling space, this method constructs its 3D structure library
to store the three-nucleotide fragments taken from the experimental structures and to
build a plausible conformation, the short fragments are slipped together according to
their purines and pyrimidine composition, and then a Monte Carlo simulation method
is applied to assemble these fragments in reasonable native-like tertiary structure. The
folding simulation process is guided by a knowledge-based energy function. Compared
to other sampling strategies, FARNA is more efficient. However, FARNA can only
predict the tertiary structure of small molecules of RNA (<40 nt), but for molecules of
longer lengths or with complex topological structures, the challenge remains.

Availability: http://rosettaserver.graylab.jhu.edu
MC-Fold/MC-Sym [13, 14] is a pipeline program, which used to construct RNA 3D

structures from the sequence, by using the coordinates and relations between the bases of
known RNA structures. It is based on cyclic nucleotide motifs and uses the representation
of all atoms. The procedure for constructing the RNA 3D structure begins by predicting
the secondary structure by MC-Fold from the input sequence, with additional constraints,
MC-Fold predict secondary structure more informative. Then, MC-Sym is applied to the
MC-Fold output, to predict the RNA 3D structure using molecular dynamic simulations.
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Availability: http://www.major.iric.ca/MC-Pipeline.
RNAComposer [15] is a fragment-based method for the fully automated prediction

of RNA 3D structures from a user-defined secondary structure, which is divided into
basic elements such as stems, loops (apical, internal, bulge, and n-way junctions), and
single strands. These elements are translated into tertiary structure elements using the
RNA FRABASE database [16]. To search for and select the appropriate item, certain
criteria are used, such as secondary structure similarity, sequence similarity, purine and
pyrimidine compatibility, source energy resolution and energy. The machine translation
system also used NAB residues library [16] to repair the non-identical residues in align‐
ment. RNAComposer merges the elements of the tertiary structure to assemble an initial
RNA 3D structure. This initial model refines by using energy minimization in torsion
angle space and the Cartesian coordinates using the CHARMM force field [17], to
generate the final high quality RNA 3D model.

Availability: http://rnacomposer.ibch.poznan.pl.

2.3 Prediction by Coarse-Grained Potential

Several recent methods use a level of representation higher than the nucleotide, working
directly on a set of nucleotides.

RNAJAG [18, 19] (RNA-Junction-As-Graph) is a sampling/data-mining module
for predicting a tree graph of RNA junctions with global helical arrangements for a given
secondary structure. This method involves two steps: Prediction of the junction topology
using data-mining, these prediction results are used to construct the initial graph. Then,
to sample the initial graph in 3D space, using knowledge-based statistical potentials
derived from bending and torsion measures of internal loops as well as radii of gyration
for known RNAs. Results show that RNAJAG advances folding structure prediction
methods of large RNAs, and reproduces native-like folds of helical arrangements in
most junctions (3- and 4- way junctions) tested. RNAJAG module is available to
academic users upon request.

Lamiable et al. [20] have proposed a method for predicting the RNA 3D structure
with a coarse grain representation. This method proceeds as follows: construction of a
skeleton graph, which represents the coarse grain (helices and junctions between helices)
of a given secondary structure without pseudo-knots. Then, the classification of the
junctions found in 3D topological families, according to the study [21]. The third step
consists of an initial integration without tertiary interaction by assembling the local
forms obtained. Finally, the folding of the Initial Embedding.

GARN [22] (RNA sampling algorithm) is a coarse-grained method for sampling the
3D structure of RNA. The RNA molecule is represented by a graph similar to the repre‐
sentation used for the method proposed by Lamiable et al. This method used the game
theory (regret minimization algorithms) and the Knowledge-based (KB) to reach the
Nash equilibrium, which refers to the stable RNA 3D structure (Table 1).

Availability: http://garn.lri.fr/.
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Table 1. Various methods for predicting RNA 3D structure

RNA 3D prediction tools Advantages Limitations Input data
Molecular dynamics iFoldRNA Rapid

conformational
sampling ability

1- Small RNA
molecules (<50 nt)

Sequence

2- Errors increase as
RNA Lengths

NAST Performs well on
molecules (<40 nt)

1- Few hundred
nucleotides

Secondary structure

2- Errors increase as
RNA lengths
3- Accuracy depends
on the external
restraints

BARNACLE 1- Efficient sampling
of RNA
conformations in
continuous space

1- Degrees of
freedom

Secondary structure

2- Captures several
key features of RNA
Structure

2- Long-range
interactions

Fragments and
motifs

FARNA Accurate high-
resolution
techniques

Errors increase as
RNA lengths

Sequence

MC-Fold/MC-Sym Powerful for
modeling small RNA

Computation time Sequence &
Secondary structure

RNAComposer Prediction of large
RNA 3D structures
of high quality

Accuracy depends
on the RNA
FRABASE
dictionary

Sequence &
Secondary Structure

Coarse-grained
potential.

RNAJAG 1- Capturing full
details of RNA’s rich
3D architecture

1- Accuracy of both
the junction family
and coaxial stacking
configurations

Secondary Structure

2- Reduction of the
RNA conformational
space

2- Cannot account
for protein-RNA
interactions or
solvent effects

Lamiable et al. [20] Global shape of large
molecules

1- Classification is
limited.

Secondary Structure

2- Parameters of cost
functions junction

GARN 1- Build very large
assemblies

The choice of the
scoring functions

Secondary Structure

2- Not require any
fragment library to
be available for SSEs
3- Fast and not
dependent on
templates or
consecutive SSEs
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3 Conclusion

This article provides a general overview of existing methods used for prediction of RNA
3D structure. Several computational methods have been proposed to achieve RNA 3D
structure from a secondary structure, a sequence or both. Which are provide reasonable
accuracy for short RNA molecules. However, for long or complex RNA molecules, there
are still many limitations as well as several challenges ahead. These methods can be
divided into three main categories: molecular dynamics, fragments motifs and coarse-
grained potential. For each category, we present briefly some recent methods by intro‐
ducing their principle, strength, weakness and input data. This paper can serve as a basis
for readers wishing to explore 3D RNA structure prediction.
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Abstract. In recent years, the field of storage and data processing has known a
radical evolution, because of the large mass of data generated every minute. As a
result, traditional tools and algorithms have become incapable of following this
exponential evolution and yielding results within a reasonable time. Among the
solutions that can be adopted to solve this problem, is the use of distributed data
storage and parallel processing. In our work we used the distributed platform
Spark, and a massive data set called hyperspectral image. Indeed, a hyper-
spectral image processing, such as visualization and feature extraction, has to
deal with the large dimensionality of the image. Several dimensions reduction
techniques exist in the literature. In this paper, we proposed a distributed and
parallel version of Principal Component Analysis (PCA).

Keywords: Distributed PCA � BIG DATA � Spark platform � Map-Reduce
Dimension reduction � Hyperspectral data

1 Introduction

The data collected today by the sensors increases rapidly and especially the hyper-
spectral data, which allow to give more physical information on the observed area.

The hyperspectral image is an image that represents the same scene following the
hundreds of contiguous spectral bands in various wavelength ranges. The data of a
hyperspectral image are organized in the form of a cube of three dimensions: Two
dimensions denoted x and y represent the spatial dimensions and a spectral dimension
denoted z (see Fig. 1) [1].

It will be noted that there are multispectral images composed of a dozen bands,
while the hyperspectral image exceeds a hundred bands, which implies a significant
requirement in terms of data processing and storage.

Unlike the classic color image, the hyperspectral image gives more physical
information about each observed object of the scene. Thus the technique of
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hyperspectral imaging is used in several fields, for example: geology, agriculture, town
planning, forestry, in the military field.

To prepare hyperspectral image for visualization or further analysis such as clas-
sification, it is necessary to reduce the dimensions of the image to dimensions that can
be analyzed by humans. Several dimensions reduction techniques exist. We find iter-
ative versions and also parallel ones [2].

In this paper, we will propose a distributed and parallel version of the PCA
dimension reduction algorithm that will be tested on the Spark platform using the
MapReduce paradigm.

The rest of this paper is organized as follows: In Sect. 2, we will make an overview
of the distributed parallel platforms most known in the field of BIG DATA processing.
Thereafter, in Sect. 3, we will see the classic PCA dimension reduction technique and
our proposed parallel distributed PCA. The tests of the proposed algorithm are in
Sect. 4. Finally, we finish this paper with a conclusion and the future work.

2 Parallel and Distributed Platforms

In order to deal with BIG DATA such as our case hyperspectral images, we will use
parallelized and distributed calculations in order to obtain results in a reasonable time.

Platforms that perform parallel distributed processing are multiplying in recent
years. The two most recognized tools are Apache Hadoop and Apache Spark.

2.1 Apache Hadoop

Hadoop is among the most widely used, distributed platforms in the BIG DATA
domain for storing data with his file manager named HDFS, and processing data with
MapReduce on thousands of nodes [3]. (see Fig. 2).

Fig. 1. Acquisition and decomposition of hyperspectral image
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2.2 Apache Spark

Apache Spark is an open source distributed platform for faster and sophisticated
processing of BIG DATA, developed by AMPLab, from Berkeley University in 2009
and became an open source Apache project in 2010 [4].

Compared to other BIG DATA platforms, Apache Spark has many advantages:

• At storage levels: Spark allows to store the data in memory in the form of Resilient
Distributed Data Set (RDD)

• At processing level: Spark extend Hadoop’s Map-Reduce programming that works
on disk to process RDDs in memory, allowing it to run programs in memory, up to
100 times faster than Hadoop MapReduce and in disk 10 Times faster

• In addition to the operations that exist in Hadoop (MapReduce), Apache Spark
offers the possibility to work with SQL queries, streaming, graph processing,
Learning machine… (see Fig. 3)

Fig. 2. HDFS abstraction of physical storage

Fig. 3. Spark framework libraries
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3 Dimensionality Reduction

Now to understand the information hidden in the hyperspectral image cube from
human, or extract a useful part of the image, we often resort to visualization.

However, narrow human perception cannot visualize more than 3 hyperspectral
bands. So before starting the visualization of our hyperspectral image, we must start by
reducing the spectral bands to 3 without losing the quality of the information.

In the last few years, several techniques of dimensionality reduction have been
made to reduce the hyperspectral data to a space of lower dimension, important
examples include: ISOMAP, LLE, Laplacian eigenmap embedding, Hessian eigenmap
embedding, conformal maps, diffusion maps and Principal Components Analysis
(PCA) [5].

In the following, we will use PCA, the most popular technique in several domains:
reduction of dimensionality, image processing, visualization of data and discovery of
hidden models in the data [6].

3.1 Classic PCA Algorithm

Principal Component Analysis is a technique of reducing dimensions of a matrix of
quantitative data. This method allows the dominant profiles to be extracted from the
matrix [7]. The description of the classical PCA algorithm is as follows:

We assume that our hyperspectral image is a matrix of size (m = LxC, N) where L
is the number of lines in the image, C is the number of columns and N is the number of
bands with m � N.

X
X11 � � � X1N

..

. . .
. ..

.

Xm1 � � � XmN

2
4

3
5

Each line of the matrix X represents the pixel vector. For example the first pixel is
represented by the vector: [X11, X12,…, X1N], with X1j is the value of the pixel 1
taken by the spectrum of number j.

Each column of the matrix X represents the values of all the pixels of the image
taken by a spectrum. For example Xi1 = [X11, X21,…, Xm1] represents the data of
the image taken by the spectrum 1.

To apply the PCA algorithm to the hyperspectral image X, the following steps are
followed:

• Step 1: Calculate the reduced centered matrix of X denoted: XRC

XRCij ¼ Xij � XJ

rj
for each i ¼ 1. . .m and for each j ¼ 1. . .N ð1Þ

With XJ ¼ 1
m

Xm

i¼1
Xij And rj2 ¼ 1

m

Xm

i¼1
Xij � XJ
� �2
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In the formula 1, XJ denoted the average of column j and rj denoted the Standard
deviation of column j.

• Step 2: Calculate the correlation matrix of size (N, N) denoted: Xcorr.

Xcorr ¼ 1
m

XRCT:XRC
� � ð2Þ

In the formula 2, XRCT:XRC denoted the matrix product between the transpose of
the matrix XRC and the matrix XRC

• Step 3: Calculate the eigenvalues and eigenvector of the Xcorr matrix denoted:
[k; V]

• Step 4: Sort the eigenvector in descending order of the eigenvalues and take the first
k columns of V ðk\NÞ

• Step 5: Project the matrix X on the vector V: U = X. V
• Step 6: use the new matrix U of size (m, k) for the visualization of the hyperspectral

image

3.2 Distributed and Parallel PCA Algorithm

Related works:
There are currently two popular libraries that provide a parallel distributed

implementation for the PCA algorithm: MLlib [8] on spark and the Mahout based on
MapReduce [9]. In the Mllib library of Spark, we find an implementation for the
parallel distributed PCA, but this implementation is done with the two languages:
Sclala and Java. No implementation is made for the Python language.

In [6], Tarek et al. have shown that these two libraries do not allow a perfect
analysis of a large mass of data and proposed a new PCA implementation, called sPCA.
This proposed algorithm has a better scaling and accuracy than these competitors.

In [2], Zebin et al. proposed a new distributed parallel implementation for the PCA
algorithm. The implementation is done using the Spark platform and the results
obtained are compared with a serial implementation on Matlab and a parallel imple-
mentation on Hadoop. The comparison shows the efficiency of the proposed imple-
mentation in terms of precision and computation time.

In the following, we will propose a new implementaion for the parallel distributed
PCA algorithm based on the Apache Spark platform using the Python programming
language and which uses the distributed Mllib matrices.

Proposed implementation:
Since the hyperspectral image is a representation of the same scene with several

spectral bands, we can decompose the hyperspectral image into several images, each
image for a given spectrum (see Fig. 4).

The classic PCA algorithm requires intensive computation because of large
hyperspectral image. We will present in this part a method of parallel distributed
implementation of the algorithm using the Spark platform.
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First, we began by transforming the X matrix (see Fig. 5a) used to represent the
hyperspectral image in the classic PCA to a vector of images denoted M, where each
column of X is represented by an image in M (see Fig. 5b).

Now, each image t of M denoted Mt is a matrix in our implementation (Represents
an RDD in parallel distributed spark programming):

Fig. 4. Representation of the hyperspectral image by several images

Fig. 5. Representation of hyperspectral image for classic PCA and distributed PCA
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To make a parallel distributed implementation of PCA we will use the map reduce
paradigm of spark. The proposed algorithm proceeds as follows

• Step 1: Calculate the reduced centered matrix of M:

As has been seen before, the matrix M contains several images and each image Mt

is represented by a matrix (an RDD in Spark notation) of size (L, C) where L is the
number of lines in image and C is the number of columns. Therefore, to calculate the
reduced centered matrix of M denoted MCR, a parallel distributed computation is
carried out of each image Mt (See graphical description of the algorithm in Fig. 6).

– Calculate the reduced matrix of M denoted MC:

MCtij ¼ Mtij � Mt for each i ¼ 1. . .L and for each j ¼ 1. . .C ð3Þ

with Mt ¼
XL

i¼1

XC

j¼1
ð 1
LxC

x MtijÞ
In the formula 3, Mt denoted the average of image Mt

– Calculate the reduced centered matrix of M denoted MCR:

MCRtij ¼ MCtij
rt

for each i ¼ 1. . .L and for each j ¼ 1. . .C ð4Þ

Fig. 6. Calculating the average of Mt and rt of MCt with Spark
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with r2
t ¼ 1

LxC

XL

i¼1

XC

j¼1
ðMtij � MtÞ2

or r2
t ¼ 1

LxC

XL

i¼1

XC

j¼1
ðMCtijÞ2

In the formula 4, rt denoted the standard deviation of image t

• Step 2: Calculate the MCR correlation matrix of size (N, N) denoted: Mcorr

According to step 1, the MCR is an images vector of size N. Each image represents
a reduced centered matrix.

The next step is to calculate the correlation matrix of size (N, N), by making the
matrix product, between the vector MCRT and the vector MCR, using a distributed
parallel computation MapReduce of Spark (See graphical description of the algorithm
in Fig. 7).

Mcorr ¼ 1
LxC

MCRT:MCR
� � ð5Þ

Mcorrt;k ¼ 1
LxC

ðMCRt:MCRkÞ ð6Þ

for each t ¼ 1. . .N and for each k ¼ 1. . .N

with MCRt:MCRk ¼
XL

i¼1

XC

j¼1
MCRtij:MCRkij

Fig. 7. Calculation of the correlation matrix with Spark
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To calculate the value of each Mcorrt,k (Formula 6), the image MCRt is multiplied
by the image MCRk pixel by pixel. Then we calculate the mean of result (See graphical
description of the algorithm in Fig. 8).

• Step 3: Calculate the eigenvalues and eigenvector of the Mcorr matrix: [k; V]
• Step 4: Sort the eigenvector in descending order of the eigenvalues and take the first

k columns of V (k \NÞ
• Step 5: Project the matrix X on the vector V: U = X.V
• Step 6: use the new matrix U of size (m, k) for the visualization of the hyperspectral

image

4 Experimental and Computational Details

To test the validity of the proposed algorithm on hyperspectral images using the
Apache Spark platform, we chose a set of open hyperspectral images of different sizes
(see Table 1) and we tested our serial PCA algorithm, serial PCA of the Sklearn library
of Python and parallel distributed PCA proposed on these datasets.

Fig. 8. Multiplication of two images

Table 1. Datasets

Name Spatial dimensions Hyperspectral bands Size

Dataset1 Moffett Field 500 � 500 3 5.3 MB
Dataset2 Moffett Field 500 � 500 10 17.5 MB
Dataset3 Moffett Field 1924 � 753 224 2.3 GB
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The hyperspectral image used in our experiments for the classic PCA algorithm or
the proposed PCA distributed algorithm is the Airborne Visible Infra-Red Imaging
Spectrometer (AVIRIS) Moffett Field image with 224 spectral bands in the 2.5 nm to
400 nm, which was acquired on August 20, 1992 [10].

The three algorithms are implemented in Python 3 and are executed on several
configurations (see Table 2) and the results of the experiments of PCA are given in
Table 3.

The visualization of the hyperspectral image after the application of the classic
PCA algorithm or the proposed PCA distributed algorithm is given in Fig. 9.

Table 2. Configuration parameters

Classic PCA Distributed and parallel PCA

CPU:Intel Core I5, 3.3 GHZ
RAM: 4G
OS:Ubuntu 16.04 LTS

Cluster Spark:
Master Node: 1
Slave Nodes: 4
CPU of each node:Intel Core I5, 3.3 GHZ
RAM of each node : 4G
Network speed : 100 MB/s
OS:Ubuntu 16.04 LTS

Table 3. The three most significant eigenvalues of PCA

Our serial PCA Sklearn serial PCA Proposed distributed PCA

Dataset1 1.9371026343
0.913755533084
0.149141832615

1.9371026343
0.913755533084
0.149141832615

1.9371026343
0.913755533084
0.149141832615

Dataset2 8.12709201824
0.880534232525
0.797956006441

8.12709201825
0.880534232525
0.797956006442

8.12709201825
0.880534232525
0.797956006442

Dataset3 160.638762642
28.0031335174
14.5639033111

160.638762642
28.0031335174
14.5639033111

160.638762642
28.0031335174
14.5639033111
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Fig. 9. Dataset Visualization,before and after application of classic PCA (our srial PCA or
Sklearn serial PCA) and the proposed Distributed PCA
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5 Conclusions

In this work, we proposed a parallel and distributed algorithm for dimensionality
reduction called PCA. The algorithm is developed in Python 3 and tested on hyper-
spectral images using the Spark platform. The results coincide with the results of
classic PCA and the visualization of the images after the application of our reduction
algorithm confirms the validity of our algorithm.

In the next work we try to validate our algorithm based on the execution time of
each method.
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Abstract. It is anticipated that the Smart City research initiative will create new
breakthroughs to revolutionize transportation system operations, infrastructure
design, construction and management, as Big Data progresses. This latter will
focus on the modeling, analysis and optimization of data-intensive intelligent
transport systems, which will allow for more efficient system-wide operations.
The focus is on the use of non-traditional data generated by smart city initiatives
and emerging mobile applications, including data from social media, smart
phones and more generally all connected objects. Research on this subject allows
us to have a global view on the studies carried out in this field not on the infra‐
structure side but control and management of road traffic, based on the main
objectives according to the users of the road. These objectives are the elaboration
of a shortest path between a source and a destination, as well as the time required
to traverse this path. We study different existing solutions such as solution
employed by: Google, Japan (VICS, PCS) trying to find the advantage, the weak
points and the common points to better bring out a new model which gathers the
maximum advantages of these methods.

Keywords: Smart city · Big Data · Mongo DB · Traffic road · Traffic congestion
Vehicle routing

1 Introduction

Recently the entire world and in particular Morocco, everyone is looking for solution
to improve traffic management and congestion. People for the sake of convenience use
the automobile, and road traffic demand is on the increase. Traffic jam and an increase
in traffic accidents have been the result, and the original objective of automobile trans‐
portation reaching one’s destination with safety, comfort, confidence and speed has
become more and more difficult to achieve. This problem is widely recognized. Never‐
theless, traffic control is becoming more sophisticated thanks to new roads, road
improvement, traffic signals and traffic control systems, and traffic safety education as
administrative measure. The fact remains, however, that traffic continues to System
increase, making road traffic more difficult and unpleasant. The objective of this docu‐
ment is to propose a solution and to highlight methods with the aim of improving the
management of road traffic by respecting requirements for optimization and efficiency
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in the functioning of social systems, including systems more sophisticated transporta‐
tion, CO2 emissions, and modernization of aging infrastructure. Today we have a lot of
tools that can help us to collect information on urban activities such as people and traffic
flows.

For example, smartphones, smart cards, and cameras, without forgetting the Internet.
While information on these flows has been provided in the past only in the form of
general public statistics. Currently the availability of these data extends to the sectors
that use it; the amount of data received and collected is growing exponentially and the
leaps in storage and computational power within the last decade underpin the unique
selling proposition of Big Data of being able to provide better insights into various
business processes or everyday life in a way that was not possible in the past.

The role of Big Data here is not just for massive data storage, but the most important
is to analyze large datasets and discover the relationships between structured and
unstructured datasets.

This article touches on two themes:

• Foundations and principles, discussions on some solutions for the management of
existing road traffic.

• Applications, providing a variety of use cases of data analysis in the field of traffic
management based on “Outsourcing”, and GPS for data collection and large data
processing side, analysis.

2 Related Works

In paper [1], authors implement a distributed system for solving the problem of garbage
collection. The proposed solution tries to create a decentralized system for transportation
and collection of garbage. An improved Ant Colony Optimization was implemented to
create the best shortest routes that visit all collections points such as each collection
point is visited once.

Authors in paper [2] review the applications of big data to support smart cities. It
discusses and compares different definitions of the smart city and big data and explores
the opportunities, challenges and benefits of incorporating big data applications for smart
cities. In addition it attempts to identify the requirements that support the implementation
of big data applications for smart city services. The review reveals that several oppor‐
tunities are available for utilizing big data in smart cities; however, there are still many
issues and challenges to be addressed to achieve better utilization of this technology.

Work [21] compare three evaluation methods that have been applied in their field
tests in the past few years. The shortcoming and advantages of each method are
presented. An improvement of Single Vehicle Test method is proposed to increase the
reliability of reference value without jeopardizing the advantages of Single Vehicle Test.
The comparison of old and new Single Vehicle Test method in their field tests shows
the improvement can effectively increase the reliability of reference value, therefore
increase the reliability of evaluation result.

A Smart and intelligent transportation is proposed in [22] using the graph technology,
which analyzes the real time transport data using the parallel environment of Hadoop
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ecosystem. Based on the analysis, the system performs real time decisions related to any
transport problem. The proposed system consists of various layers starts from capturing
layer that collects the vehicular network data from the external vehicular network or
road sensors. The whole system is implemented using apache Spark on the top of the
Hadoop ecosystem in order to perform real time analysis and decision-making. For graph
processing, Giraph, with the capability of parallel processing, is used, which dramati‐
cally increase the performance of the system.

3 Advanced Models and Architectures

The safety and comfort of motorists is a priority. That is why all stakeholders (state,
local authorities, engineering offices, etc.) are mobilizing to optimize the use of infra‐
structures, that’s why exist different solution and proposals such us:

3.1 Google Traffic

Early versions of Google Maps provided information to users about how long it would
take to travel a particular road in heavy traffic conditions. Traffic information was based
on historical traffic data and was not particularly accurate.

In this time Google offering traffic data based on information gathered anonymously
from cellular phone users.

Google Traffic works by analyzing the data coming from Crowdsourced traffic data
that’s include a raw data of GPS determined locations transmitted by a large number of
mobile phone users. By calculating the speed of users along a length of road, Google is
able to generate a live traffic map (Fig. 1).

Fig. 1. Collect traffic information for Google.

Google stated: “When we combine your speed with the speed of other phones on the
road, across thousands of phones moving around a city at any given time, we can get a
pretty good picture of live traffic conditions” [23].
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Current and predicted traffic information is provided from incident data, traffic flow
data, and media related to traffic received from multiple sources. The Crowdsourced
data may be provided passively by applications on remote mobile devices or actively
by users operating the remote mobile devices. An application on a mobile device may
receive the multiple data types, aggregate and validate the data, and provides traffic
information for a user. The traffic information may relate to the current position and
route of the user or a future route. The present technology may also provide driving
efficiency information such as fuel consumption data, carbon footprint data, and a
driving rating for a user associated with a vehicle.

Figure 1 is a block diagram of an exemplary system for analyzing traffic data. System
includes devices, network (internet), public entity traffic data server, private entity traffic
data server, and crowd sourcing management server. Mobile device may communicate
with network and be operated by a user in a moving vehicle. Mobile device may include
circuitry, logic, software, and other components for determining a position, speed, and
acceleration of the mobile device. In some embodiments, mobile device may include a
global positioning system (GPS) mechanism for determining the location of the device.
Based on the location data, the speed and acceleration of the device may be determined.

Network may communicate with devices, entity public and private data servers and
crowdsourcing management server. Network may include a private network, public
network, local area network, wide area network, the Internet, an intranet, and a combi‐
nation of these networks.

Public entity traffic data server may include one or more servers, including one or
more network servers, web servers, applications servers and database servers that
provide traffic data by a public sector organization. The public sector organization may
be, for example, the Department of Transportation or some other public entity. Public
entity traffic data server may provide traffic data such as incident data for a planned or
unplanned traffic incident, traffic speed and flow data, or traffic camera image and video
data. A planned traffic incident may include data for a highway closure or construction
work. An unplanned traffic incident may include data for a disabled vehicle or a car
crash. The traffic speed and flow data may be determined from radar outposts, tollbooth
data collection, or other data. Public sector traffic cams located on roadways may collect
the traffic camera image and video.

Private entity traffic data server may include one or more servers, including one or
more network servers, web servers, applications servers and database servers that
provide traffic data such as incident data, traffic speed and flow data and traffic camera
and image data. Examples of private entity traffic data servers are those provided by
companies such as Inrix, Traffic Cast, Clear Channel, and Traffic.com.

Crowdsourcing management server may include one or more servers, including one
or more network servers, web servers, applications servers and database servers, that
receive crowd source data from devices, aggregate and organize the data, and provide
traffic data to a device application on any of mobile devices. Data is received from a
plurality of remote mobile device applications regarding current traffic information. The
traffic information is aggregated to create a unified set of data and broadcast to mobile
devices to which the data is relevant.
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3.2 VICS: Vehicle Information and Communication System

The VICS [3–7] is a telecommunication system that transmits information such as
congestion and regulation of traffic by detecting car movements with sensor installed
on the road, this information is edited and processed by Vehicle Information and
Communication System Center, and shown on the navigation screen by text or graphical
form such as car-navigation system installed in individual cars (Fig. 2).

Fig. 2. Vehicle information and communication system.

First, a road traffic information collection system has already been built by the public
sector. The information for the new information communications systems is already in
existence and waiting for effective utilization.

Second, on board intelligence of vehicles is improved and popularized so that it can
use the new information technologies. Already, approximately 400,000 vehicles have
navigation systems installed, and this is a major factor in the successful building of a
nation wide digital road map database.

Third, development of a mobile communications system, which provides informa‐
tion for such vehicle equipment, is near completion. Tests of the Advanced Mobile
Traffic Information and Communication system (AMTICS), the Road and Automobile
Communication System (RACS), and of FM multiplex broadcasting by the Telecom‐
munications Technology Council indicate a promising future for these technologies.

3.3 PCS: Probe Car System

Acquisition of road traffic data is an important aspect of Road traffic Informatics systems.
An innovative approach is utilizing the vehicles themselves as a source of real-time
traffic data, functioning as roving traffic probes. This principle was probably first touched
upon in the early 1970s in the course of a pilot with the Japanese Comprehensive Auto‐
mobile Traffic Control System (CACS) [3–7], which was a government sponsored
program aimed at the development of a route guidance and traffic information system.
Besides inductive loops to transmit guidance information to CACS-equipped vehicles,
also employment of the vehicles themselves to collect traffic data was propounded [8].
The traditional collection methods using roadside sensors are necessary but not sufficient
because of their limited coverage and expensive costs of implementation and
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maintenance. To solve the limit of roadside sensors, the idea of collecting real time
traffic data from in vehicle devices through mobile phones or GPS is quite popular known
as probe car (floating car). Raw data of geolocalisation sent anonymously to a central
processing center. After being collected and analyzed, useful information can be redis‐
tributed to the drivers on the road with real time (Fig. 3).

Fig. 3. Probe car system.

PCS [3–7] provides information on car movements and that on forecasting traffic
congestion to individual drivers the same as VICS does. Different from VICS, this
system collects traffic information from all cars, which are considered to be movable
sensor units. Each car has a telecommunication unit and transmits several kinds of
information such as position, velocity, and the status of the car to the central server.

4 An Advanced Model for Traffic Road Congestion in Smart City

Generally, the improvement of the roads is done by the installation of road equipment
(signaling, radars, etc.) that can be expensive and long to set up [9].

Fortunately, the growth of intelligent transport systems (ITS) such as connected
vehicles, driving assistants (GPS, radar warning devices, etc.) and smartphones has
revolutionized traffic management.

4.1 System Model

The use of the Floating Car Data makes it possible to respond to the various issues of
road safety and the reduction of congestion. In the Fig. 4 we explain our model for traffic
congestion control in the smart city.
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Fig. 4. Model for traffic congestion.

Our model is based on several layers that work in parallel to collect and manage all
the data collected from outside and create several scenarios that will be used by all
drivers.

Layer 1: Data Producers
This layer consists in producing the data that can be used in the system. It is the birth
side of the ingredients of the final solution, for example: vehicles transmit the geo-
location data generated by an installed GPS tag, pre-run data on the Web Services of
Google, Bing, Tom-tom, Navcities…

Layer 2: Data Center
In this part it is a cloud where we store all the data received, and regenerated to a single
format because they come in many different formats, that comes from sources installed
and managed by us is encrypted and in hex format examples of resources used: Sensors
on the roads, GPS devices on vehicles, applications on smartphones, and Data on the
internet (Crowdsourcing) is come by the web services rest in general is in format JSON.

Layer 3: The Processing Center (Big DATA)
Big Data is the term that describes a set of non-structured and complex data, which come
from our center data, it is used to store, manage, analyze and visualize information.

Big Data Analysis (BDA) is a way to innovate the marketing since it primarily
generates a global revolution in the use of mass media and devices, given that treatment
of data is going to create support processes which allow the integration of intelligent
systems [10, 11], there upon BDA is implemented in order to deliver a better manage‐
ment of massive data in real time.

Nowadays, Big Data is enabling that great aspects of human life be studied as scien‐
tist and marketing area, given the volume of data generated daily and the analysis of its
complexity [12]. Its challenge is in generated convert data in tools that allow to managers
to solve problems acting rightly in making decision [13].

Our model depends the Big Data and these processing and analysis algorithms for
improving the systems performance [14]. Some challenges and difficulties of Big Data’s
role in this model are shown below:

– (A) Data manipulation, storage availability, compatibility of systems, among others,
attending to the autonomy and the adaptability of data for the development of
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applications [15]. Especially in a Smart Cites. Security and monitoring: To enhance
user’s reliability, sensible data should be protected and restricted to private
access [16].

– (B) Technological development: It looks for reducing the heterogeneity between
operative systems and to face the energetic barriers of devices [17].

– (C) Standardization: In order to avoid the wrong usage of critical information [18],
the requirement is on the protection of sensible data and the use of it without author‐
ization [16, 17] has block the manipulation of existent IoT’s platforms. Privacy:
People does not feel entrusted with the idea of sharing personal data with the world,
they believe in technology but not in its managers [19, 20].

Layer 4: Map-Reduce
This layer for condensing large volumes of data into useful aggregated results. In this
map-reduce operation, the map phase is applies to each input document (i.e. the docu‐
ments in the collection that match the query condition). The map function emits key-
value pairs. For those keys that have multiple values, and applies the reduce phase, which
collects and condenses the aggregated data, then stores the results in a collection, the
output of the reduce function may pass through a finalize function to further condense
or process the results of the aggregation.

– Map(): The Map worker parses key-value pairs out of the assigned split and passes
each pair to the user-defined Map function. The intermediate key-value pairs
produced by the Map function are buffered in memory. Periodically, the buffered
pairs are written to local disk, partitioned into R regions for sharding purposes by the
partitioning function that is given the key and the number of reducers R and returns
the index of the desired reducer.

– Shuffle: the Map output to the Reduce processors: When ready, a reduce worker
reads remotely the buffered data from the local disks of the map workers. When a
reduce worker has read all intermediate data, it sorts the data by the intermediate keys
so that all occurrences of the same key are grouped together. Typically many different
keys map to the same reduce task.

– Reduce(): The reduce worker iterates over the sorted intermediate data and for each
unique intermediate key encountered, it passes the key and the corresponding set of
intermediate values to the user’s Reduce function.

Produce the final output: The final output is available in the R output files (one per
reduce task).

4.2 Application

The block of code in Fig. 5 represent a function that helps us to display all the vehicles
which find it at a distance given by parameter in the back office and the current position
of the driver.
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Fig. 5. Magic function for state all vehicles in current time.

In input a request that’s select all existence car in the system who can manipulate
data represented by the variable “all”, by looping on this last we obtain the list of the
frames received from these vehicles (Fig. 6).

Fig. 6. Result description as JSON format.

For check our solution we used this ingredient:

MacBook Pro I5 = CPU 2.4 GHZ and 8G of RAM (1)

Distance = 8 km2 (2)

Number of Vehicle = 1200 (3)

The result was given after 16 ms in the format Json in Fig. 6 which is composed of:

• name: The name represents the name of the vehicle tracker.
• position: the position object contains all the data required and received by the gps

beacon installed in the vehicle, e.g. geolocation coordinates (latitude, longitude,
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altitude), speed, date time to pick up and send the frame, reception frame And of
course the direction where goes!

We make calculations to estimate the time consumed to generate the state of the
traffic road in real time.

Suppose that Casablanca city contains 4 million vehicles [23] then mathematically
speaking, if 1200 give the result in 16 ms then with 4 millions we get:

(4000000000 ∗ 16)∕1200 = 26666.67 ms (4)

26666.67∕(1000 ∗ 60) = 0.889 min (5)

In our solution for looking in the traffic real time you have just less than 1 min for
got a result.

Figure 7 describes the front end in showing the result generated in maps using the
Google services (Polylines, markers, and Heatmaps Layer), Jquery and Node JS.

Fig. 7. Traffic result after map-reduce layer.

The colored lines representing traffic conditions on major highways refer to the speed
at which one can travel on that road.

The dreaded red lines mean highway traffic is moving at less than 40 km/h and could
indicate an accident or congestion on that route. Orange lines on the map mean traffic
is moving faster, from 40 to 80 km/h, while green lines mean traffic is zipping along at
80 km/h or more. If you see gray lines, that means there’s no traffic information available
at the time and a red-black line refers to extremely slow or stopped traffic.

If you are looking at traffic on city streets, where the speed limits are much lower
than on the highways, the colors take on more of a relative meaning. Red (or red-black)
lines mean a lot of slow going and general congestion. Orange is a little better but still
not the best for city travel, and green means traffic conditions are good.

Vehicle has 3 state: if speed is greater than 5 km/h and the ignition is on that’s mine
the vehicle is moving the sign is icon with the speed and a cap direction else ignition
off and the speed is less than 5 km/h that’s mine it’s in parking with blue icon otherwise
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is stopped with the icon “STOP” color red example it’s stop at a red traffic light. The
info showing all others information related to the vehicle like date creating the data and
Signal GPS…

5 Conclusion

Smart cities and urban planning leave a major impact on the development of the nations.
It increases the decision power of the societies by making an intelligent and effective
decision at the appropriate time. In this paper, we presented a solution for traffic
management in a smart city; a four layer system is proposed to help drivers minimize
travel time. We exploit the power of Big Data in the implementation of the system. In
this model without the Big Data technology it was not possible to generate value in the
information, since the platforms did not have speed for Processing Data, coverage to
contain a large volume of information and the ability to categorize data according to
their variety.

Taking advantage of the automobiles good freedom and free movability, and
allowing each driver to freely select routes in a natural way, Our Model will contribute
to traffic safety and smoothness. This will lead to more effective utilization of road assets.

Our solution combine the tree best solution in the world related to management traffic
congestion is “VICS” this method collected information of all vehicles crossed a road
using sensor installed, the PCS where we installed the device GPS into a vehicle to
collect a data of the geolocalisation (Latitude, Longitude, speed, altitude, ignition…
etc.), those method send the data to the central storage data (Layer 2) to save it into a
system storage based in big data (Mongo DB) without missing that’s part has some
listner scheduled as role is collecting the data from the web using a web services REST
(Crowdsourcing) in a major platform offer this solution like Google, Tom Tom, Waze,
Open Signal… etc.

6 Perspectives

For the next works, we aim to enhance our model across the multiples stages mentioned
above, and propose a short path to the front-end user by implementing some related
algorithms, which take in consideration the complexity and near real-time processing,
change map-reduce by apache spark, and java (Spring, hibernate…) by NODEJS
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Abstract. The present paper proposes a comparison between two control
methods for maximum power point tracking (MPPT) of a photovoltaic
(PV) system under varying irradiation and temperature conditions: the fuzzy
control method and the neural networks control method. The results of simu-
lation obtained have been developed and analyzed by using Matlab/Simulink
software for the both techniques have. The power transitions at varying irradi-
ation and temperature conditions are observed and the power tracking time
appreciated by the neural networks controller against the fuzzy logic controller
has been evaluated.

Keywords: MPPT � Photovoltaic module � Neural networks controller
Fuzzy logic controller � Matlab/Simulink models

1 Introduction

Photovoltaic energy has nowadays an increased importance in electrical power appli-
cations, since it is considered as an essentially inexhaustible and broadly available
energy resource [1]. In order to improve the efficiency of the photovoltaic generator
(PV), in other words maximize the power delivered to the load connected to the
terminals of the generator, several criteria for optimizing the efficiency of the photo-
voltaic system were applied [2, 3], and techniques were followed for good adaptation
and high efficiency.

Among these techniques is the technique of Pursuit of the Power Point Maximal or
“Maximum Power Point Tracker, MPPT” [4, 5], search technique optimal power points
with intelligent methods Fuzzy logic and neural networks. The comparison between
these techniques is set as a goal in the first steps, and then an improvement contribution
is proposed.

The photovoltaic system consists of a photovoltaic panel with a power interface and
a load. A simple DC/DC converter circuit (Boost) is used as interface between the PV
panel and the charger.
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The paper is structured as follows: Sect. 2 focuses on the model and characteristics
of a PV module. Section 3 presents the proposed MPPT control strategies. Section 4
describes the detailed simulation results, followed by the conclusion in Sect. 5.

2 The Model and Characteristics of a PV Module

The PV solar module used in this study consists of polycrystalline silicon solar cells
electrically. Its main electrical specifications are shown in Table 1.

The mathematical models of the PV panel are defined below. Figure 1 shows the
equivalent circuit of a solar panel. A solar panel is composed of several photovoltaic
cells employing series or parallel or series–parallel external connections.

Equation (1) describes the I–V characteristic of a solar panel [6].

I ¼ Ipv � Io exp
V þRsI

aVt

� �
� 1

� �
� V þRsI

RP
ð1Þ

where, Ipv is the PV current; Io is the saturated reverse current; “a” is a constant known
as the diode ideality factor; Rs and Rp are the series and parallel equivalent resistances
of the solar panel respectively; Vt ¼ NsKT

q is the thermal voltage associated with the

cells; Ns is the number of cells connected in series; q is the charge of the electron; K is
the Boltzmann constant and T is the absolute temperature of the p–n junction.

Table 1. Technical data of the model manufacturer SUNPOWER SPR-305E (T = 25°,
G = 1000 W/m2)

Maximum power (W) 305
Open circuit voltage Voc (V) 64.2
Short-circuit current Isc (A) 5.96
Current at maximum power point Imp (A) 5.58
Voltage at maximum power point Vmp (V) 54.7

Fig. 1. Equivalent circuit of solar module
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Ipv has a linear relationship with light intensity and varies with temperature vari-
ations. Io is dependent on temperature variations. Values of Ipv and Io are calculated
from the following equations:

Ipv ¼ ðIpv;n þK1DTÞ G
Gn

ð2Þ

Io ¼ Isc;n þ k1DT
expðVOC;n þKvDTÞ=aVt � 1

ð3Þ

In which Ipv;n, Voc;n and Isc;n are the PV current, open circuit voltage and short
circuit current respectively under standard conditions (Tn = 25 °C and
Gn = 1000 w/m2).

Kv is the ratio of the open circuit voltage to temperature; Ki is the coefficient of
short-circuit current variation with temperature and DT = T – Tn is the deviation from
standard temperature, G the light intensity [7].

For various values of the solar irradiance G, and cells’ temperature TC, the I–
V characteristics of the analyzed PV module are shown in Fig. 2.

a)

b)

Fig. 2. The PV module PV characteristics for various values of G, and TC = 25 °C (a) and for
G = 1000 W/m2 and various values of T °C (b)
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3 The MPPT Control Strategies

A MPPT controller is used for harvesting the maximum energy from the photovoltaic
panel PV, and transporting that energy to the load, on condition that using an appro-
priate duty cycle to configure the DC/DC converter. A DC/DC converter ensures to
transferring maximum energy from photovoltaic panel PV to load. A DC/DC converter
is the interface that regulates the adaptation between the photovoltaic panel PV and the
load to ensure our load closer to the MPP. In Fig. 3 is shown the block diagram of a PV
module with MPPT controller.

The DC/DC converter typical application is to convert its input voltage Vin to a
higher output voltage Vout, by varying the duty factor d, according to the equation as
indicated below:

Vout ¼ Vin

ð1 � dÞ ð4Þ

3.1 The MPPT Controller with Fuzzy Logic

A Fuzzy Logic Control (FLC) is used to work as an MPPT controller that tracks the
optimal operating point of a PV panel. Fuzzy Logic Control is one of the most com-
monly used technique in different engineering challenges of its multi-rule-based
characteristics [8]. Fuzzy logic control has a simple and clear procedure because exact
mathematical modeling and technical quantities of a system are not required for this
controller [9]. The fuzzy controller consists of three blocks: the first block, fuzzification
which numerical input variables are converted into linguistic variable based on a
membership function. The second block is devoted to inference rules, while the last
block is the defuzzification for returning to the real domain. This last operation uses the
center of mass to determine the value of the output. Figure 4 shows the basic structure
of the used MPPT Fuzzy controller [10]. For the MPPT controller with fuzzy logic, the

Fig. 3. The block diagram of a PV module with MPPT controller
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inputs are taken as a change in power and voltage as well. There is a block for
calculating the error (E) and the change of the error (CE) at sampling instants k [11]:

EðkÞ ¼ PpvðkÞ � Ppvðk � 1Þ
VpvðkÞ � Vpvðk � 1Þ ð5Þ

CEðkÞ ¼ EðkÞ � Eðk � 1Þ ð6Þ

Where, Ppv kð Þ is the power delivered by PV module and Vpv kð Þ is the terminal
voltage of the module.

The Fuzzification
The resulting linguistic variables have been used for the MPPT fuzzy controller: PG
(positive big), PP (Positive Small), ZE (Zero), NP (negative small), NG (large negative)
for expressing the reel inputs and output variables. The Figs. 5 and 6 illustrate the
membership functions of five fuzzy subassembly for the inputs variables and the output
variable.

Fig. 4. Block diagram of the Fuzzy Logic controller

Fig. 5. Membership functions of the input variables E and CE
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Inference Rules
Table 2 shows the rules table of the fuzzy controller where all entries in the matrix are
[11]:

Defuzzication
The process of Defuzzification converts the inferred fuzzy control action into a
numerical value at the output by making the combination of the outputs resulting from

Fig. 6. Membership functions of output variables dD

Table 2. The fuzzy logic controller inference rule

E dE

NG NP ZE PG PP

NG PG PG PG PG PG
NP PG PP PP PP ZE
ZE PP PP ZE NP NP
PG NP NP NP NP NP
PP NG NP NP NP ZE
NG PG PG PG PG PG

Fig. 7. The surface d = f (E, dE) of the MPPT controller output
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each rule. In this paper the center of gravity defuzzifier, which is the most common one,
is adopted. In the Fig. 7 is shown the surface output d = f (E, CE) of the MPPT
controller.

3.2 The MPPT Controller with Neural Networks Controller

The new technique, which chooses the pursuit of the maximum power point, is the
neural method. We will apply it to approximate the output, which is the voltage that
corresponds to this power, as a function of illumination changes, and temperature, Is
the tracking of the variation of the maximum power point. Where our system needs to
evolve, quickly and efficiently.

Mathematical Modeling of the Biological Neuron
The mathematical model of an artificial neuron is illustrated in Fig. 8. A neuron
consists essentially of an integrator that performs the weighted sum of its inputs. The
result n of this sum is then transformed by a transfer function f, which produces the
output D of the neuron. The R inputs of the neurons correspond to the vector
P ¼ ½p1 p2. . .. . .pR�T , while W ¼ ½W1;1 W1;2. . .. . .. . . W1;R�T , represents the vector of the
weights of the neuron. The output n of the integrator is given by the following equation
[12, 13]:

n ¼
XR

j¼1
w1;jpj � b

¼ w1;1p1 þw1;2p2 þ � � � þw1;RpR � b
ð7Þ

Fig. 8. The artificial neuron model
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This can also be written in matrix form:

n ¼ wTp � b ð8Þ

a ¼ f nð Þ ¼ f wTp � b
� � ð9Þ

This output corresponds to a weighted sum of weights and inputs minus what is
called the bias b of the neuron. The result n of the weighted sum is called the activation
level of the neuron. The bias b is also called the activation threshold of the neuron.
When the activation level reaches or exceeds the threshold b, then the argument of
becomes positive (or zero). Otherwise, it is negative [12, 13].

There is an obvious analogy with biological neurons as shown in Table 3.

Under Matlab/Simulink, the role of the neural network is to direct the controller to
the region where the PPM is located. Thus, it is necessary to build the neural network,
i.e. to prepare a learning base and to learn the network, and then implement this neural
network in the control circuit.

Structure of an Artificial Neural Network
An array of artificial neurons is a set of neurons belonging to different layers connected
together from the connections represented by weights. This network is responsible for
receiving input signals and for providing an output signal as a function of these signals.

The structure of the connections between these different neurons determines the
topology of the network. We distinguish several topologies: Feed forward-type mul-
tilayer neural network; recurrent network (looped network) and Cellular network.

The neural network used in our project is the feed forward type multilayer network.
Under MATLAB/SIMULINK, the Fig. 9 shows the structure of the neural network

used in the control system. This network has an input layer containing two inputs, a
hidden layer of ten neurons and an output layer containing a single neuron.

Table 3. Analogy between the biological neuron and the formal neuron

Biological neuron Formal neuron

Synapes Poids de connexions
Dendrites Connexions d’autres neurones vers le neurone K
Axone Connexions du neurone k vers d’autres neurones du réseau
Noyau Fonction d’activation

Fig. 9. Structure of the adopted neural networks
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Learning
The purpose of learning is to estimate network parameters by minimizing an error
function. Learning is supervised. The error function thus represents the distance that
exists between the calculated response of the network and its desired response. The
learning consists in applying to the network pairs of inputs and outputs (desired out-
puts), and then applying a learning algorithm to modify the various parameters of the
network.

Under Matlab/Simulink, the prepared learning base is a Table 4, which indicates
for each sunshine and temperature the voltage Vmpp corresponds to the maximum
power point of the PS.

At the end of the learning phase, we obtain the final neural network (Fig. 10) which
give us a value very close to the exact value of the PPM. It admits as inputs the
sunshine and temperature and as output, the voltage close to the PPM [14].

Table 4. Learning basis example

Nombre Temperature (°C) Irradiance (w/m2) Vmax (v) Imax (A) Puissance (Kw)

101 25 200 182.4 77.51 14.14
102 25 440 269.5 161.8 43.61
103 25 710 272.4 260.8 71.04
104 25 l000 273.7 366.8 100.4
l05 26 340 266.7 125.1 33.36
106 26 760 271.9 279.1 75.89
107 26 900 272.1 330.8 90.02
l08 26 l000 272.5 367.2 l00.l
109 27 200 182.7 77.6 14.17
110 27 420 267.3 154.6 41.32
111 27 800 271 294.1 79.7
112 27 l000 271.8 367.2 99.79

Fig. 10. Neural networks implemented under Simulink
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4 Simulation Results

The simulation results acquired with Fuzzy and Neural Networks Controller, in
checking the MPP of the analyzed PV module, for various values of solar irradiation G
and cells’ temperature T are given in Table 5. Therefore, this table confirm that the
Neural Networks controller gives a quick response with stability around MPP than the
Fuzzy logic controller.

The Fig. 11 shows the evolution of the power produced by the PV module
delivered MPP checking by the considered algorithms, under the solar irradiation
G = 1000 W/m2 and PV cells’ temperature TC = 298 °K.

Table 5. Simulation results of Pmax checking comparison with fuzzy and neural networks
controllers

G [w/m2] T [°k] T [°C] Pmax [w]
Neural networks controller Fuzzy controller

1000 298 25 100,4 100
900 295 22 91,06 90,8
800 290 17 81,95 81,90
700 285 12 72,69 72,61
600 280 10 62,53 62,27

Fig. 11. The power evolution during MPP checking by the both algorithms at G = 1000 w/m2

and T = 25 °C
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The Fig. 12 shows the evolution of the power produced by the PV module
delivered MPP checking by the considered algorithms, under the solar irradiation
G = 600 W/m2 and PV cells’ temperature TC = 280 °K.

The Fig. 13 shows the evolution of the power produced by the PV module
delivered MPP checking by the considered algorithms, for various values of solar
irradiation G and cells’ temperature T.

Fig. 12. The power evolution during MPP checking by the both algorithms at G = 600 w/m2

and T = 10 °C

Fig. 13. The power evolution during MPP checking by the both fuzzy and neuron algorithms
for various values of solar irradiation G and cells’ temperature T
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The simulations results illustrated in Figs. 11, 12 and 13, respectively for high
conditions (G = 1000 w/m2 and T = 25 °C), for low conditions (G = 600 w/m2 and
T = 10 °C) and for various values of solar irradiation G and cells’ temperature T,
confirm that the Neural Networks has good performance response such as rapidity, the
time response of Neural Network faster than fuzzy logic and stability around the MPP,
even if the shading phenomenon applied for PV modules that means the solar radiation
decreases rapidly.

5 Conclusion

Two MPPT control strategies based on Fuzzy Logic and Neural Networks have been
compared. It is found that the control of the DC/DC by the Neural Networks approach
more well-founded than the other approach as fuzzy logic to extract the maximum
power point, taking advantage of the adaptability and flexibility of the first, high
efficiency of the second and fast response, power quality of the third.
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Abstract. Receiving feedbacks from students about their learning experience is
a key part of any pedagogical approach. Students’ feedbacks could be retrieved
in a variety of ways using various Students Response Systems (SRS). A major
drawback of existing SRS is their lack of seamless integration into learning
environments. As such, they become a potential source of distraction for the
learning process. We believe technology should blind seamlessly and provide
support for pedagogy, thus, we propose a Ubiquitous Students Responses
System (U-SRS) that is capable of continuously and seamlessly monitoring
various students’ learning performances features, making sense of them and
providing insights for teachers, enabling them to adapt their pedagogical
approach according to their students immediate needs. The proposed U-SRS
takes advantages of machine learning and the Internet of Things paradigm to
enable its services in connected classrooms. We present our solution’s design
and describe its architecture. We select a subset of relevant features, collected by
connected objects, and used by machine learning algorithms to build learning
performance predictive models. Finally, we highlight the advantages of U-SRS
over exiting SRS solutions.

Keywords: Students Responses System � Students feedback
Internet of Things � Machine learning

1 Introduction

Receiving feedbacks from students about their learning experience is a key part of any
pedagogical approach. In fact, these feedbacks carry information that allow measuring
the effectiveness of the teaching process by comparing the desired outcome and the
actual outcome (e.g. students’ understanding levels) [1]. Moreover, knowing how well
students comprehend the material they are taught, helps teachers and instructors
effectively adapt their teaching behavior according to their students’ specific needs as
part of a Contingent Teaching approach [2]. For example, whenever students have
difficulties understanding a concept or that they look confused, their teacher might
proceed differently by giving more illustrative examples or by revisiting the ambiguous
concepts from another perspective. This continuous shaping of the teaching process
during a session supposes that teachers have the ability to successfully and accurately
assess their students’ comprehension state and their immediate needs (e.g. clarifying an
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ambiguous concept). However, this is not a very common ability. Some teachers might
have a wrong idea or even ignore their students’ comprehension or knowledge about a
subject they are attending [3, 4]. Many others found that some material they believed
are obvious, often were not sufficiently understood by many students. A situation that
went undetected because these students did not ask questions related to these areas [5].
While it is plausible that the ability to “see through” one’s students’ learning perfor-
mances could be gained with experience [6], we cannot help but to wonder about
unexperienced teachers and whether they are “blind” to their students inner states or
not. Obviously, in one-on-one and small classes, it would be relatively easier for
teachers to perceive students’ states, and therefore adapt their pedagogy, because there
is a close connection and more visibility. However, the bigger the class, the weaker the
connection becomes and the teacher might lose touch with students that are not in the
immediate vicinity which might eventually lead to the adoption of a one-fit-all peda-
gogical approach through lecturing [4].

Students’ feedbacks could be retrieved in a variety of ways using various Students
Response Systems (SRS, also known as Personal Response Systems). The most tra-
ditional and common form is by raising hands. While it is the most intuitive, it does
suffer from many drawbacks. First, this feedback mechanism is inherently constrained
to expressing one option (e.g. yes or no answers). When multiple options are available,
many shows of hands are required which might cause losing time during sessions.
Time can also be lost when counting and aggregating results especially in large classes
with constrained visibility. Furthermore, this mechanism might not suit neither shy
students [7] nor the ones concerned with the anonymity of their feedback [2]. We agree
that raising hands gives an opportunity to some students to compare their answers, and
therefore their understanding, with their pairs, however, we also believe that it may
cause some others to feel less confident or be overwhelmed with the majority’s answer.
Thus, the student may let go of critical thinking and accept the most popular answer.
An upgraded version of this mechanism consists of using colored cards. While it does
offer a broader set of options to express in one single show, it still suffers from the other
drawbacks we discussed (e.g. lack of anonymity, loss of time, etc.).

More advanced SRS rely on electronic components and various other platforms to
convey students’ feedback. Such SRS include clickers [3, 5], smartphones [8, 9] and
social media [10, 11]. Clickers are handheld devices that look similar to a remote
control with a single or multiple buttons which students can use to give feedback
(usually answering a question posed during a teaching session). In attempt to overcome
the costs of purchasing and maintaining clickers, smartphones were used, given their
widespread, as SRS through clicker simulator mobile applications [8] or sending SMS
[9]. Social media have grown in popularity especially among young people whom are
usually attending a learning environment (e.g. school, college, etc.). They can be used
as a far-reaching feedback conveying medium as they are widely and easily accessed
(using smartphones for example), rich in content and most students are probably
already familiar with.

These advanced SRS have a key advantage over the traditional raising hands
approach: Giving the teacher instant insights extracted from the students’ feedback. In
the case of clickers, this is typically achieved by simply aggregating received answers
and showing an overview of all feedbacks (e.g. percentage of each option). However,
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in the case of feedback conveyed in the form of SMS, Tweets or other textual forms
such as Unit of Study Evaluations (USE, also known as Students Evaluations of
Teaching or SET) [12], more complex data processing, such as Sentiment Analysis
[10–13], is required to extract meaningful and actionable insights. Moreover, these
advanced SRS are reported to effectively engage students [3, 5]. This could be justified
by being suitable to a broader range of students including those seeking anonymity
and those not able to overcome their shyness, however, it could also be just a novelty
effect [2].

While having obvious advantages, these advanced SRS also suffer from various
drawbacks. First, from a student perspective, these tools often require much more effort
in order to provide a feedback (e.g. writing an SMS, Tweeting, filling a USE form,
etc.). Some students even reject the idea of integrating SRS because of the efforts
needed to engage with them [3]. Second, the communication mediums used, such as
smartphones and social media, represent potential sources of distraction during
teaching sessions (e.g. a ringing phone, notifications from social media, etc.). They can
also impose more costs (e.g. SMS or Mobile Data – related carrier fees) and be limited
as to the available space to express one’s feedback (e.g. SMS and Tweets’ limited
number of allowed characters). Third, in order to take full advantage of this kind of
SRS in place, teachers are required to allow enough time for feedback to be submitted
after posing carefully designed and triggering questions capable of highlighting con-
fusions in their students’ understanding (e.g. “brain teasers” type questions) which
makes the aforementioned SRS time consuming, usually resulting in less material
covered [4]. Also, they are by design bound to a discrete measurement paradigm in a
sense that, during an entire teaching session, they are only able to capture the students’
understanding states on defined intervals or windows throughout the lesson, that is,
only when students get the chance to provide a feedback following an instruction
enquiry such as asking a question (e.g. “did you understand this concept?”) to which
the answer is given as a feedback.

The major drawback of existing technological-enabled SRS used in classrooms is
that they do not blind in the learning environments. In fact, they can become intrusive
to the learning process because of all the potential distractions resulting from engaging
with them. To tackle this precise weakness, we propose the Ubiquitous Students
Responses System (U-SRS), a feedback-conveying system that blinds seamlessly in the
learning environment, that is effortless to engage with and which provides a continuous
overview of students’ states through monitoring, in a non-intrusive way, various facial,
bodily and environmental features using connected smart devices. We share the same
belief that such a seamless, continuous and effortless to operate solution is more
effective in integrating and enhancing learning environment as teachers should keep
focusing on the pedagogy rather than technology, and students on critical thinking
rather than technological artifacts as suggested in [2].

The remainder of this article is as follows. Section 2 presents related works. In
Sect. 3, we present the proposed U-SRS solution, its architecture and a subset of
learning performances features it relies on. In Sect. 4, we compare our solution with
existing SRS using various criteria. Finally, Sect. 5 concludes the article.
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2 Related Work

Most existing technology-enabled SRS require a certain degree of effort both from
teachers (e.g. preparing quality questions) and from students to provide textual feed-
back (e.g. writing an SMS or a Tweet) which are then processed using techniques, such
as sentiment analysis of textual data, in order to provide a vision of students’ under-
standing states [3, 8–11] which makes them potentially intrusive to the learning pro-
cess. A better approach to monitoring learning performances which is both
non-intrusive and continuous, i.e. providing feedback during the entire teaching session
rather than on predefined intervals or windows, can be achieved through analyzing
students’ emotions by monitoring various facial and bodily features in addition to
environmental parameters. In fact, some emotions (e.g. confusion and boredom) have
been found to correlate with learning performances and outcomes in academic settings
[6, 13–17]. Experiencing a broad set of emotions in learning environments have been
justified with the importance of academic achievements in one’s life and career which
makes them an intense source of emotions [14]. Another explication states that
affective states are almost always triggered by incoming new information. Thus,
learning, as a process where new information are assimilated, almost always occurs
within emotional episodes [17].

[16] investigated relevant emotions experienced by students while interacting with
a virtual tutor in AutoTutor’s (an Intelligent Tutoring System, ITS) tutorial sessions.
The authors suggest that an emotion-aware learning environment could improve
learning effectiveness and outcomes, so they conducted various studies and were able
to identify a subset of frequently experienced emotions that could be tracked by
monitoring facial, body posture and dialogue features in a non-intrusive fashion. The
paper hinted at enhancing the existing AutoTutor system with pedagogy adjustment
mechanisms based on the observed emotions, however, such capabilities were not
shown to be implemented. In the same direction, [15] investigated how emotions
experienced during AutoTutor sessions are correlated with learning outcomes, an
aspect that was not investigated in [16]. A learning gain was computed for each
participating student using their pre- and post-tests grades. Correlations between the
most prominent detected emotions, reported by a human judge for each participant in a
virtual tutoring session, and learning gains were then computed. The paper reports that
learning gains are positively correlated with the confusion and flow emotions and
negatively correlated with boredom. Also, due to a floor effect partially resulting from
the low frequency of emotions reporting (30 s every 5 min), no significant correlation
with the frustration and eureka emotions could be backed by the gathered data. The
paper also investigated any potential correlation between the considered emotions and
reported that only the pair boredom-flow registered a negative correlation. Finally, it
was reported that confusion has a main effect on the learning, i.e. students that
exhibited confusion had better gains than those who did not.

[6] proposes a theoretical model associating learning with affective states. Four
quadrants are formed by the intersection of the emotion and learning axes; (i) con-
structive learning with positive emotions, (ii) constructive learning with negative
emotions, (iii) Unlearning (e.g. discarding misconceptions) with negative emotions and
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(iv) unlearning with positive emotions. Moving, typically in counter-clockwise direc-
tion as suggested by the authors and ideally starting from quadrant I or II, from one
quadrant to another occurs as the learning process continues. The authors envision to
build a Computerized Learning Companion with the ability to detect and act, i.e. adjust
its pedagogical approach, upon learners’ affective states, however, no details on its
implementation were given.

All of these studies agree on the feasibility and relevance of emotions in learning
environments. While we also adopt emotions as a medium of communicating students’
feedbacks, we use a subset of relevant emotions. Moreover, environmental parameters
have been reported to potentially have an impact on learning outcomes [16], however,
as far as we are aware of, our solution is the first to actually incorporate environmental
features as a measurable indicator of students’ performances. More importantly, the
three later aforementioned studies [6, 15, 16] envision building or enhancing existing
virtual learning systems (e.g. AutoTutor) with capabilities to detect students emotions
and act upon them by adjusting their pedagogical approach. We adopt a different
approach as we are building a non-intrusive feedback system for actual classrooms.
Further, in order to monitor students, we use smart devices which are capable of
sensing their environment and communicating their readings, based on which, insights
about students’ learning performances are extracted and provided to teachers (instead
of virtual tutors) in real-time.

3 U-SRS: A Ubiquitous Students Responses System
for Connected Classrooms

Our U-SRS solution uses emotions, alongside other bodily, contextual and environ-
mental parameters, as learning performance indicators in real classrooms instead of
virtual learning environment. We empower teachers, instead of virtual tutors, with
insights about their students’ performances and comprehension states, so that they are
able to proceed with adjustments in their pedagogy whenever needed.

3.1 System Overview

As depicted in Fig. 1, U-SRS uses smart devices embedded in ordinary classroom’s
tables which blind seamlessly in the learning environments allowing them to operate in
a non-intrusive way avoiding any distractions to the learning process. These smart
devices are equipped with vision, sensing and communication capabilities and they are
trained to detect, at a much higher frequency than an ordinary human judge, each
student’s emotions, making sense of them and then reporting them to the teacher in
real-time. The sensing capabilities are enabled by various modular sensors integrated
with our core devices (i.e. connected objects) such as image, movement, temperature
and luminosity sensors. The extracted insights are conveyed to teachers continuously
and in real-time through various channels: Computers, smartphones and smart watches.
These insights help teachers shape their pedagogic approach according to the perceived
state of their students even those out of their direct line of sight.
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3.2 Pedagogic Uses

U-SRS’s aim is to empower and enhance the adopted pedagogic approach by providing
individual and classroom-wide insights. Among the pedagogic uses that could be
enabled by this system, we state:

1. Seamless learning feedback: Teachers receive up-to-date data about their students’
comprehension and learning performances, enabling them to timely address any
confusions or ambiguous concepts.

2. Seamless teaching feedback: Teachers could improve their teaching methods and
how they deliver knowledge by determining what went wrong in the session each
time a drop in the perceived students’ learning performances is reported.

3. Classroom-wide awareness: Instructors might decide to show the overall perfor-
mances to students so that they could self-assess or compare to their peers’
performances.

3.3 System Architecture

The various components of the U-SRS span three major layers as shown in Fig. 2:

1. In the Physical Layer, two major tasks are performed. First, the perception of the
real-world phenomena (i.e. the learning process) which is carried by connected
objects using sensor modules to continuously monitor students and other contextual
parameters in the learning environment such as luminosity and temperature. These
connected objects handle collecting, preprocessing and streaming preprocessed data
to the server-side application. The second task is delivering learning performance
insights to end-users (i.e. teachers) through various connected devices such as smart
watches and smartphones. It is worth noting that the blue arrows in Fig. 2 refers to

Fig. 1. An overview of the proposed ubiquitous Students Responses System
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the preprocessed performance data captured from the real world, while the green
arrows refers to the learning performance insights provided by the U-SRS solution
to teachers.

2. In the Network Layer, our solution use existing communication infrastructure such
the Internet to convey both the collected data from the Physical Layer to the
Application Layer and the performance insights in the opposite direction.

3. In the Application Layer, machine learning algorithms use the collected raw
perceived data to train and build a predictive model for learning performances.
Based on the features received from connected objects, insights about students’
learning performances are extracted and sent back to teachers in order to adapt their
pedagogy. The Push API module is used to deliver insights as soon as they become
available.

Fig. 2. U-SRS’ architecture
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3.4 Feature Engineering

There exist a plethora of parameters that could be collected in a learning environment,
however, not all of them are significant for machine learning algorithms that aim to
build a predictive model. In this section, we select a subset of these parameters that
were showed in earlier studies to correlate with learning performances. The following
Table 1 summarizes the chosen learning performances features subset.

4 U-SRS Comparison with Existing SRS

A cornerstone of our design of the U-SRS is its seamless integration in the learning
environment. We believe technology should not become the focus of the learning
process but rather support and empower the chosen pedagogy. Various advantages,
over existing SRS solutions, stem from this key design principle, which we summarize
in Table 2. The definition of the different used taxonomy criteria is as follow:

Table 1. Learning performance indicators’ chosen features

Category Feature Source Supporting
studies

Emotions Confusion Facial features
(from embedded
camera)

[6, 13–17]
Flow
Eureka
Boredom
Frustration

Body
gestures

Movements/vibrations (i.e.
fidgeting)

Movements sensor [16]

Environment Noise Environmental
sensors

[16]
Luminosity
Temperature
Humidity

Table 2. U-SRS and existing SRS’ comparison

U-SRS Raising hands Clickers Social media

Non-intrusive √ √ � �
Continuous √ � � �
Feedback options Many Limited Limited Many
Real-time √ � √ √

Effortless √ � � �
Anonymous √ � √ √

No-Triggers √ � � �
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1. Non-Intrusive: Qualifies a solution that seamlessly integrates the learning envi-
ronment and is not a potential source of distraction (e.g. a ringing smartphone).

2. Continuous: Qualifies solutions capable of monitoring the learning performances
during entire session with high frequencies of data collection rates and not just on
discrete intervals (e.g. when a question is asked).

3. Feedback options: How many options are available to students when giving a
feedback (e.g. choosing from a list of buttons or expressing using open text)?

4. Real-Time: Are students feedback conveyed in a real-time fashion or are delayed.
5. Effortless: Does the use of the SRS impose overheads on students (e.g. writing an

SMS) or on teachers (e.g. designing brain-teasers-type question)?
6. Anonymous: Are the feedbacks publicly associated with students (Not suited for

shy students)?
7. No-Triggers: Does the SRS need to trigger students (e.g. asking a question) in

order to receive feedbacks?

It is worth noting that we did consider that the aspect of being a ubiquitous solution
(i.e. no explicit interaction is required), may lead to not explicitly triggering mental
processing in students’ mind as opposed to clickers for examples. However, we believe
teachers should be the one that prompt the students to actively think and to not stay dull
by asking them direct, specific and more informed questions using the insights they
receive from the U-SRS solution. What the proposed system does is pinpoint students
that are not following up or are confused so that the teacher could help them.

5 Conclusion and Future Work

Students Responses Systems (SRS) are advanced feedbacks-conveying channels used
to provide an overview of the comprehension states of students. They have a major role
in helping teachers grasp a view of their audience’s, i.e. students, performances.
However, existing SRS fail to seamlessly integrate into learning environments given
the overheads they impose. To tackle this problem, we propose a Ubiquitous Students
Responses System (U-SRS) capable of blinding seamlessly into learning environments,
continuously monitoring several learning performances indicators, making sense of
them and finally providing insights to teachers about comprehension state of their
students enabling them to adapt their pedagogy to their audience’s needs in a timely
manner. Our solution is built upon the Internet of Things paradigm to provide its
pervasive services where the extracted insights are enabled using machine learning
technologies. We highlighted the advantages of the U-SRS over existing SRS, its
design and its architecture with all the constructing blocks. We also selected a subset of
relevant features for our machine learning algorithms.

Our upcoming efforts will focus on experimenting with our solution in a real
learning environment to assess its performances. Such experimentations have already
been planned and preparations are mostly finished.
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Abstract. Cyber-physical systems can collect information from different physical
parameters through smart sensors and process this information in the cyber-world
for best actuators control and energy efficiency. A smart building is such a good
scope of application and presents a prototypical cyber-physical energy system
because through sensing and computing, the system can analyze and make deci-
sions based on contextual awareness information from the physical world and use
this information in an intelligent way for smart distribution and smart balancing
between power resources in outage mode. A new smart building architecture is
proposed in this paper based on cyber physical manager for a dynamic selection of
powered houses in an islanded building. The cyber physical manager control
exchange with the main grid and also manage the power distribution into building
based on analyzing of some parameters like real time consumption measurements
collected by smart sensors/meters and batteries level charge. Prosumers production
is also very important to be including in the building self powering in outage
period. A simulation is done with results discussion for more optimization and to
check the effectiveness and superiority of our autonomous power management
system through on-site distributed generators within buildings to operate in
islanding mode. Finally, This paper present a solution for new building generation
that can have a self-supply based on distributed renewable energy and thereafter
reduce costs for both government and costumers and create smart living space that
becomes an important trend of future.

Keywords: Smart distribution system � Blackout � Emergency situation
Prosumers � Cyber physical system � Storage system � Classification
Smart building

1 Introduction

Modern buildings present the new vision of developed cities to resolve the fast growth
power demand and also to integrate consumers as producer entity into the new smart grid.
The integration of end costumer has a very important advantages because through the
renewable resource like solar panel, wind turbine and storage battery, costumers has the
ability to produce energy for their own needing and also injecting extra power to neighbors
as a service and to the main grid. Smart Grid (SG) is defined as new concept of existing
electrical grid and present some advantages: always available, interactive, interconnected,
Intelligent (capable of sensing system overloads, bi-directional communication and
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rerouting power), Efficient (capable of meeting increased consumer demand without adding
infrastructure), accommodating (accepting energy from any resources including solar and
wind as easily and transparently and capable of integrating any ideas and technologies like
energy storage technologies), motivating (enabling real-time communication between the
consumer and utility so consumers can tailor their energy consumption based on individual
preferences, like price and/or environmental concerns), resilient (increasingly resistant to
attack and natural disasters as it becomes more decentralized) and green.

The result will be more efficient power systems capable of better managing the
growing power consumption, providing fault resilience and seamlessly integrating
Distributed Renewable Energy Resources (DRER) e.g. wind and solar [1, 2].

Both developed and developing countries will play a major role in the imple-
mentation of smart grid. In most countries, the energy is produced by power plants like
nuclear, Fossil-fuel, Thermal, Hydroelectric, which requires regular investment in
transmission and distribution system to maintain high degree of uninterrupted power
system service quality and reliability for users, the reason why the integration of
distributed energy resources impose itself. Key benefits of smart grid are uninterrupted
power supply for all households [3], reduced transmission and distribution loss, high
penetration of renewable energy sources, cyber secured electrical grid, large scale
energy storage, and flexibility to consumers to interact with electricity market, market
based electricity pricing and demand side management [4, 5].

IT technologies allow a fast communication (wired/wireless communication) to
have real time measurements and to plan some real decisions depending on the context
and situations like in outage case, When we detect an outage we have to intervene
quickly to response the demands and ensure reliability with the same quality and
service as main grid power, it’s what we call the resiliency problem. Resiliency is
required to improve grid reliability. The objectives is to respond to the growing
demands, economic growth, security, quality of life of habitats and increased quality of
life specially in buildings and generally in cities, thus to make them smarter.
Cyber-physical systems can collects the awareness information from the various
physical parameters through sensors and process this information in the cyber-world
and control actuators, it is efficient to control, monitor and query on machinery,
equipment, and personnel state. a modern building is such a good scope of
cyber-physical systems application.

This paper looks smart buildings as a cyber-physical energy system with deeply
coupled embedded sensing and networked information processing because through
context-aware sensing and computation the (CPS) will be able to acquire contextual
awareness information from the physical world and process this information in the
cyber-world to make decision and ensure the optimized energy distribution by emer-
gency. Integrating context awareness into the system increases the efficiency in terms
of energy savings and was observed to be significant, around 30% and these systems
will be able to anticipate needs and situations and react to the environment around
them. In this paper, we propose an dynamic distribution concept based on some
parameters collected by smart meters [6] and entities classification for smart buildings
through an intelligent controller focusing on diverse requirement satisfaction, including
response time, energy efficiency, real time sensor measurement, continuous supply,
reliability and user’s needs. The smart energy management system presented considers
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an smart distribution network that collect real-time data from a physical sensors and
meters through a connected house controller that have a role of power switcher from
on/off energy use in order to satisfy comfort conditions of houses and saving energy.
The communication between building component is supposed done with a combination
of wireless and wired network.

This paper provides an approach for smart buildings in islanding mode or when we
have an outage. The rest of the paper is organized as follows: Sect. 2 present an
different definition and concepts used by reviewing recent related works, Sect. 3
describes our proposal distribution building model, and Sect. 4 present the strategy of
classification and our dynamic selection Algorithm with a simulation, Finally we
conclude with discussion of results and decision generated for outage case studied.

2 Definition and Concepts

2.1 Intentional Islanding

An Outage or an Intentional Islanding is a condition in which a portion of the power
grid, which contains both load and DG is isolated from the main utility caused by
extreme weather or when the demand in the peak hours exceeds the supply [7, 8].

The major energy outage is mostly related to weather and more than 88% of
costumers are affected by outages caused by weather as shown in Fig. 1. Maintenance
problems, substation failures and transmission lines failures are low causes of the
outages. These causes require further study to enhance the grid reliability.

The duration of interruptions might be from minutes to hours depending on the
severity of the fault that occurred. The costs of an outage are considerable and not
recoverable, called outage Costs. Outage detection is achieved by using islanding
detection methods (IDM). Generally, IDMs are divided into local and remote methods
communication based. Local methods are based on measurement of some parameters or
variables on the MG side (frequency and voltage) [9] and include passive methods,
active methods and hybrid method [10].

Fig. 1. Major weather-related power outages—those affecting � 50,000 customers—increased
dramatically in the 2000s (Kenward and Raja 2014).
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• Passive methods technique detects parameters change such as voltage and fre-
quency and measure local, and do not affect the inverter output power quality.

• Active methods technique inject small disturbances (force voltage, frequency or
network impedance change) into the micro grid and monitor the network response.
Generally, the active techniques produce deterioration of the quality of power and
cause instability problems.

Hybrid methods are an active and passive combination and used for complex systems
and can improve multiple performance indices but Islanding detection time is prolonged.

2.2 Cyber-Physical System (CPS)

Smart With the requirement of low-carbon economy and energy crisis, many new
information technologies have been applied to Cyber-Physical Energy Systems for
saving energy and protecting environment, such as smart grid, electric vehicles and
home automation. The objective is an energy efficiency and system reliable control.
The CPS is composed of hardware and software and is an intelligent, programmable
environment capable of performing metering, computations, numerical processing,
running optimization subroutines, establishing bi-directional communication with the
smart grid monitor and control centre and building controllers to make decisions based
on the specified real time parameters.

The Cyber-Physical Energy Systems represent a new class of widely distributed
and globally interconnected energy systems that integrate computation processes,
communication processes and control processes [11]. For example when we are in
sunny case we can detect rain with sensor and the CPS make a decision base on this
context aware information to open all windows in building through controllers and
actuators. Some important properties for an autonomic CPS are [12]:

• Self-adaptation.
• Self-organization.
• Self-optimization.
• Self-configuration.
• Self-protection.
• Self-healing.
• Self-description.
• Self-discovery.
• Self-energy-supplying.

The CPS Model consists to do an iterative 4 actions: Monitor, Analyze, Plan, and
Execute. The objective of a CPS is to monitor and manage different controllers, sensors
and actuators properties and collect information to analyze all context aware parame-
ters, the analysis should be done in quasi real-time, Third step is to make decisions,
schedules and executes the decided actions. When we are in outage case the CPS have
o detect outage by one of IDMs and collect all information transmitted by different
controllers connected to have the ability to lunch a islanded operation. Islanded
operation will cover some loads during the outage period and depend on the distributed
generation installed.
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2.3 Smart Building

Optimizing energy efficiency in buildings is an integrated task that covers the whole
lifecycle of the building. Smart building is new concept based evolution of renewable
energy and of IT technologies. Building consumption account for 30–40% of total
country energy consumption as mentioned in Indian study [13]. In the future, most of
buildings will be self powered with an auto energy management system to control and
manage distribution for energy efficiency and improve reliability when we have an
outage and cut off main grid through a CPS [14].

Smart buildings are environments such as apartments, offices, museums, hospitals,
schools, malls, university campuses, and outdoor areas that are enabled for the coop-
eration of objects (e.g., sensors, devices, appliances) and systems that have the capa-
bility to self-organize themselves. All connected smart components are controlled by a
main controller. The main controller is responsible for the energy efficiency manage-
ment and has to optimize the consumption into building and control different param-
eters for improving reliability and ensure a best quality of power. Figure 2 present an
example of modern building that contain a PV installation, a building CPSM that
monitor and manage the different state and some loads divided between houses using
and EV that represent a mobile energy. The architecture is based on DER and can be
powered also by utility grid to response extra loads in peaks case. Smart building can
inject the surplus energy o the grid when the batteries are in full charge and all loads are
covers by solar PV production.

A really smart building should increase the heating via his actuator on the heating,
if the sensor on the solar collector indicates a high performance. A sensor like this
produces much information; buildings with many sensors will generate a high amount
of information. All these information have to be processed, complex event processing
can do that job in this paper and we suppose a residential building that contains a
combined DER (PV and Storage Batteries to power building).

2.4 Smart Home with Smart Controllers and Sensors

Future Smart Homes (SH) can significantly contribute not only integrating energy
generation system but also properly scheduling tasks to maximize the consumption of

Fig. 2. House smart components
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locally-generated energy and reduce the energy demand to the Grid during peak hours.
SH contains some appliances and smart devices, which are centrally managed by a
smart controller [15]. Controllers are a smart component which is responsible for
transmitting information to the CPSM and executing decisions and centralize all
information transmitted by the smart sensors, meters, devices and actuators inside
house [16, 17] as shown in Fig. 2. Smart sensors and smart meters are used to collect
data about the power consumption. Actuators are responsible of execution of decisions
like close windows. Simple home become an interactive smart home with a storm of
information and measurements, All information are used to control and optimize the
energy consumed, secure house from dangers and create a easy live for humans.

As far as the wireless IoT is the main concern, many different wireless commu-
nication technologies and protocols can be used to connect smart devices and to allow
monitoring of building energy the smart device such as Internet Protocol Version 6
(IPv6), over Low power Wireless Personal Area Networks (6LoWPAN), Zigbee,
Bluetooth Low Energy (BLE), Z-Wave and Near Field Communication (NFC). They
are short range standard network protocols, while SigFox and Cellular are Low Power
Wide Area Network (LPWAN) [18].

2.5 Hybrid Distributed Energy Renewable

DER based distribution become a requirement for the industrial, commercial and
residential customers because they require a high degree of reliability due to the
increase of digital sophisticated systems but the problem is the complexity and costly of
DER. Distributed generation (DG) can improve energy utilization efficiency and power
supply reliability in outage mode [19]. When a fault happens in a distribution network,
island operation and DG is require to continue supply demands.

Using a single renewable energy generation is not a best solution and a combination
can be effective solution to unstable effects of electricity supply, for example PV
systems have some problems like the efficiency of electric power and depend on
weather conditions. Wind turbines are affected by system fault at t = 52,000 s that
means power output of wind generation is reduced to zero and depends on weather
conditions. A hybrid solar-wind-battery system can provide 100% of power supply for
costumers, thus greatly decreasing the energy costs and increasing the continuity and
reliability of power supply [20].

3 Distribution Scheme Model

3.1 Building Scheme Model

Figure 3 present our proposed building model. The building have an outside controller
who is reasonable of switching between on main grid use when we are in the case of
needing energy or off use when we have energy enough power to cover all loads.
The DER are installed on the floor and we have a hybrid installation with inverter.
The CPSM is responsible to monitor and control the production and the level of
batteries. The main controller can make some decisions like charging batteries when
not using all the electricity that the solar PV system is generating or when battery is

A Cyber-Physical Power Distribution Management System 543



fully charged and still have solar electricity, surplus energy will be exported to the grid
or when the solar PV panels have a reduced or zero output and batteries are discharged
then we can start use the main grid electricity. The house controller is connected to all
sensors and actuators inside the house to monitor and Transmit information to the main
controller (CPS). Electrical power sources are available on a scale (kW range) that
makes them suitable for on-site generation in buildings.

3.2 Houses Classification

Houses are the component consume in the building micro grid and each one have his
own weight because there is some costumer more important than others and need
power with a high level of emergency like people with health problems. We choose in
this paper a classification parameter to make a difference and an order for smart
distribution. We define three category: (a) UC1: high level of emergency, (b) UC2:
medium level emergency, (c) UC3: low level emergency.

The classification is dynamic and depends on entity declaration or the CPS dec-
laration for public entities like hospitals, Hotels or industries.

3.3 Dynamic Selection Method

Smart Our approach is to start to response emergencies demands first because it present
a high priority, for example when we have a healthy problem and we use some critical
machine that need a continuous electricity, after we response to houses with a medium
priority like person who work from their houses and at the end we response to low
priority demands.

Fig. 3. Smart building components
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After outage detection and after collecting all data needing for our islanded oper-
ation, selection algorithm has to define the islanded houses that can’t be covered by our
selection and the houses that we can be covered. The advantage in our method is that it
is dynamic and not static because the outage context and the different status like solar
production, batteries storage, classification, loads…. We suppose that all controllers
have a switcher to have the ability of on/off building energy use. All house loads is
divided between obligatory and facultative load. Obligatory load is the uninterruptable
load that house and the optional is the interruptible load that can be covered by the
main grid or by a self house production like electricity for washer machine.

The Distribution network contains different nodes as explain in the last section and
each node has his weight into building. The selection construction model consist on the
state of some parameters that we see more important and decisive in the selection
layered tree, there is others parameters like house maturity, environment, weather
context, etc….but in this paper we choose just 3 parameters:

• Costumer Category UCð Þ.
• Costumer emergency Demand (P).
• Costumer facultative demand (Q).
• Costumer production Cp

� �
.

3.4 Selection Scheme Algorithm

The objective of our approach is to have a layered tree model with the most priority
uninterrupted load first and the low priority interrupted load at the end. The selection is
based on some parameters defined. Our approach give a value to distribution network
and show smartness in covering loads based on aware inside building needs. The
condition is that the total loads not exceed the capacity existing in the batteries and
produced by solar PV. The capacity existing P totalð Þ is the sum of different energy
produced by DER (solar PV panels and energy stored in batteries). The concept of the
smart distribution and the dynamic selection is to start satisfy the obligatory demand
(P) and when we cover all P demands, we start satisfy the Q demands but we respect
the selected entities order and if we have more capacity we verify entities not selected if
we can cover it or not. The searching of entities is done with arbitrary searching
because we have limited houses.

The dynamic approach consists to collect information in real time from different
resources to know the existing power and the entities belonging building area, after
updating data information the first thing is to identify the entities with high level of
emergency and we start building our tree composed of selected entities. The idea is to
obtain a one components vector (V[n]). The first components are houses with high
priority followed by the medium and at the last the low emergency. The algorithm is
described below in the Fig. 4.
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Fig. 4. Islanding Algorithm
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The algorithm result is a vector with n elements presents houses powered during
outage period.

4 Simulation and Analyses

4.1 Case of Study

Our Approach is implemented with Java language, Mysql Database, eclipse environ-
ment and based on house’s consumption generated by Gridlab-d simulator.

As shown in Table 1, simulation will done for a building contains 30 house and
some DGs (houses, classification are generated by a random function and loads

Table 1. Load characteristics

Entity P(Kwh) Q(Kwh) Classification Cp (Kwh)

E(1) 20 5 UC2 0
E(2) 17 2 UC3 0
E(3) 15 1 UC2 5
E(4) 30 15 UC3 0
E(5) 15 6 UC2 0
E(6) 14 3 UC3 7
E(7) 13 2 UC2 0
E(8) 12 1 UC3 0
E(9) 10 5 UC3 0
E(10) 10 1 UC1 0
E(11) 24 3 UC3 0
E(12) 10 4 UC3 0
E(13) 25 13 UC1 8
E(14) 22 9 UC1 9
E(15) 8 2 UC2 0
E(16) 7 2 UC3 10
E(17) 15 10 UC2 0
E(18) 14 5 UC3 0
E(19) 13 2 UC3 0
E(20) 12 4 UC1 0
E(21) 11 1 UC3 0
E(22) 12 1 UC3 0
E(23) 17 3 UC2 15
E(24) 15 1 UC3 0
E(25) 15 2 UC2 0
E(26) 30 13 UC3 10
E(27) 31 20 UC1 15
E(28) 3 1 UC3 0
E(29) 0 0 UC3 0
E(30) 31 11 UC1 0
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generated by Gridlab-D simulator to have real cases). The test system adopts reactive
local compensation, all power loss is ignored. We suppose for this simulation a total
DGs active power/Kwh 450 kWh for one day power (PV/Storage Batteries).

4.2 Simulation Results and Discussion

According to the selection scheme algorithm proposed in the paper, the simulation
steps and results are presented as follows.

The building contains 30 houses with different classification and contains some
DERs, the algorithm search the entities with high priority and start looping on the query
results, E10; E13, E14; E20; E27 and E30 are entities with classification UC1, for each one
we verify if his obligatory demand minus his self production ðP�CpÞ is more than
existing updated power P(total), if yes we add the entity to our vector, else we skip and
loop for next entity. When we add an entity we update the P totalð Þ ¼ P totalð Þ�PþCp.
After finish with entities with UC1, we look for entities with UC2, in our case we have
E1, E3, E5; E7; E15; E17; E23 and E25 are entities with classification UC2, for each one we
verify if his obligatory demand minus his self production ðP�CpÞ is more than existing
updated power P(total), if yes we add the entity to our vector, else we skip and loop for
next entity. When we add an entity we update the P totalð Þ ¼ P totalð Þ�PþCp. After
finish with entities with UC2, we look for entities with UC3, in our case we have E2, E4,
E6; E8; E9; E11; E12; E16; E18; E19; E21; E22; E24; E26; E28 and E29 are entities with clas-
sification UC3, for each one we verify if his obligatory demand minus his self pro-
duction ðP�CpÞ is more than existing updated power P(total), if yes we add the entity
to our vector, else we skip and loop for next entity. When we add an entity we update
the P totalð Þ ¼ P totalð Þ�PþCp. After finish with last classification for obligatory
demand, we verify the existing power depletion, in our case, after satisfy all selected
entities p(total) = 450–392 = 58 kwh, then we look to power interrupted demand
(Q) but we loop into our selected vector by order of selection, in our case we can satisfy
E10, E13, E14; E20; E27 and E30 because the sum of their Q is 58 Kwh. The islanding
algorithm exit in case of power depletion or in case of powering all entities. The result
of our simulation is the vector V ¼ ½PðE10Þ, PðE13Þ, PðE14Þ, PðE20Þ, PðE27Þ, PðE30Þ,
PðE1Þ, PðE2Þ, PðE3Þ, PðE4Þ, PðE5Þ, PðE6Þ, PðE7Þ, PðE8Þ, PðE9Þ, PðE11Þ, PðE12Þ,
PðE15Þ, PðE16Þ, PðE17Þ, PðE18Þ, PðE19Þ, PðE21Þ, PðE22Þ, PðE23Þ, PðE24Þ, PðE25Þ,
PðE26Þ, PðE28Þ, QðE29Þ, QðE10Þ, QðE13Þ, QðE14Þ, QðE20Þ, QðE27Þ, QðE30Þ�.

5 Conclusion

In this work, we propose an efficient approach for power shortages problem that can be
integrated in islanded building operation to improve access and provide consumer
power throughout emergencies and grid outage. The proposed approach is based on a
smart dynamic power balancing with dynamic parameters to control and perform the
distributed energy in islanded building through a smart CPS and achieve a 100%
self-powering. A next step of work is to make a model/prototype with Gridlab-D to
simulate real scenarios and take more parameters in our islanding selection like
weathers, building events, prosumers context, building aware to predict future loads
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and based on this predication information we will make a real smart decision to avoid
outage problem and satisfy all demands and ensure a continuous power.
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Abstract. Amazigh is a morphologically rich language, which presents a chal-
lenge for Part of Speech tagging. Part of Speech (POS) tagging is an important
component for almost all Natural Language Processing (NLP) application areas.

Applying machine-learning techniques to the less computerized languages
require development of appropriately tagged corpus. In this paper, we have
developed POS taggers for Amazigh language, a less privileged language, using
Conditional Random Field (CRF), Support Vector Machine (SVM) and
TreeTagger system. We have manually annotated approximately 75000 tokens,
collected from the written texts with a POS tagset of 28 tags defined for the
Amazigh language. The POS taggers make use of the different contextual and
orthographic word-level features. These features are language independent and
applicable to other languages also. POS taggers have been trained, and tested
with the same corpora. Evaluation results demonstrated the accuracies of
89.18%, 88.02% and 90.86% in the CRF, SVM and TreeTagger, respectively.

Keywords: Amazigh � Corpus � CRF � NLP � Machine learning
POS tagging

1 Introduction

Part of speech tagging is very significant pre-processing task for Natural language
processing activities [1]. A Part of speech (POS) tagger has been developed in order to
check off the words and punctuation in a textual matter having suitable POS labels of
Amazigh text. POS tagging makes up a primal task for processing a natural language. It
is built up using linguistic theory rule, random pattern and sometimes a combining both
[1]. Our work shows the evolution of an easy and effective automatic tagger in support
of inflectional and derivational morphologically rich language Amazigh. Amazigh
language is morphologically rich with less linguistically peculiar patterns and rules and
heavy annotated corpora and thus the development of POS tagger is a difficult task [2].
POS tagging is a phenomenon of allotting the words in a textual matter as matching to a
picky component of speech. In general, POS tagging is as well denoted to as gram-
matical tagging of textual matter as representing to a specific component of speech
because of both its definition and context.

A part-of-speech is a grammatical category, commonly including verbs, nouns,
adjectives, adverbs, determiner, and so on. The Part of Speech tagger is an important
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application of natural language processing. It is an important part of morphological
analyzer. Part of speech tagging is the process of assigning a part of speech like noun,
verb, preposition, pronoun, adverb, adjective or other lexical class marker to each word
in a sentence. The major problems in the process of POS tagging are: ambiguous words
and unknown words [3]. The first and foremost problem is with those words whose
more than one tag can exist. These can an easy task for humans but not so for the
automatic word taggers. In the process of tagging we can sometimes get such words
that have different tag categories when they are used in different context. Thus it is a
very tedious job. This phenomenon is known as lexical ambiguity. But while occu-
pying the same part of speech many words can have multiple meanings. Ambiguous
words are the major problem in the part of speech tagging. Many words can have tags
which are more than one [4].

To overcome these problems, we propose the Amazigh Part-of-Speech tagging
methods based on stochastic approaches.

The rest of this paper is organized as follows: In Sect. 2, we describe the related
work in POS tagging, linguistic background is also presented in Sect. 3. Our data and
material used are described in Sect. 4. Section 5 presents experimental results. Finally,
Sect. 6 concludes the paper and describes the future works.

2 Related Work

Considerable amount of work has already been done in the field of POS tagging for
English. Different approaches like the rule based approach, the stochastic approach and
the transformation based learning approach along with modifications have been tried
and implemented. However, if we look at the same scenario for Amazigh language, we
find out that not much work has been done. The main reason for this is the unavail-
ability of a considerable amount of annotated corpora, on which the tagging models
could train to generate rules for the rule based and transformation based models and
probability distributions for the stochastic models.

The previous works of POS tagging can be divided into three categories; rule based
tagging [5], statistical tagging and hybrid tagging [6, 7]. A set of hand written rules are
applied along with it the contextual information is used to assign POS tags to words in
the rule based POS. The disadvantage of this system is that it doesn’t work when the
text is not known.

In the literature, many machine learning methods have been successfully applied for
POS tagging, namely: the Hidden Markov Models (HMMs) [8], the transformation-
based error driven system [9], the decision trees [10], the maximum entropy model [11],
SVMs [12], CRFs [13]. Results produced by statistical taggers obtain about 95%–97%
of correctly tagged words. There are also, hybrid methods that use both knowledge
based and statistical resources.

There are different types of statistical tagging approaches discussed in this paper
that, Conditional Random Field (CRF), Support Vector Machine (SVM) and
TreeTagger. Along with this the studies done on the basis of comparisons and eval-
uation are also shown.
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POS tagging works on different approaches. The different models of POS tagging
are shown in Fig. 1.

3 Linguistic Background

3.1 Amazigh Language

Amazigh called also Berber belongs to the Hamito-Semitic “Afro-Asiatic” languages
[14, 15]. Amazigh is spoken in Morocco, Algeria, Tunisia, Libya; it is also spoken by
many other communities in parts of Niger and Mali. In Morocco Amazigh language
uses different dialects in its standardization (Tachelhit, Tarifit and Tamazight). Ama-
zigh has a complex morphology and the process of its standardization is performed via
different dialects. Amazigh NLP presents many challenges for researchers. Its major
features are:

– Amazigh has its own script: the Tifinagh, which is written from left to right. The
transliteration into Latin alphabet is used in all the examples in this article.

– It does not contain uppercase.
– It presents for NLP ambiguities in grammar classes, named entities, meaning, etc.

For example, grammatically the word (tazla) can function as verb
meaning (over it) or as name (race), etc.

– As most languages whose research in NLP is new, Amazigh is not endowed with
linguistic resources and NLP tools.

Fig. 1. POS classification
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3.2 Amazigh Script

Like any language that passes through oral to written mode, Amazigh language has
been in need of a graphic system. In Morocco, the choice is ultimately fell on Tifinaghe
for technical, historical and symbolic reasons. Since the Royal declaration on 2003,
Tifinaghe has become the official graphic system for writing Amazigh. Thus, IRCAM
has developed an alphabet system called Tifinaghe-IRCAM. This alphabet is based on
a graphic system towards phonological tendency. This system does not retain all the
phonetic realizations produced, but only those that are functional. It is written from left
to right and contains 33 graphemes which correspond to:

– 27 consonants including: the labials , dentals ,
the alveolars , the palatals , the velar , the labiovelars

, the uvulars , the pharyngeals and the laryngeal ;
– 2 semi-consonants: and ;
– 4 vowels: three full vowels and neutral vowel (or schwa).

3.3 Amazigh Morphological Properties

Language morphology is knowledge of the ways in which the language’s words can
have different surface representations. Hence, the Amazigh morphology is considered
rich and complex in terms of its inflections involving infixation, prefixation and suf-
fixation. The Amazigh morphology covers five main lexical categories, which are
noun, verb, adverb, pronoun, and preposition [16].

We described below the famous syntactic categories of the Amazigh language:

– Noun
Noun is a lexical unit, formed from a root and a pattern. It could occur in a simple
form (‘izm’ the lion), compound form (‘ighsdis’ the rib), or derived one (‘amkraz’
the labourer). This unit varies in gender (masculine, feminine), number (singular,
plural) and case (free case, construct case).

– Verb
It has two forms: basic and derived forms. The basic form is composed of a root and
a radical, while the derived one is based on the combination of a basic form and one
of the following prefixes morphemes: ‘s’/‘ss’ indicating the factitive form, ‘tt’
marking the passive form, and ‘m’/‘mm’ designating the reciprocal form. Whether
basic or derived, the verb is conjugated in four aspects: aorist, imperfective, perfect,
and negative perfect.

– Particles
Particle is a function word that is not assignable to noun neither to verb. It contains
pronouns, conjunctions, prepositions, aspectual, orientation and negative particles,
adverbs, and subordinates. Generally, particles are uninflected words. However in
Amazigh, some of these particles are flectional, such as the possessive and
demonstrative pronouns.
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4 Data and Material

Amazigh is a resource poor language. Applying statistical models to the POS tagging
problem requires large amount of annotated corpus in order to achieve reasonable
performance. But, annotated corpus for Amazigh is not available. So, we have used a
manually annotated corpus of 75000 tokens with the 28 POS tags [17, 18].

In addition to this, we will focus on stochastic models which require large amount
of hand labeled data in order to achieve reasonable performance. Though Hidden
Markov Model (HMM) is one of the widely used techniques for POS tagging, it does
not work well when small amount of labeled data are used to estimate the model
parameters.

Incorporating diverse features in an HMM-based tagger is difficult and complicates
the smoothing typically used in such taggers. In contrast a Conditional Random Field
(CRF) based method [13] or a SVM based system [12] or decision tree based system
can deal with diverse, overlapping features.

4.1 CRF Model

To use CRF for a sequential learning task like POS tagging, we should have a training
set. Also, we would like to specify various features to encode various dependencies for
the particular task at hand. The training set will be used to learn a model. The learned
model, here, is a set of parameters (known as weights) which corresponds to the
importance of the features used in this task. In this sense, the following are the steps to
train our POS tagging model using the CRF:

– Create an instance of the feature generator class – FeatureGenImpl or a new feature
generator that we might have created. Also, pass the required parameters like the
modelGraph value and number of labels in the label set, to the constructor.

– Create an instance of the iitb.CRF class. This class is the interface for the training
and inference routine of the package. We will need to pass the object of the feature
generator just created as one of the parameters to the constructor of the iitb.CRF
class.

– Read the instances of the training set in the objects of the class implementing the
DataSequence interface. Also, create an object of the class implementing the
DataIter interface to encapsulate these data sequences.

– Call the train routine of the feature generator class to train the dictionary. Pass the
DataIter object to the train routine.

– Call the train routine of the CRF object. Again, we will have to pass the training set
iterator object to this train routine.

4.2 SVM Model

One of the robust statistical learning models is Support Vector Machines (SVMs).
SVM was first introduced by Vapnik [19]. SVM produces a binary classifier, the
so-called optimal separating hyperplanes, through extremely non-linear mapping the
input vectors into the high-dimensional feature space. SVM constructs linear model to
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estimate the decision function using non-linear class boundaries based on support
vectors. If the data is linearly separated, SVM trains linear machines for an optimal
hyperplane that separates the data without error and into the maximum distance
between the hyperplane and the closest training points. The training points that are
closest to the optimal separating hyperplane are called support vectors. All other
training examples are irrelevant for determining the binary class boundaries. In general
cases where the data is not linearly separated, SVM uses non-linear machines to find a
hyperplane that minimize the number of errors for the training set.

SVMs are applied to text categorization, and are reported to have achieved high
accuracy without falling into over-fitting even though with a large number of words
taken as the features.

4.3 TreeTagger Model

TreeTagger is an HMM-based tagger, which differs from the traditional probabilistic
taggers in the way it estimates the transition probabilities, it was developed by Helmut
Schmid in the TC project at the Institute for Computational Linguistics of the
University of Stuttgart [20].

TreeTagger has been successfully used to tag various languages including German,
English, French, Italian, Dutch, Spanish, Bulgarian, Russian, Greek, Portuguese,
Chinese, Swahili, Latin, Estonian and old French texts and is adaptable to other lan-
guages if a lexicon and a manually tagged training corpus are available.

In contrast to the N-gram taggers that typically use smoothing to deal with the
sparsity of the training data, TreeTagger uses a binary decision tree, built recursively
from a training set of trigrams, to obtain estimates of transition probabilities. The
decision tree automatically determines the appropriate size of the context which is used
to estimate the probabilities. Possible contexts are not only N-grams, but also other
kinds of contexts such as e.g. (tag-1 = ADJ and tag-2 != ADJ and tag-2 != DET). The
tagger is also capable of assigning tags to unknown words using a suffix lexicon
organized in a tree for this purpose. At the tagging stage we have provided the tagger
with lists of tokens to be added to the initial lexicon and choose the values to assign to
tokens with zero frequencies. At the training stage we have provided the tagger with
additional lexicon lists.

5 Experiment and Discussion

5.1 Test Environment

In Amazigh POS tagging, the ML tools of choice are data-mining-based tools that
support the ML algorithms CRF++, YamCha, and TreeTagger. They all share the
following features: a generic toolkit, language independence, absence of embedded
linguistic resources, a requirement to be trained on a tagged corpus, the performance of
sequence labeling classification using discriminative features, and a suitability for the
pre-processing steps of NLP tasks.

556 A. Samir et al.



–
1CRF++: This is a free open source toolkit, written in C++, for learning CRF
models in order to segment and annotate sequences of data. The toolkit is efficient
in training and testing and can produce n-best outputs. It can be utilized in devel-
oping many NLP components for tasks such as text chunking and NER, and can
handle large feature sets.

–
2Yamcha: A commonly used free open source toolkit written in C++ for learning
SVM models. This toolkit is generic, customizable, efficient, and has an open
source text chunker. It has been utilized to develop NLP pre-processing tasks such
as NER, POS tagging, base-NP chunking, text chunking, and partial chunking.

–
3TreeTagger: A free POS tagger system presented in the Subsect. 4.3.

We have a total of 3 models as described in Sect. 3 under different stochastic
tagging schemes. The same training text has been used to estimate the parameters for
all the models. The model parameters for supervised SVM, CRF and TreeTagger
models are estimated from the annotated text corpus. For semi-supervised learning, the
SVM learned through supervised training is considered as the initial model. Further, a
larger unlabeled training data has been used to re-estimate the model parameters of the
semi-supervised HMM. The experiments were conducted with three different sizes
(25 K, 50 K and 75 K words) of the training data to understand the relative perfor-
mance of the models as we keep on increasing the size of the annotated data.

The Amazigh corpus was divided into ten approximately equal parts. From these
ten different disjoint pairs of collected texts were created. In each pair there is a training
set containing about 90% of running words from the corpus and a test set containing
about 10% of running words from the corpus. A ten-fold cross-validation test was
performed for the three remaining taggers.

All the models have been tested on a set of randomly drawn 400 sentences (5000
words) disjoint from the training corpus. It has been noted that 16% words in the open
testing text are unknown with respect to the training set, which is also a little higher
compared to the European languages [21].

The training data includes manually annotated 4830 sentences (approximately
75,000 words) for all supervised algorithms (CRF, SVM and TreeTagger). A fixed set
of 1000 unlabeled sentences (approximately 20000 words) taken from Amazigh corpus
are used to re-estimate the model parameter during semi-supervised learning.

5.2 Results and Discussion

When evaluating a supervised classifier, it is important to use fresh data that was not
included in the training or dev-test set. Otherwise, our evaluation results may be
unrealistically optimistic.

So, we define the tagging accuracy as the ratio of the correctly tagged words to the
total number of words. Table 1 summarizes the final accuracies achieved by different
learning methods with the varying size of the training data. Note that the baseline model

1 http://crfpp.sourceforge.net/.
2 http://chasen.org/� taku/software/yamcha/.
3 http://www.cis.uni-muenchen.de/*schmid/tools/TreeTagger/.
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(i.e., the tag probabilities depends only on the current word) has an accuracy of 78.8%.
Results for ten-fold cross-validation testing for the three taggers are shown in Table 1.
As can be seen from the table the TreeTagger gave best results, the CRF tagger came
second and SVM gave the worst results of the three taggers. In that study the taggers
were applied to and tested on the Amazigh corpus (75000 tokens) with 28 tags.

Table 1 shows results for known words, unknown words and all words. Mean
percentage of unknown words in the ten test sets was 7.04. TreeTagger shows overall
best performance in tagging both known and unknown words. CRF seems to do better
than SVM at tagging unknown words but does worse on known words than CRF. This
is similar to what was seen in the experiment on Arabic text and indicates that the major
difficulty in annotating Amazigh words stems from the difficulty in finding the correct
tag for unknown words. Words belonging to the open word classes (nouns, adjectives
and verbs) account for about 90% of unknown words in the test sets whereas words in
these word classes account for just over 51% of all words in the test sets.

The similar works achieve an accuracy of 88.66% when using lexical features. The
results of the tagger based on SVMs with lexical features gave an accuracy of 88.27%
with a data set of 1438 sentences and applied to 15 tags [22].

We have chosen SVM, CRF and TreeTagger because they are open source, robust
and efficient for POS tagging. By comparing our used techniques with others we have
found that:

– Decision trees are automatically constructed tree-structured flowcharts that are used
to assign labels to input values based on their features. Although they’re easy to
interpret, they are not very good at handling cases where feature values interact in
determining the proper label.

– In naive Bayes classifiers, each feature independently contributes to the decision of
which label should be used. This allows feature values to interact, but can be
problematic when two or more features are highly correlated with one another.

– Maximum Entropy classifiers use a basic model that is similar to the model used by
naive Bayes; however, they employ iterative optimization to find the set of feature
weights that maximizes the probability of the training set.

Table 1. Mean tagging accuracy for three POS taggers

Accuracy CRF SVM TreeTagger

All words 89.18 88.02 90.86
Known words 91.24 91.06 92.94
Unknown words 68.20 58.17 76.30

Table 2. Tagging accuracy for POS taggers in last work

Accuracy CRF SVM TreeTagger

All words 88.18 86.60 89.26
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Comparing the actual obtained results with the results of our work reported in [18]
(Table 2), we can confirm a significant improvement and these actual accuracies are
very promising. This improvement is due essentially to two factors:

– The size of actual training corpus (75000 tokens instead of 60000 tokens).
– Most features used when training and generation of pos tagging model of the three

techniques.

Figure 2 shows that the three taggers have different procedures for annotating
unknown words and this is reflected in the difference in performance. Extensive
analysis was performed of the errors made by the three different taggers. The analysis
showed that the taggers make to a certain degree different types of errors. This can be
used to combine the results of tagging with different taggers to improve tagging
accuracy.

Moreover, to increase tagging accuracy it seems important to improve tagging of
unknown words. This can be done in two ways, either by improving the methods that
the taggers use for tagging unknown words or increasing the size of the lexicon used by
the taggers.

5.3 Analysis of Error Types

Tables 3, 4 and 5 show the top four confusion classes for our three models. The most
common types of errors are the confusion between proper noun and common noun and
the confusion between adjective and common noun. These results from the fact that
most of the proper nouns can be used as common nouns and most of the adjectives can
be used as common nouns in Amazigh.

The current work looks at the existing tagsets of Amazigh being used for tagging
corpora and analyzes them from two perspectives. First, the tagsets are analyzed to see

Fig. 2. Tagging accuracy for different techniques used
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their linguistic level differences. Second, they are compared based on their inter-tag
confusion after training with three different POS taggers. These analyses are used to
derive a more robust tagset. The results show that collapsing categories which are not
syntactically motivated improves the tagging accuracy in general. Specifically, the
different types of adverb are merged, because they may come in similar syntactic
frames. Reduplicated categories are given the same category tag (instead of a special
repetition tag). Units and dates are also not considered separately as the differences
have been semantically motivated and they can be categorized with existing tags at
syntactic level. Though, the measuring unit is currently treated as a noun, it could be
collapsed as an adjective as well. The difference is sometimes lexical. NNP (Proper
Noun) tag could also have been collapsed with NN (Common Noun), as Amazigh does
not make clear between them at syntactic level. However, these two tags are kept
separate due to their cross-linguistic importance.

Almost all the confusions are wrong assignment due to less number of instances in
the training corpora, including errors due to long distance phenomena (Fig. 3).

Table 3. Major misclassifications using TreeTagger

Tag Total tokens Error Maximum misclassification

NP 500 102 NN (78)
ADJ 546 41 NN (28)
NN 2832 162 ADJ (122)
DET 190 13 PP (7)

Table 4. Major misclassifications using CRF model

Tag Total tokens Error Maximum misclassification

NP 500 108 NN (82)
ADJ 546 51 NN (35)
NN 2832 182 ADJ (132)
DET 190 17 PP (9)

Table 5. Major misclassifications using SVM model

Tag Total tokens Error Maximum misclassification

NP 500 116 NN (85)
ADJ 546 55 NN (40)
NN 2832 190 ADJ (141)
DET 190 19 PP (11)
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6 Conclusion and Perspectives

Natural Language is the medium for communication which is incorporated by every
human being. One of the most important activities in processing natural languages is
Part of Speech tagging. In POS Tagging we assign a Part of Speech tag to each word in
a sentence and literature. POS tagging is one of the simplest, most constant and
statistical model for many NLP application. POS Tagging is an initial stage of lin-
guistics, text analysis like information retrieval, machine translator, text to speech
synthesis, information extraction etc. Currently many tools are available to do this task
of part of speech tagging. The POS taggers described here are very simple and efficient
for Amazigh automatic tagging.

A stochastic approach includes frequency and probability or statistics. The problem
with this approach is that it can come up with sequences of tags for sentences that are
not acceptable according to the grammar rules of a language.

The performance of the current systems is good and the results achieved by these
methods are excellent. We believe that future enhancements of this work would be to
improve the tagging accuracy by increasing the size of tagged corpus and combining
these single taggers. We plan also for the near future use other ML approaches and
compare them to these approaches used in this word.

Finally, a hybrid solution for POS tagging in Amazigh can be proposed that can be
used in other advanced NLP applications, which might use a combination of rule-based
approach and the techniques mentioned earlier to achieve a significant gain in per-
formance and performs with very good accuracy as English or other western languages
in all domains.

Fig. 3. Graph of most common error types
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Abstract. Part of Speech (POS) tagging has high importance in the domain of
Natural Language Processing (NLP). POS tagging determines grammatical
category to any token, such as noun, verb, adjective, person, gender, etc. Some
of the words are ambiguous in their categories and what tagging does is to clear
of ambiguous word according to their context. Many taggers are designed with
different approaches to reach high accuracy. In this paper we present a new
tagging algorithm with a Machine Learning algorithm. This algorithm combines
decision trees model and HMM model to tag Amazigh unknown words.

Part of Speech (POS) tagging is an essential part of text processing appli-
cations. A POS tagger assigns a tag to each word of its input text specifying its
grammatical properties. One of the popular POS taggers is TreeTagger which
was shown to have high accuracy in English and some other languages. It is
always interesting to see how a method in one language performs on another
language because it would give us insight into the difference and similarities of
the languages. In case of statistical methods such as TreeTagger, this will have
added practical advantages also. This paper presents creation of a POS tagged
corpus and evaluation of TreeTagger on Amazigh text. The results of experi-
ments on Amazigh text show that TreeTagger provides overall tagging accuracy
of 93.15%, specifically, 93.78% on known words and 65.10% on unknown
words.

Keywords: Amazigh � Corpus � TreeTagger � Machine learning
POS tagging

1 Introduction

Part-of-Speech (POS) tagging is an essential step to achieve the most natural language
processing applications because it identifies the grammatical category of words belong
text. Thus, POS taggers are an import and module for large public applications such as
questions-answering systems, information extraction, information retrieval, machine
translation… They can be used in many other applications such as text-to-speech or
like a pre-processor for a parser; the parser can do it better but more expensive. In this
paper, we decided to focus on POS tagging for the Amazigh language. Currently,
TreeTagger (hence fore TT) is one of the most popular and most widely used tools
thanks to its speed, its independent architecture of languages, and the quality of
obtaining results. Therefore, we sought to develop a settings file TT for Amazigh.

© Springer International Publishing AG, part of Springer Nature 2018
M. Ben Ahmed and A. A. Boudhir (Eds.): SCAMS 2017, LNNS 37, pp. 563–573, 2018.
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Our work involves the construction of the dataset and the input pre-processing in
order to run the two main modules: training program and tagger itself. For this reason,
this work is the part of the still scarce set of tools and resources available for Amazigh
automatic processing.

The rest of the paper is organized as follows. Section 2 puts the current article in
context by overviewing related work. Section 3 describes the linguistic background of
Amazigh language and presents the used Amazigh tagset and our training corpus.
Experimental results are discussed in Sect. 4. Finally, we will report our conclusions
and eventual future works in Sect. 5.

1.1 Tagging

The process of assigning a part-of-speech or lexical class marker to each word in a
collection. There are many potential distinctions we can draw leading to potentially
large tag sets.

To do POS tagging, we need to choose a standard set of tags to work with. We
could pick very coarse tag sets as NN, VB, ADJ and ADV.

1.2 Problem

The major problems in the process of POS tagging are: Ambiguous words and
unknown words. The first and foremost problem is with those words whose more than
one tag can exist. This problem can be solved by emphasizing on context rather than
single words. These can an easy task for humans, but not so for the automatic word
taggers. In the process of tagging we can sometimes get such words that have different
tag categories when they are used in different contexts. Thus, it is a very tedious job.
This phenomenon is known as lexical ambiguity. But while occupying the same part of
speech many words can have multiple meanings. Ambiguous words are the major
problem in the part of speech tagging. Many words can have tags which are more than
one. Some words can have different meaning in different context but they have same
POS. In order to solve such problem single word is considered rather than the context.

2 Classification of POS Taggers and Motivation

2.1 Classification of POS tagger

A Part-Of-Speech Tagger (POS Tagger) is defined as a part of software which assigns
parts of speech to every word of a language that it reads [1]. The approaches of POS
tagging can be divided into three categories; rule based tagging, statistical tagging and
hybrid tagging. A set of hand written rules are applied along with it the contextual
information is used to assign POS tags to words in the rule based POS [2]. The
disadvantage of this system is that it doesn’t work when the text is not known. The
problem being that it cannot predict the appropriate text. Thus, in order to achieve
higher efficiency and accuracy in this system, exhaustive set of hand coded rules should
be used. Frequency and probability are included in the statistical approach. The basic
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statistical approach works on the basis of the most frequently used tags for a specific
word in the annotated training data and also this information is used to tag that word in
the unannotated text. But the disadvantage of this system is that some sequences of tags
can come up for sentences that are not correct according to the grammar rules of a
certain language. Another approach is also there that is known as the hybrid approach.
It may even perform better than statistical or rule based approaches. First of all the
probabilistic features of the statistical method are used and then the set of hand coded
language specific rules are applied in the hybrid approach.

In the area of POS tagging, many studies have been made. It reached excellent
levels of performance through the use of discriminative models such as maximum
entropy models [MaxEnt] [3–5], support vector machines [SVM] [6, 7] or Markov
conditional fields [CRF] [8, 9].

Among stochastic models, bi-gram and tri-gram Hidden Markov Models
(HMM) are quite popular. TNT [10] is a widely used stochastic trigram HMM tagger
which uses a suffix analysis technique to estimate lexical probabilities for unknown
tokens based on properties of the words in the training corpus which share the same
suffix. The development of a stochastic tagger requires large amount of annotated text.
Stochastic taggers with more than 95% word-level accuracy have been developed for
English, German and other European languages, for which large labeled data are
available.

Then decision trees have been used for POS tagging and parsing as in [11]. Decision
tree induced from tagged corpora was used for part-of-speech disambiguation [12].

For Amazigh POS tagging, Outahajala et al. built a POS-tagger for Amazigh [13],
as an under-resourced language. The data used to accomplish the work was manually
collected and annotated. To help increase the performance of the tagger, they used
machine learning techniques (SVM and CRF) and other resources or tools, such as
dictionaries and word segmentation tools to process the text and extract features’ sets
consisting of lexical context and character n-grams. The corpus contained 20,000
tokens and was used to train their POS-tagger model. Therefore, there is a pressing
necessity to develop an automatic Part-of-Speech tagger for Amazigh.

2.2 TreeTagger system

One common technique for predicting part-of-speech tags is decision tree learning
[14, 15]. A decision tree learner is a machine learning algorithm that sequentially
partitions the training data set based on attribute values, recursively partitioning the
data until all attributes at a node can be classified with the same value [16].

In the same line, TreeTagger is a system for tagging text with part-of-speech and
lemma information. It was developed in the TC project at University of Stuttgart.
TreeTagger has been successfully used to tag German, English, French, Italian, Dutch,
Spanish, Russian, etc. It is generally adaptable to other languages if a lexicon and a
manually tagged training corpus are available.

The heart of TreeTagger, as its name suggests, is “estimation of transition proba-
bilities with a binary decision tree” [15].

The initial stage of building the decision tree happens during the training phase. It
will parse through the text and analyze trigrams, inserting each unigram into the tree.
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Probabilities for which tag to use are determined for a given node of the tree based on
the information obtained from the two previous nodes (trigram). Once the tree is
created, its nodes are pruned. If the information gain of a particular node is below a
defined threshold, its children nodes are removed. Figure 1 represents a simplified
version of a decision tree using an example of Amazigh sentence.

2.3 Goals and Motivation

A lot of work has been done in part of speech tagging of several languages, such as
English. While some work has been done on the part of speech tagging of Amazigh, the
effort is still in its infancy. Very little work has been done previously with part of
speech tagging of the Amazigh.

So, the primary goal of this work is to develop a reasonably good accuracy
part-of-speech tagger for Amazigh. To address this broad objective, we identify the
following goals:

– We wish to investigate different machine learning algorithms to develop a POS
tagger for Amazigh.

– This work also includes the development of a reasonably good amount of annotated
corpora for Amazigh, which will directly facilitate several NLP applications.

– Amazigh is a morphologically-rich language. We wish to use the morphological
features of a word to enable us to develop a POS tagger with limited resource.

– Finally, we aim to explore the appropriateness of different machine learning tech-
niques by a set of experiments and also a comparative study of the accuracies
obtained by working with different POS tagging methods.

Fig. 1. A simplified decision tree from Amazigh text
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3 Linguistic Background

3.1 Amazigh Language

Amazigh called also Berber belongs to the Hamito-Semitic “Afro-Asiatic” languages
[17]. Amazigh is spoken in Morocco, Algeria, Tunisia, Libya; it is also spoken by
many other communities in parts of Niger and Mali. In Morocco Amazigh language
uses different dialects in its standardization (Tachelhit, Tarifit and Tamazight). Ama-
zigh has a complex morphology and the process of its standardization is performed via
different dialects. Amazigh NLP presents many challenges for researchers. Its major
features are:

– It has its own script: the Tifinagh, which is written from left to right. The transli-
tiration into Latin alphabet is used in all the examples in this article.

– It does not contain uppercase.
– Like other natural language, Amazigh presents for NLP ambiguities in grammar

classes, named entities, meaning, etc. For example, grammatically the word (tazla)
can function as verb “ar tazla”, meaning “over it” or as name “race”, etc. At the
semantic level, a word can have several meanings; for example, the word (axam)
depending on the context can mean family or tent, etc.

– As most languages whose research in NLP is new, Amazigh is not endowed with
linguistic resources and NLP tools.

– Amazigh, like most of the languages which have only recently started being
investigated for NLP, still suffers from the scarcity of language processing tools and
resources.

3.2 Amazigh Script

Like any language that passes through oral to written mode, Amazigh language has
been in need of a graphic system. In Morocco, the choice ultimately fell on Tifi-
naghefor technical, historical and symbolic reasons. Since the Royal declaration on
2003, Tifinaghe has become the official graphic system for writing Amazigh. Thus,
IRCAM has developed an alphabet system called Tifinaghe-IRCAM. This alphabet is
based on a graphic system towards phonological tendency. This system does not retain
all the phonetic realizations produced, but only those that are functional. It is written
from left to right and contains 33 graphemes which correspond to:

– 27 consonants including: the labials ( ), dentals ( ), the
alveolars ( ), the palatals ( ), the velar ( ), the labiovelars ( ),
the uvulars ( ), the pharyngeals ( ) and the laryngeal ( );

– 2 semi-consonants: and ;
– 4 vowels: three full vowels , , and neutral vowel (or schwa) .
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3.3 Transliteration system

We have decided to use a specific writing system based on ASCII characters for
technical reasons [6]. So, correspondences between the different writing systems and
transliteration correspondences are shown in Table 1.

Table 1. Mapping from existing writing system and the chosen writing system
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3.4 Tagsets and Corpus

AmazighTagset

A tagset is a collection of labels which represent word classes. A coarse-grained tag set
might only distinguish main word classes such as adjectives or verbs, while more
fine-grained tagsets also make distinctions within the broad word classes, e.g. distin-
guishing between verbs in past and future tense. This is an important step for a lexical
labeling work to be based on the word classes of language and shall reflect all mor-
phosyntactic relationships words of the Amazigh corpus (Table 2).

Corpus

A corpus is a collection of language data that are selected and organized according to
explicit linguistic criteria to serve as a sample of jobs determined a language. Gener-
ally, a corpus contains up few millions of words and can be lemmatized and annotated
with information about the parts of speech. Among the corpus, there is the British
National Corpus [18] (100 million words) and the American National Corpus [19]
(20 million words).

A balanced corpus would provide a wide selection of different types of texts and from
various sources such as newspapers, books, encyclopedias or the web. For the Moroccan
Amazigh language, it was difficult to find ready-made resources. We can just mention the
manually annotated corpus of Outahajala et al. [20, 21]. This corpus contains 20 k words
using a tagset described in Table 3 that is why we decided to build our own corpus. In
order to have a vocabulary sufficiently large, we took texts from the web sites of some

Table 2. Amazigh tag set

Tag Attributes with the number of values

Noun gender(3), number(3), state(2), derivation(2), Sub classification POS (4),
number(3), gender(3), person(3)

Verb gender(3), number(3), person(3), aspect(3), negation(2), form(2), derivation
(2), voice(2)

Adjective gender(3), number(3), state(2), derivation(2), POS subclassification (3)
Pronoun gender(3), number(3), person(3), POS subclassification (7), deictic(3)
Determinant gender(3), number (3), Sub classification POS (11), deictic(3)
Adverb Sub classification POS (6)
Preposition gender(3), number(3), person(3), number(3), gender(3)
Conjunction POS subclassification(2)
Interjection Interjection
Particle POS subclassification (7)
Focalizer Focalizer
Foreign
word

POS subclassification (5), gender (3), number (3)

Punctuation Type de la marque de ponctuation (16)
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Moroccan ministries, texts from IRCAM website1 and from primary school textbooks…
etc. We have collected these different resources; after that, we have cleaned them and
convert them to text format especially UTF-8 Unicode. The Table 3 provides source
statistics of our corpus, which includes 6714 sentences (approximately 75,340 words).

4 Results and Discussion

4.1 Results

In the majority of the part of speech tagging approaches, the sample is often subdivided
into “training” and “test” sets. The training set is generally used for learning, i.e. fitting
the parameters of the tagger. The test set is for assessing the performance of the tagger.
In our experiments, we repeated the experiments five times and each time we used a
random sample of sentences, 20% from the gold corpus, as the test set and used the rest
of the files for the training. Table 4 shows the number of tokens and their percentages
in the training and test sets respectively.

5-fold cross validation was used to calculate the accuracy of a tagger during all five
rounds of evaluation processes. We divided the gold standard data into five equal folds
using stratified sampling by the sentence length. Then we used with four folds of the

Table 3. Constituents of Amazigh corpus

Source %

Online newspapers and periodicals 22.7
Primary school textbooks 15
Texts from websites of organizations 10.4
Texts from government websites 8.6
Miscellany 16.5
Blog 15
Texts from website of IRCAM 12.8

Table 4. Number of tokens in training and test sets

Run Training Tokens/Percent Test Tokens/Percent Total

1 60140/79.82 15200/20.18 75340
2 59540/79.02 15800/20.98 75340
3 60040/79.69 15300/20.31 75340
4 60480/80.27 14860/19.73 75340
5 59900/79.50 15440/20.50 75340
Avg. 60020/79.66 15320/20.34

1 www.ircam.ma.
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data for training. In the training process, the tagger “learned” the language model from
the training data set based on statistical possibility. The remaining one fold was for
testing. During the testing process, the tagger assigned tags to the testing data set (a
version of data without tags) with the learned language model. After this, we yielded a
tagged version of the testing data set. We evaluated the tagged version of the testing
data with its “gold standard” version, and get accuracy for one fold of the data set.
After five times of training and testing, the whole data set was tested. We then cal-
culated the average of five accuracies as the final accuracy of the tagger. The tagging
accuracy, therefore describes how well the tagger performs.

Considering the tagging accuracy as the percentage of correctly assigned tags, we
have evaluated the performance of the TreeTagger from two different aspects: (1) the
overall accuracy (taking into account all tokens in the test corpus) and (2) the accuracy
for known and unknown words, respectively. The latter is interesting since after
training the tagger, it could be used for other text than the training text. It is interesting
to know how it would cope with words that did not appear in its training. Tables 5, 6
and 7 depict the results of the experiments. For each run, Table 5 shows the percentage
of seen words (words that exist in the training set), number of tokens in the test set,
number of tokens correctly tagged and the percentage of accuracy for that run. Simi-
larly, Table 6 shows the same for words that are new for the tagger. Table 7 shows the
overall result for each run and its average in general:

1. The overall part-of-speech tagging accuracy is around 93.15%.
2. The accuracy for known tokens is significantly higher than that for unknown tokens

(93.78% vs. 65.10%). It shows 28.68% points accuracy difference between the
words seen before and those not seen before.

Table 5. Known tokens results

Run Tokens Correct Accuracy

1 14870 13921 93.62
2 15300 14380 93.98
3 15100 14190 93.97
4 14562 13665 93.84
5 15120 14125 93.41
Avg. 15292 14339 93.78

Table 6. Unknown tokens results

Run Tokens Correct Accuracy

1 330 220 66.67
2 500 312 62.28
3 200 134 67.00
4 298 203 68.12
5 320 204 63.73
Avg. 329.6 214.6 65.10
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4.2 Discussion

In our work, we used a data set of 75000 tokens and 28 tags, we have studied also the
resulting tagged corpora and we concluded that Most of the errors could be categorized
as follows:

– Errors in the case of the word are the highest. Those are partially due to the fact that
some of the tags do not reflect the case of the word, and hence it is hard for the
learner to conclude the reason of the next word being given its tag, examples of that
are proper nouns, common noun and pronouns.

– Unknown proper nouns (of people and places) cannot be guessed. Only few rules
may lead to realizing a proper noun. Having a large corpus would reduce this
problem by inserting many names in the lexicon.

– A distinction between adverb and compounds is not easily guessed by our model.

Taking in consideration the tag set used we worked with, and the unavailability of a
standard truth corpus, we think the results obtained here are very promising, and can be
enhanced by many actions like: enlarging the training corpus, and enhancing the lexical
analysis program.

5 Conclusion and Perspectives

Part-of-speech tagging now is a relatively mature field. Many techniques have been
explored. Taggers originally intended as a pre-processing step for chunking and
parsing, but today it issued for named entity recognition, in message extraction sys-
tems, for text-based information for speech recognition, for generating intonation in
speech production systems and as a component in many other applications.

It has aided in many linguistic research on language usage. The Parts of Speech
Tagging for Amazigh language using the statistical approach has been discussed. The
system works fine with the Unicode data. The POS were able to assign tags to all the
words in the test case. These also focus on the point that a statistical approach can also
work well with highly morphologically and inflectionally rich languages like Amazigh.

As future work, there are some improvements to be considered to enhance the
performance of the system. A corpus of different types of articles may be considered to
train the model such as social media content, stories, and sport reports and so on in
order to increase the accuracy of the system for these types. The variety and the size of

Table 7. Overall results

Run Tokens Correct Accuracy

1 15200 14141 93.03
2 15800 14692 92.98
3 15300 14324 93.62
4 14860 13868 93.32
5 15440 14329 92.80
Avg. 15320 14270.8 93.15
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the training data is an important factor to enhance the accuracy of the Amazigh POS
tagger for assigning POS tags to unknown words correctly.
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Abstract. Spatial data mining is the discovery of interesting hidden patterns
and characteristics that may be implicitly in spatial databases. This paper aims to
produce a descriptive model for examining the suitability in settlements by
applying various machine learning techniques to figure out the knowledge
discovery in spatial databases (KDSD). The study illustrates the unique hallmark
that characterizes the spatial data mining by conducting the data mining algo-
rithms. Moreover, the study presents the importance of spatial data mining and
discussed multiple data sets preprocessing, classification functions, clustering
and outlier detection in directions supervised learning for extracting classifica-
tion rules and assessing the local amenity based on rules reliability. The clas-
sification accuracy among the three methods of the classifier algorithms
(Decision Tree, Rule-Based, and Bayesian) is also compared, thereby deter-
mining the most suitable classifier by experiments performance evaluation of the
training and test set.

Keywords: SDSS � Data mining � Classification � Suitability analysis
Knowledge discovery � Educational facility

1 Introduction

Knowledge represents a significant explanatory role for humanity in all areas of life,
whilst the human decision making requires a previous experience to make the right
decision. Recently there have been many research activities on knowledge discovery in
spatial database. Hence, among the data mining techniques developed in recent years,
data mining methods are including generalization, characterization, clustering, classi-
fication, association, evolution, pattern matching, data visualization and meta-rule
guided mining [1]. These methods could be adapted to analysis and improve the
distribution of educational facility [2]. The selecting of the most appropriate site for a
school is a significant consideration of the community. However, the locations, size,
and shape of schools can essentially affect the educational quality and opportunities for
students [3]. Educational facilities should meet the develop selection criteria carefully.
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The criteria should be relied not only on the current requirements, but also the antic-
ipated needs, in fact, this is not easy tasks. Thus, the construction proceedings should
following multicriteria, which are listed in order of importance (i.e. Safety, location,
environment, accessibility, availability, public service, and so on) [4, 5].

2 Related Work

The integration of data mining technics with GIS tools gives an extremely powerful to
extract the knowledge from spatial data sets. Therefore, some of the extensive literature
reviews regarding the suitability analysis based on SDSS. The spatial data mining has
been published in many studies and surveys to shape a new method to incorporate and
analysis the information spatially for example [6, 7]; these study highlighted the recent
theoretical and applied research in spatial data mining and knowledge discovery. The
existing methods for spatial data mining were also surveyed out their strengths and
weaknesses which would be considered useful to future directions and suggestions for
the spatial data mining [8].

Spatial data mining really is a promising area to determine many phenomena in the
land cover, [9] presented spatial characteristics of underground pipeline network.
A new study tried to present the land use of changing district with spatial data mining
through the Geo-statistics method [10]. The suitability assessment has also been
attracting a significant amount of research [11, 12]. In another trend, there are many
types of research have already been performed in SDSS works (i.e., [13, 14]). Many
attempts were conducted to develop the SDSS for instance, the development of a basic
MCSDSS was illustrated by [15] that integrates spatial information techniques such as
GIS and Multicriteria Analysis. Also [16] tried to develop spatial decision support
system in Kenya to assist land use scientists, agricultural extension support personnel,
and farmers to classify and characterize land quality. Moreover, new study demon-
strated the validity of this methodological approach Southern Italy, the study applied on
MC-SDSS to a study area of thirteen rural municipalities located in Apulia Region
[17]. Previous studies based on knowledge discovery and the suitability performance
evaluation. They attempted to develop a practical model or theoretical approach for
suitability analysis to support the spatial decision making through using the GIS and
data mining techniques. However, the finding varies among previous studies according
to applied techniques and the data sets (or study area). In our study, we aim to develop
a descriptive spatial data mining model using real world data sets of educational
facilities that were gained from Mukalla city in Yemen.

3 Methodology

The classification is the major problem for information reclamation and employing data
mining techniques to learn ranking functions that are viewed as a promising approach
to information retrieval. To evaluate data mining classifiers, we have chosen a geo-
graphic database of Mukalla city as benchmark data sets. These data sets consist of all
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information about districts, blocks, educational facilities, and land use in the study area.
Data sets connected with the semantic relationship, and contain kind of interesting
attributes.

3.1 Data Description

The selected data set is represented spatial and non-spatial data about education ser-
vices (Kindergarten, Elementary, and Secondary School), it has been distributed to
many districts in the study area, and each district involves the area, population, land
uses, and the relation between the district and neighborhood. Districts were divided into
multiple blocks, and land uses have also been included inside blocks. Although, our
data set contains a small amount of instance around 119 records. However, the increase
in the number of sensitive attributes can probably improve the knowledge extraction
from data set. Data mining requires error-free data, and miss value should also be
handled to ensure the best data quality. The research has been adopted precisely to
distinguish the authentic sources of evidence acquire, tools and methods for getting a
more honest evaluation of this study. Therefore, a broader range of data acquired from
a wide array of sources as (see Table 1).

3.2 Membership Function

Most important attributes in dataset are a nominal type. Mostly, these attributes give an
indication meaningless. Therefore, it was converted to fuzzy membership value with a
sensitive range in the classification process can be relied upon to produce rules. For
example, to represent the distance between land use (fuel station, workshops, highway)
and schools a fuzzy set might assign a degree of membership of 25 m is “V.Bad”, 50 m
is “Bad”, 75 m is “Fair”, 100 m as “Good”, and more than 100 M as “Excellent”.
Multiple attributes in the data set have been converted into membership function such

Table 1. Data type and sources

Class Type #instant #attribute Data format Data source Date

School KG 23 14 Geo-reference/Descriptive
data

MoEa, Survey
field

2014
ES 80
SS 23

block East 25 6 Descriptive data Social affairs
office,
GALSUPb,
MoSc

2014
Mid 66
West 28 2015

Land
use

Fuel 19 7 Geo-reference/Descriptive
data

Oil office 2014
Street 1 Open street map 2015
Workshop 33 Industrial office 2014

aMinistry of Education.
bGeneral Authority for Land Survey & Urban Planning.
cMinistry of Statistics.
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as (#schools, population, student capacity, building state, etc.). The value of these
attributes was converted into the score (from nominal into numeric) based on schools,
and transformed into membership function according to school’s average in each block.

3.3 Feature Selection

The data mining prediction highly depends on attributes, whereas the data set contains
a mixture of attributes, some of which are appropriate to making predictions. Feature
Selection (Attribute Selection) is a mythology which supports the automated research
for the superlative subset of attributes in the data set. Attribute has provided an ideal
solution to the problem to be solved through feature subset evaluated. Many benefits
can be obtained by applying the feature selection methods such as reduce the over
fitting, enhance the classification accuracy, and reduce the training time. Waikato
Environment for Knowledge Analysis (Weka) data mining platform involves many
methods of attribute selection, for this purpose, we used two of the common methods of
Attribute Evaluator: (1) WrapperSubsetEval; (2) ClassifierSubsetEval, the classifiers
extract better classifications accuracy with few attributes, the Bestfirst search method
has also been selected for 10-fold cross validation.

4 Clustering-Based Mixtures of Experts

Different methods of data collection have been used such as a formal document,
observation, and survey. Then the data was analyzed through statistic and data mining
programs such as (SPSS and Weka).

Mixture of experts (ME) relies on the feedback from various experts. A ME is one
of the most common methods extensively in decision-making system (see Fig. 1).
Whereas, the variance among experts is considered extremely significant for the suc-
cess of the combination of methods conditions. Especially, in our case which needs to
identify the situation of settlements in the study area in terms of the suitability of
educational facilities. Thus, data acquired phase was followed by seeking professional
experts on a specified subject help to specify significant attributes, although experts are
capable of using their knowledge in the decision making, they are frequently incapable
of formulating their knowledge explicitly in a form sufficiently systematic, correct, and
complete to form a computer system. Many replies were obtained from experts to
determine the amenity in settlements, the expert’s opinions were categorized into three
levels:

• Expert 1: #Schools, #Students, #Teachers, and #Classrooms.
• Expert 2: # Schools, Building State, Duration, Governmental Schools.
• Expert 3: District Area, Population Density, Extendibility, Land use (benefit,

danger), Space Area, Accessibility, Distribution of other schools.

Those experts assisted in classifying districts into three classes (Bad, Fair, and
Good).
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5 Experiments Study and Discussions

The main aim of these experiments is to design and implement an automation model
for Suitable Decision Support System (SuDSS). Several real-life data have been used in
our experiments. These data are acquired from several resources in the study area as
recently mentioned. Three methods of the most popular classification algorithms are
conducted to produce a descriptive model. The experiments were carried out to build
classification rule-set model and classify the city districts or blocks to three classes,
these are (Good, Fair, Bad). Thus, the most important step is how to use the significant
attribute to make sense of data, then how to build descriptive data mining model.

5.1 Classifier Performance Evaluation and Comparison

The classifier performance evolution considers a decisive phase for specifying the most
suitable classifier or the greatest set of parameters for classifiers. The experiment has
shown a good performance in the evolution of classifiers for the intrusion detection
problem. However, the classifier misclassification rate is frequently due to lack of the
misclassification of different classes might have more or less severe consequences.

The classification model can be further enhanced through a combination of relevant
features and increase the observations, including new descriptors of spatial and
non-spatial information. Many input variables may result in a model overfitting for
most machine learning algorithms and the evolutionary data can be used to improve
classifier performance.

From empirical comparisons, we gained many of the exceptional results. Inter-
estingly, all classifiers providing better performance of accuracy level between 72.27
and 85.72, however, the decision tree classifier (DTCs) came in the first place. The
classifier C4.5 is slightly more accurate than the Random Forest (RF) classifier, the
C4.5 and RF predictors achieved the predictive strength of 85.72% and 84.03%,
respectively. The Precision, Recall, and F-Measure of Bayesian, Rule-base classifier
are also less than that of the DTCs as described in Table 2 and Fig. 2. As well as, The

Fig. 1. Mixtures of expert’s schema
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JRip and decision table classifier realized best classification accuracy after the DTCs
where the JRip attained 83.19% and 81.51 has been achieved by decision table clas-
sifier. Figure 2 presents the comparing classifier’s parameters.

5.2 Data Generation and Comparing Classifier Results

The previous experiment on TrDS1 Figured out a good classification lead to supervised
learning. In spite of a lack of enough observation. Consequently, we try to increase the
number of observations by generating new instances randomly, so that the processing
efficiency can be enhanced to better. Thus, the TrDS21 was magnified through

Table 2. Comparison of classification results

Classification Classifier CA
(%)

TP FP Precision Recall F-Measure ROC
area

Bayesian BayNet 72.27 0.72 0.15 0.714 0.723 0.713 0.885
naïve Bayes 73.95 0.739 0.135 0.759 0.739 0.728 0.886

Decision tree J48(C4.5) 85.72 0.857 0.085 0.866 0.857 0.854 0.908
Randomforest 84.03 0.84 0.09 0.837 0.84 0.835 0.939

Rule–based Decision
table

81.51 0.815 0.113 0.819 0.815 0.794 0.885

JRip 83.19 0.832 0.092 0.825 0.832 0.825 0.925

Fig. 2. Comparing classifier’s parameters based on confusion matrix.
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increasing the instances number by “Weka- Resample” in pre-process data tool in
“filters supervised” which contains filters for (discretization, normalization, resampling,
attribute selection, transforming and combining attributes). Resample filter produces
random subsamples of a data set using either sampling with replacement or without
replacement. The TrDS1 must fit entirely in memory. A number of instances in the
generated data set may be specified. Thus, the new generated data set (TrDS2) was
duplicated to have 238 instances. Then, the new experiment was conducted on TrDS2
with the same classifiers using Weka’s Experimenter Environment, and the experiment
performs test and training set of the TrDS2 learning is presented in Table 3.

5.3 Experimental Results

The experiments were conducted using Weka data mining platform, it is an open source
data mining tool for our experiment. WEKA is developed by the University of Waikato
in New Zealand that implements data mining algorithms using the JAVA language, it is
distributed under the GNU Public License. The eight commonly classifiers have been
used to predict classification in training data sets, experimental results demonstrate the
effectiveness and the efficiency of data mining classifiers to train spatial data sets.

We implemented the selected classifiers in data sets with different scenarios. Firstly,
compared the CA and education time. The DT classifiers (C4.5 and RF) shown to be
more efficient experimentally (see Table 2), experimental evidence exhibited that DT
outperforms the six others classifiers algorithms in term of the classification accuracy,
and it took to have the response time of fewer than two seconds. Secondly, the outlier
elimination was conducted on the training set using InterquartileRange in Weka
pre-pressing. Although the outlier and extreme value have been eliminated around 18
instances, the CA of most classifiers was not significantly affected.

Finally, we tried to magnify the number of observations of TrDS21 by
Preprocess-Resample data tool to generate a new data set named TrDS2 with 238
labeled instances. The both data set TrDS1 and TrDS2 are split into a training set and a

Table 3. The CA between original and generated data set.

Classification Classifier Original data
set

Resample data
set

TrDS1 TeDS1 TrDS2 TeDS2

Bayesian BayNet 72.27 75.0 75.80 85.42
naïve Bayes 73.95 75.0 79.54 81.25

Decision tree J48(C4.5) 85.72 91.67 95.97 93.75
Random forest 84.03 83.33 98.53 97.92

Rule-based Decision table 81.51 83.33 85.92 87.5
JRip 83.19 75.0 95.84 89.58
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test set, the split percentage is 20% testing data set and 80% training data set. The
experiment has been carried out on the TrDS2 by applying the same previous classifiers
to evaluate the experimental performance of the generated data model with 10-fold
cross validation; it is to be noted that the experimental results enhanced to better.
Especially, the CA of decision trees classifiers. Whereas, the C4.5 achieved 95.97% in
training set and 93.75% in the test set. In this experiment, it is also noted that the RF
classifier has reached a 98.53% and 97.92, in training and test set, consequently. The
JRip classifier has also achieved significant CA; experimental results are presented in
Table 3; Figs. 3 and 4.

5.4 Rules Mining and Sequential Pattern

The main purpose of our experiment is to discover the meaningful pattern and rules.
Generated classification rules mining that depending on the J48 classifier were the same
attributes which Figured out as the most important attributes. Produced rules introduce
the helpful features for decision making, and help to reduce the time and cost during the
collection and data entry phase. However, the acquired attributes are frequently in large
number. Thus, we cannot specify the either of them is important, as well-known plenty
of attributes are often pretty good when they are carefully collected. Data mining
algorithms have the ability to discover rules with most significant attributes. However,
the discovery of rules process takes several steps, one of the most important is data
clustering as mentioned earlier, this step depending on, the experts in the particular
field, in our case need to determine the block’s or district’s suitability according to the
existing educational facilities. Certainly, sometimes the expert’s opinion is uncertainty
and needs to improve by increases consult more experts. The mixture of expert’s model
is one of the best popular and interesting methods that has major potential to improve
the performance in data mining. It works to divide the problem scope between experts

Fig. 3. Comparison between original and
generated training set.

Fig. 4. Comparison between original and
generated test set.
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as mentioned in Sect. 4.

Fig. 5. Visualize pruned decision tree
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5.5 Decision Tree Rules

Test mode: 10-fold cross-validation
Time is taken to build model: 0.09 s.

Fig. 6. Proposed SuDSS model
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6 Proposed-Descriptive Model

The proposed model is a descriptive model of Suitability Decision Support System
(SuDSS). The model aims at further quantifying the impact of the problems and
solutions. By examining data mining algorithms in this way, the overall process flow is
compared in Fig. 6.

Components of SuDSS model can be divided into the following phases:

• Data acquisition: The spatial data identifies the geographic location of features or
boundaries and refers to as a line, point, and polygon. While non-spatial data or
conventional data describes and defines the characteristics of spatial data.

• Preprocessing module: This module is responsible for the preparation and pro-
cessing the database, and specifies the proper attribute for a data mining process. As
well as, converts the information into reliable and sense data.

• Exploratory data system: Data visualization is a great manner helps to understand
the nature of the data set through summarizing analyzing its key features and
correlations.

• Data mining module: Data Mining is working to extract the knowledge by selecting
the appropriate mining methods and building the descriptive model to carry on the
mining.

• Knowledge discovery in database: The final step which figures out and discovers
the useful KDSD rule and use the knowledge feedback to help in the spatial
decision-making.

7 Results and Discussion

Three methods of learning classifiers (Decision Tree, Rule-Based, and Bayesian) were
used to test the different data sets experimentally on the training and test set using
Weka data mining software. The experiments were conducted using Weka data mining
by applying six commonly classifiers (naïve Bayes, naïve Net, C4.5, randomForest,
decision table, JRip). Experimental results exhibited the effectiveness and the efficiency
of data mining classifiers to train spatial data sets. However, decision trees classifiers
(C4.5 and RF) shown to be more efficient experimentally (see Table 2), we attempted
to magnify the number of observations of TrDS21 by “Preprocess-Resample” data tool
to generate a new data set named TrDS2 with 238 labeled instances. The both data set
TrDS1 and TrDS2 are split into a training set and test set, split percentage is 20%
testing data set and 80% for training data set. The experiment was carried out on the
TrDS2 by applying the same previous classifiers to evaluate the experimental perfor-
mance of the generated data model with 10-fold cross; we noted that the experimental
results enhanced to better. Especially, the CA of decision trees classifiers. Whereas, the
C4.5 achieved 95.97% in training set, and 93.75% in the test set. In this experiment, it
is also noted that the RF classifier has reached a 98.53% and 97.92, in training and test
set, consequently. The JRip classifier has also achieved significant CA; experimental
results are presented in Table 3. Finally, the experiment generated classification rules
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mining that is relying on the J48 classifier where the selected attributes which have
been figured out are the most important attributes (see Fig. 5).

8 Conclusions

The data acquired from the real world to describe a part of the earth’s surface may
include different kinds of information which translate natural phenomena and spatial
data layers into computer-understandable entities. Therefore, many techniques and
tools support the human in transforming the general data into useful knowledge. The
spatial and nonspatial data have been collected about educational facilities and land use
in Mukalla districts, and were stored in the major spatial geographic databases. In the
study, we produced and examined a descriptive model to discover the suitability of
settlements through the evaluation of the spatial suitability of educational services.
Data mining algorithms have the ability to discover rules with most significant attri-
butes, the produced rules introduce the helpful features for decision-making, thereby
helping them to reduce the time and cost during the collection and data entry phase
without decreasing the accuracy of classification. The SuDSS represents a descriptive
model for discovering the suitability of settlements through the evaluation of the spatial
suitability of educational services. The SuDSS can provide an opportunity to lead a
study and fill the gap in this research field in the spatial decision by producing and
performing the SDSS based on knowledge. It would be helpful for assessing, and
improving the decision-making systems. Despite the comprehensiveness of this study.
Nevertheless, this work has some significant limitations. First, the sample size was
acquired is small, where the collection of the spatial data is not an easy issue.
Therefore, data aggregation took a long time, it being available in multiple govern-
mental sources. Second, the experiment deal with just three types of land use (Fuel
station, workshop, high road), however, the educational facilities could be affected by
another land use, especially in rural areas. Also, the performance evaluation of blocks
does not take into account the block’s elevation data (DEM). Finally, the assessment of
multicriteria suitability relied dramatically on the human experts, and this assessment
probably includes on sampling error, because no explicit criteria were adopted by the
government to assist them to make a reliable evaluation. These limitations should be
kept in mind when using this data. Thus, further researches are required in the future to
overcome those limitations. As a future work, we would strive to work with local
government and specialized experts in order to take on standard criteria for establishing
the community services and land use in terms of the quality of building and equipment
policy including human staff. Moreover, the process of acquiring spatial information
and transfer it into reliable data is a hard to process, it requires lots of time and effort.
We also plan to examine by experiments the possibility of merging the prediction
module and SuDSS model as integrated Predictive-Descriptive Model (SuDSS-PDM).
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Abstract. With an ever-increasing amount of both data volume and variety,
traditional data processing tools became unsuitable for the big data context. This
has pushed toward the creation of specific processing tools that are well aligned
with emerging needs. However, it is often hard to choose the adequate solution
as the wide list of available tools are continuously changing. For this, we present
in this paper both a literature review and a technical comparison of the most
known analytics tools in order to help mapping it to different needs. Moreover,
we underline how much important choosing the appropriate tool is acting for
different kind of applications and especially for smart cities environment.

Keywords: Big data analytics tools � Big data tools’ comparison
Smart cities

1 Introduction

With the rise of digital communication rate, the world became more connected. This
has led to an explosion in term of the daily generated data, as in one second, google
process 58,588 request, 2,561,661 emails are sent, 6,801 videos are viewed on You-
Tube and 2450 calls are made via Skype [1]. Thus, over than 2.5 quintillion of varied
data are generated every day from different kind of sources [2], whereby it is cate-
gorized as follows:

Structured data: it is data that has a defined format. Structured data is often stored in a
preformatted database or file that follows a specific template.

Semi-structured data: it is data that does not follow a predefined format but it is
stored with an associated metadata.
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Unstructured data: It is data that it is stored without any predefined format or
metadata such as log and multimedia files.

However, big data is not only characterized by Volume and Variety. Organizations
have also proposed additional characteristics in order to well describe the quality of a
dataset. These characteristics are called 7V’s, seven essential criteria, which were
derived from the 3V basic definition introduced by Gartner and refers to; Volume,
Variety, and Velocity [3]. The 7V criteria are defined as:

Volume: is the interesting amount of large data that could be a good opportunity to
extract insights and make right decisions.

Variety: is the different possible forms of records. The more heterogeneous and varied
the data is, the more effective could be the insight we extract from it.

Velocity: is the speed at which data is generated and how much fast data processing is.
Generally, it is very important to extract value very quickly especially for real time
systems.

Veracity: is the process of eliminating uncertain, imprecise, and inaccurate data. The
generated data could be falsified and can lead to inaccurate decisions.

Visualization: is the fact of being able to visualize large and complex data in visible
and understood manner.

Variability: is the fact of considering data whose meaning is constantly changing.
Value: is the possible meaningful value that could be extracted from a data set. The big

data could not be important if it does not represent a potential insight.

Basically, these 7V make it possible to define an interesting big data. However, it is
actually difficult to find a traditional database management tool that can handle a wide
range of voluminous records, process data in real time, check data accuracy and support
variability. Above all, a tool that gives the user a visibility of the data, through
reporting tools, which allow making good decisions. To cover all these relevant needs,
several tools and techniques have been proposed. The aim of this paper is to provide a
literature review of this kind of tools and compare their characteristics. Moreover, we
underline how much important choosing the appropriate tool is acting for different kind
of applications.

The remainder of this paper is structured as follows. Section 2 presents the related
work of big data analytics. Section 3 presents the ecosystem Hadoop which is the most
commonly used platform for big data processing. Section 4 presents and compares the
wildly known frameworks for big data processing. In Sect. 5, we present their
implementations in various fields such as health, business and smart cities. In Sect. 6,
we conclude the paper and provide some future work.

2 Related Work

The volume of the daily data is rapidly increasing, whereby it becomes difficult to
process. To address this issue, several researchers have shown a keen interest to either
evaluate the current state of big data and its analytics tools, or contribute in the setting
up of some new big data processing platforms.
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In [4], authors have focused on explaining the Hadoop concept as well as some
Hadoop-based applications for different domains including healthcare, sport, market,
business, network security, and education systems. In [5], Bajaber et al. have presented
the era of big data 2.0 where several processing tools have been evolved to both
enhance processing capabilities such as MapReduce 2.0 and propose some enterprise
oriented solutions. In [6], a benchmark based on fault recovery ability as well as
durability for modern distributed stream computing tools is presented. The paper
provides a set of comparison results between Storm and Spark. Liu et al. [7] have
overviewed open source Real-time/near real-time processing technologies while
focusing on their architectures and platforms. In [8], authors have presented some real
time big data analysis tools, and have categorized various studies based on both the
used tools and the application type. They have focused on applications related to
surveillance, environment, social media and health care. Researchers in [9] have dis-
cussed the big data analytics solutions. Further, they have exposed some research
directions and open technique and platform-related issues for this area of research. In
[10], Gong et al. have proposed the benchmarking and implementation of SMASH, a
generic and highly scalable Cloud-based solution, to process large scale traffic data.
Other researchers [11] have presented a resource allocation scheme for stream big data
in a shared cloud. The purpose is to attain max-min fairness in the utilities of all the
topologies’ throughput.

It is important to underline that Hadoop is not the only attractive platform for big
data processing, there is also Apache Spark. Whilst both tools are sometimes consid-
ered competitors, it is often admitted that they work even better when they are com-
bined. Apache Spark has become increasingly suitable as top-level project for big data
analysis, thus, many researches tend to focus on its enhancement. Gulzar et al. [12]
have built a tool called BigDebug which provides interactive and real-time debug
primitives for big data processing in Spark. In [13], researchers have presented an
automatic check point algorithm to solve the spark long lineage problem with less
impact on the global performance. In [14], NetSpark, an improved Spark framework is
presented. This framework reduces the Spark task running time by combining network
buffer management, RDMA technology (hardware-supported Remote Direct Memory
Access) and optimization on data serialization. A strategy, called Multiple Phases Time
Estimation (MPTE), has been presented in [15] to reduce the impact of straggler
machines. Furthermore, scheduling of backup tasks has been enhanced by designing a
new task scheduler.

Other studies have designed new frameworks based on spark in order to make big
data analytics more powerful. In fact, Yan et al. [16] have created TR-Spark to face
transient resources issues. This framework can run as a secondary background task on
transient resources and allow more efficiency for spark-based applications. The design
of this new framework is based on two principles: resource stability and data size
reduction aware scheduling. The combination of these principles allows TR-Spark to
adapt to the stability of the infrastructure. In order to better make business decisions,
Park et al. [17] relies on spark to propose a goal-oriented big data analytics framework.
This latter has been experimented on shipment decision.

Big data analytics tools could be used to extract insight in different domains and
one of the most known applications is smart cities. However, as building smart cities

Big Data Analytics: A Comparison of Tools and Applications 589



encompasses various sectors, such as healthcare, education, transportation, safety,
government and resource management, it requires a strong analysis of real time gen-
erated data from different sources. Hence, suitable tools should be employed to extract
insights and then improve the day-to-day life. For this, there has been growing interest
in considering data analysis while conceiving smart cities. Hashem al. [18] have
emphasized the role of big data in this context and have proposed a business model that
manages big data for smart cities. Furthermore, authors in [19] have reviewed the
origin, the definitions, the issues and the applications domains of smart city. In [20],
different definitions of the big data and smart city are discussed and compared. Further,
the opportunities, the benefits and the challenges of integrating big data applications for
smart cities are explored. Researchers in [21–23] have proposed different models’
architectures and implementations for smart city development using Hadoop ecosys-
tem. Gomes et al. [24] have also come up with a big data infrastructure model for a
smart city project. These four previous models have been proposed in order to extract,
store, process data in the context of smart cities. Whereas in [25], authors have enu-
merated the several barriers of smart city projects implementation.

It is worth noting that big data analytics frameworks are growing sharply and
continuously changing. Hence, we provide in this contribution, an updated state of the
art of the most known Hadoop-based big data analytics tools. Moreover, we present
their implementations in different domain such as healthcare business and smart city.

In the next section, we present Hadoop ecosystem, the most used platform for big
data processing.

3 Hadoop Ecosystem

Hadoop is the most commonly used framework for big data processing. It is an open
source platform that was initially introduced in 2007 by Apache Software Foundation.
Its principle is based on the distributed system [26] which consist in sharing the data
and the processing between several interconnected machines. In fact, Hadoop dis-
tributes storage and computations across a set of grouped machines, called nodes, to
form a set of interconnected machines called cluster. This latter is designed to scale up
from one single node to thousands, whereby it is perceived as a single unit.

Hadoop is composed of two layers: a storage layer and a processing layer that we detail
in sub-sections A and B respectively. Hadoop platform relies on a master/slave architec-
ture, where the master consists of a NameNode and a JobTracker while the slaves consist of
several TaskTrakers and DataNodes. There is also a secondary master that assure the high
availability (HA) of the cluster. Here we highlight the role each component:

NameNode: reconstructs files from the blocks and manages the filesystem tree. It also
manages makes all decisions regarding replication of blocks.

JobTracker: tracks jobs, manage the resources and restarts nodes in case of error.
TaskTrakers: consist of accepting the jobs and communicating the progress level to

the JobTracker.
DataNodes: store data blocks and retrieve it on demand. They also communicate the

blocks’ list to the NameNode.
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3.1 Storage Layer

HDFS [27] allows to store vast volumes of data on a large number of machines by
providing a high-throughput access to the application data. It stores any type of data as
HDFS files and split it into 64 MB blocks or more. Also, it provides a block replication
system configured to 3 by default. HDFS relies on a uniform naming convention and a
mapping scheme to keep tracking all files’ location.

3.2 Processing Layer

Big data is not only about the original storage but also about the information that it
contains. For this, Hadoop provides a processing layer. It allows resilient processing and
distribution of large amounts of unstructured data in clusters where each node has its
own storage. To distribute the data and collect the results, it employs a MapReduce
mechanism. MapReduce processing engine was initially developed by google [28]. It is
a parallel programming model designed to efficiently process vast amounts of data in the
form of jobs [29]. Because cluster size does not affect the results of a processing task,
tasks can be spread over an almost unlimited number of servers as follows: A
MapReduce job splits the input data into independent blocks and consists of two phases:
Map phase where data are organized into key/value pairs and are processed in a parallel
manner. Then, the outputs of this phase are sorted and represent the reduce phase inputs.
The Reduce phase combines all the intermediate results into one result. See Fig. 1.
MapReduce and the Hadoop framework, therefore, simplify analytics tools develop-
ment. However, although the high scalability and fault-tolerance, MapReduce has
several limitations especially in the case of simultaneous execution and real-time pro-
cessing [30]. For this, YARN (Yet-Another-Resource-Negotiator) has been integrated to
support big data analysis evolution. YARN is placed on top of HDFS (Hadoop Dis-
tributed File System) to provide operating system capabilities for Big Data analytics
applications [31]. This arrangement allows the simultaneous execution of multiple
applications while providing better tracking of the data throughout its life cycle. It also
allows mixing workloads in batch, interactive and in real time. YARN also maintains
compatibility with MapReduce’s Application Programming Interface (API). Its princi-
ple consists of dividing the JobTracker functionalities into two separate “daemons”:
RessourceManager, that arbitrates resources across all the applications (jobs in
MapReduce), and ApplicationMaster that requests, launches and monitors the appli-
cation. Thus, YARN makes MapReduce just one application like others that runs over it.

Fig. 1. MapReduce operating principle.
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4 Open Source Big Data Analytics Tools

Hadoop relies on simple programming models and tools to ensure unstructured data
processing and make it available on local machines. However, to convert the data into
valuable information, it is necessary to have better analytical tools. These tools could
be categorized into three categories:

4.1 Batch Processing Tools

They allow the data to be processed until it is exhausted at the input of the system. The
processes are continuous and incremental, that means that the architecture will always
take into account the new data without having to process the old ones again. To ensure
consistency in the processing of these data, the results are visible and accessible only at
the end of processing. The most known tools that allows processing under the batch
mode are Map Reduce in its version Hadoop Apache Spark, Trident, and Flink.

4.2 Micro-batch Processing Tools

It is an intermediate technique between the batch and the stream processing. It divides
streams into sequences of small chunks of data, which are then processed by batch.
Thus, data is almost processed within real time. Spark and Storm with trident are the
most known tools for micro-batch processing.

• Spark [32]: was initially developed at University of California, Berkeley [33]. It
provides fault tolerance without replication and stores data in-memory. Further,
Spark has libraries such as Spark Streaming, Spark SQL, Spark MLlib, SparkR that
make big data analysis and processing simple. Moreover, Spark improves on pro-
cessing speed issues by relying on in-memory computations as explained in [34,
35]. In fact, it is able to store up to 105 TB in only 23 min against 72 min with
Hadoop native solutions.

• Trident [36]: a high-level abstraction layer for Storm, that is explained in next
sub-section, can be used to accomplish state persistence. Trident also brings
functionality similar to Spark, as it operates on mini-batches

4.3 Stream Processing Tools

Streaming tools can handle data streams, which is a continuous flow of incoming data
records. The most known tools for this kind of data processing are:

• Storm [37]: is a real-time stream processor whose the stream data abstraction is called
tuples which consist of an identifier and the data. In Storm, real-time computation
consists of creating topologies and forming a directed acyclic graph. Its topology
works as a data graph and is composed of inputs nodes and processing nodes which
are called spouts and bolts respectively. To ensure the reprocessing of failed-tuples,
Storm uses a mechanism of upstream backup and record acknowledgments.

• Flink [38]: is a distributed framework based on event stream processing. Flink also
allows the use of micro-batches instead of pure stream. Jobs in Flink are compiled into
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a directed graph of tasks, whereby stream data, called DataStream, are sequenced as
partially ordered records. Flink is based on snapshot over distributed checkpoints that
maintain the job status to provide fault tolerance. Apache Flink could be a good
alternative to Hadoop MapReduce, Apache Spark and Apache Storm.

• Samza [39]: relies on YARN to decide about the resource distribution among
applications. Samza is actually used to process the data received from Apache
Kafka. This latter is a distributed publish-subscribe messaging system designed to
collect and deliver high volumes of event data. On a late arrival, the framework will
re-issue any relative result on the basis of the calculation window, since there is
enough information at the local level to recalculate them.

There are many big data tools that help extracting insight, and it’s important that the
choice of using a particular tool can be defended. As Fault tolerance and latency are one
of the very essential in big data processing, we provide a tools comparison in Table 1
based on these criteria as well as, auto-scale and other important characteristics.

Moreover, the Fig. 2 illustrates the research trends of these tools based on google
statistics [40].

Table 1. Comparison of Spark, Storm, Flink and Samza.

MapReduce Spark Storm Flink Samza

Streaming
model

Batch Micro-batch Naive
stream/micro-batch

Naive
stream/micro-batch

Naive
stream

Latency Low Medium (depending
on batch size)

Very low Low Low

Maturity Low High High Low Medium
Auto-scaling Yes Yes No No No
Fault tolerance
mechanism

Data
replication

RDD based check
pointing

Record ACKs Check pointing Log-based

In-memory
processing

No Yes Yes Yes Yes

Enterprise
supports

No Yes No No No

Fig. 2. Spark, Storm, Flink and Samza research trends.
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In the next section, we present a set of applications that rely on this kind of
analytics tools to extract valuable information for different domains. Further, we
highlight the commonly used tools.

5 Applications and Their Commonly Used Tools

5.1 Application

Health. In health, the big data corresponds to all the socio-demographic and health data
available from internal and public sources. Health data should be multiplied by 50 by 2020,
notably through developments in genomics, connected medical equipment, the digital-
ization of patient records, and the use of mobile health applications and sensors Activity.
The use of these data has many interests: identification of risk factors for disease, assistance
in diagnosis, selection and monitoring of the effectiveness of treatments.

Making predictions of prognosis and diagnosis for patients: In [41], authors have
developed a system that detect whether a patient is experiencing a cardiorespiratory
spell. Researchers in [42] have proposed a system that exploits the health attributes in
the users’ tweets. Then, the system makes processing to predict his/her health status. In
[43], a novel method based on k-Nearest Neighbors algorithm (KNN) to efficiently
detect the outliers in large-scale healthcare data has been proposed. This method
outperformed the KNN and Local Outlier Factor (LOF) in terms of accuracy and
processing efficiency. Chen et al. [44] have used a spatial Durbin model and mortality
data in 116 cities in China in order to measure health damage. Further, they estimate
the annual death tolls and medical expenses caused by the air pollution.

Proposing modern model and system architecture to handle large amounts of
information: Authors in [45] have proposed a model based on NoSQL to handle big
data emanated from health information by relying on a cloud environment. The effi-
ciency of the model was measured by comparing with a data relational database model,
while considering query time, data preparation, flexibility, and extensibility parameters.
Al Rasyid et al. [46] have built an application platform called EepisCure in order to
load and visualize the data collected from raw sensors. These sensors form a Wireless
Body Area Network which is a wireless network of wearable computing devices for
monitoring the condition of a human body. Authors in [47] have come up with an
architecture, called big health. The proposed system is based on big data and the health
Internet of Things and allow extracting valuable health insight from the stored data. In
[48] authors have focused connecting the air monitoring in household environment to a
personal health reporting system in order to set up an alert system. Ta et al. [49] have
proposed a generic architecture for healthcare analytics.

Reducing of treatment cost and improving population health: In [50], researchers
have discussed the big data impact in the insurance sector and how it could transform
rural healthcare. Kumar et al. [51] have analyzed patient’s records, reports, symptoms,
and feedbacks for e-health insurance in order to improve the quality of service. Hence,
the new patient can see which hospital providing better treatment and also check its
cost for a particular disease.
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Business and marketing. Analyzing big data is becoming a key basis to improve
quality in modern organizations. Many research studies have confirmed that relying on
big data, for business and marketing domains, is a key success factor for a continuous
development. Suguna et al. [52] have relied on Hadoop MapReduce to introduce a
predictive prefetching system for E-commerce business activities.

In finance area, Dong et al. [53] have evaluated various models by focusing on a
limited form of financial big data which is the intraday high-frequency data. This work
is based on analyzing the high-frequency of Shanghai composite index to predict
finance market. In [54], an approach for analyzing wind generation effect on the
electricity price is proposed. The proposed approach has been applied to the Alberta
market and has shown that the increased wind generation diminish the wholesale
market.

In advertising area, Aivalis et al. [55] have developed an analytics application that
evaluates the impact factor of two parameters (traffic and revenue) in order to provide
target posting in social media. For the same topic, Deng et al. [56] have proposed a big
data mobile marketing analytics framework to provide advertising and recommendation
based on various criteria such as profiling, navigation history, localization and access
behaviors.

In marketing area, a novel model has been proposed in [57] to predict the potential
high-end luxury car buyers by using telecom big data mining. The contribution has also
relied on social media to prove the efficiency of the model. Always while relying on
social networks, Bollen et al. [58] have used twitter data to predict the evolution of
Dow Jones Industrial Average markets by using twitter data. [59] has introduced a
system that predicts the commerce websites consumers’ behavior basing on their
Facebook profiles. In [60], a big data approach that showed the correlation between
sentiment analysis of social data and the stock performance is proposed.

Smart City. We reviewed several examples of big data applications which could be
used to achieve a better quality of life for city residents in different domains. Therefore,
these applications could be considered as guides to lead various smart city applications.
For example, in order to improve the health of residents or to change the way that
healthcare is delivered in a city, the previous applications in health sub-section could be
a crucial element in smart city healthcare. In general, smart city involves the
enhancement of several city components such as energy, transportation, government,
public safety, as discussed in [20]. As a result, many governments have encouraged the
development of smart cities around the world.

The following examples show how big data is greatly important to build a smart
city in mainly 3 sub-domains:

The first one is the life enrichment that includes home, community, healthcare and
education. To enhance this area, several works have been proposed. In [61], researchers
have explored the enhancement of smart home services by integrating both big data
analytics and social network services. Xu et al. [62] have built a model basing on
Hadoop in order to predict user behavior in a traditional smart home system. Their
purpose is to provide intelligent services that make easy the daily activities. For smart

Big Data Analytics: A Comparison of Tools and Applications 595



learning, Upudi et al. [63] have investigated the possibility of creating new framework
for big data integration within smart learning environment. In [64], researchers have
integrated social networking and big data analytics tools in order to provide a rec-
ommender system within smart education context. This system could provide for
student information and contents such as areas of interest, friends and professors
interested in the same field, videos and eBooks.

The second sub-domain is the public administration and services such as public
safety supervision, smart traffic and smart tourism. In smart traffic, Raghothama et al.
[65] have used GTFS data (General Transit Feed Specification) and data from other
sources in order to understand factors influencing public transport delays in the cities.
Authors in [66], have proposed a mechanism that helps mastering the vast volume of
data gathered continuously from road sensors in order to set up a smart transportation
system. In smart tourism context, Chua et al. [67] have introduced a novel approach
based on geotagged social media data in order to characterize tourist flows. For smart
safety, a novel approach is proposed in [68] and aim to minimize police time-to-arrival
and the overall numbers of police on patrol by using real-time traffic analysis.

The third sub-domain consists of resource management including water, electricity
and agriculture. To tackle these interesting topics, Yamini et al. [69] have proposed a
system called Smart Home Energy Management System that monitors home devices
energy consumption in a smart home. The proposed system aims at making energy
usage more efficient. A framework based on Hadoop was designed in [70] to manage
data in energy sector in order to reduce power wasting. In [71], authors used different
kinds of sensors and come up with a smart drip irrigation system in order to make
agriculture sustainable.

5.2 Commonly Used Tools

The following table classifies several researches by domains/sub-domains and by big
data analytics tools used.

We noticed that Hadoop, MapReduce and spark are the most commonly used
frameworks for big data processing in the academic researches. Although Strom, Flink
and Samza real-time processing capabilities, have not been widely used in this area. We
further noted that most of contributions did not underline why they favor some
frameworks compared to others. For this, we present in Table 1, a comparison based on
latency, fault tolerance and other characteristics of these frameworks. Further, a pop-
ularity comparison based on google research engine in Fig. 2 and their related work in
Table 2 are explored

It is important to mention that big data processing tools are keeping changing,
whereby new tools are presented every day. Therefore, the used tools in order to build
processing-based environments should be well selected.
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6 Conclusions

In this work, we aimed to highlight big data era and its related characteristics. As big
data analytics is the essential part of big data and can improve various services of our
daily world, we reserved a big part of this contribution to present and compare the most
commonly used tools and platforms for big data processing. Then, we presented a
projection of big data processing tools in the context of various domains including
health, business and smart city. We recall that the main purpose of this contribution is
to provide an overview of various big data analytics tools and their applications.

As future contributions, we want to provide a functional comparison of these tools
and a detailed overview of the whole big data value chain including collect,
pre-processing, processing, visualization as well as machine learning platforms.
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Abstract. This work deals with the electric Modular Fleet Size and Mix
Vehicle Routing Problem with Time Windows, which is an extension of the
well-known Vehicle Routing Problem with Time Windows (VRPTW), where
the fleet consists of electric modular vehicles (EMVs). An interesting feature of
this work is that despite the fact that the vehicles have a limited range, they are
allowed sometimes to recharge at certain customer locations in order to continue
a tour. To tackle this problem, a comprehensive mathematical formulation is
given in order to model the problem and the multiple constraints appeared due to
the modularity, electric charging, time windows and capacity issues. Due to the
NP-hardness of the problem, a memetic algorithm is designed for determining
good quality solutions in reasonable computational times. Extensive computa-
tional experiments carried out on some benchmark instances show the effec-
tiveness of both the problem formulation and the memetic algorithm.

Keywords: Urban logistic � Vehicle Routing Problem � Metaheuristics
Electric modular vehicles

1 Introduction

Transport contributes to harm the environment with pollution, noise and congestion.
Concerning pollution, carbon dioxide (CO2) has been the major contributor of the
global warming effect on the Earth during the past decades. As for transport, the fastest
growing emissions was always caused by emissions from the road sector, which
increased by 68% since 1990 and reported approximately three quarters of transport
emissions in 2013 [5]. For example, in 2013, transportation activities has caused
approximately for nearly 23% of greenhouse gas (GHG) emissions in the European
Union. Consequently, in E.U., policy makers implement measures to encourage
improved vehicle efficiency in order to limit emissions from the transport sector. To
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enhance the environment, many countries are adopting specific programs such as, for
example financial incentives and prioritized access [12] in order to limit the access of
the Internal combustion engine vehicles (ICEVs) to some urban areas and especially to
promote Electric Vehicles (EVs) in their smart city planning Moreover, new concepts
based on electrification of transportation in cities intend to sustain urban centres. In the
last decades, several research have highlighted different aspects of green logistics
integrating electric vehicles (EVs) into goods distribution. In recent years, the use of
electric vehicles (EVs) in freight transportation gave birth to new variants of Vehicle
Routing Problem (VRP). As its name suggests, the so-called (e-VRP) extends the VRP
mainly to account for two constraining electric vehicle features: the long battery
charging time and the short driving range. As a matter of fact, the limited battery EV
capacity is a critical factor which makes vehicles detours to refuelling stations.
Obviously, the required charging time depends on the size of the batteries and may
vary from 30 min to several hours [17]. In practical situations, the interest of using EVs
aims at minimizing respectively the fuel consumption and harmful emissions (e.g.,
CO2). Several projects address some kind of practices with EVs for goods distribution,
most of these took place in Europe such as the one carried out by FedEx, General
Electric, Coca-Cola, UPS, Hertz Staples, Frito-Lay and others [5].

In this paper, we are interested in a variant of the electric Fleet Size and Mix
Vehicle Routing Problem which incorporates the possibility of recharging the electric
modules at customer locations [1]. The available vehicles differ from the battery ones
since the modules are autonomous in terms of consumption and electric charging. This
is a completely new problem for which several constraints will be tackled. Concretely,
this leads to a new class of VRP called eM-fleet size and Mix VRP with Time Windows
integrating both the complexity of the original VRP and specific constraints induced by
using electric and modular vehicles. Its objective is to minimize the acquisition cost,
the total distance traveled and the recharging costs. We propose, as a resolution
method, a hybrid approach that combines a Genetic Algorithm (GA) with a Local
Search (LS) method. In other words, the resulting memetic algorithm is applied to this
new type of problem. An extensive experimental study shows the effectiveness of
including the modularity feature in electric vehicles for goods distribution.

This paper is organized as follows. In Sect. 2, we present the studied context of the
eM- fleet size and Mix VRPs with Time Windows. Section 3 defines and models the
problem. Section 4, discusses the adaptation of the memetic algorithm to address it.
The computational results are presented and discussed in Sect. 5. Section 6 concludes
the paper.

2 The Studied Context

The problem addressed in this paper aims to handle a set of customers within specific
time windows by using a heterogeneous fleet of electric modular vehicles. The electric
Modular fleet size and Mix VRPs with Time Windows as we name it can be viewed as
a variant to the vehicle routing problem. Indeed, nowadays, researchers tend to pay
close attention to the concept of VRP and there is a wide range of studies, which treat
the vehicle routing problem in the supply chain. Our research combines two main
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concepts, which are the use of zero-emission vehicles in the context of the VRP in
green city and the fleet size and mix VRP. In the following, we present some of the
papers that are related to our work.

Braysy et al. [2] proposed an Effective Multi-restart Deterministic Annealing
Meta-heuristic for the Fleet Size and Mix Vehicle Routing Problem with Time Win-
dows (FSMVRPTW). Their model focused on the FSMVRPTW variant that was first
defined by Liu and Shen [11] where each vehicle may have its own capacity and its
own fixed cost. This problem was formulated as a mixed-integer linear program
(MILP). The proposed solution approach was divided on three phases: the first phase
focused on initial solutions generated by means of a savings-based heuristic combining
diversification strategies with learning mechanisms. The second phase focused on
reducing the number of vehicles with a new local search procedure and finally the last
phase was generated to improve the partial solution obtained in the second phase by
applying four local search operators. Instances were created based on the benchmark
instances proposed by Liu and Shen [11], stemmed from the well-known VRPTW
instances of Solomon [16]. The results showed that on the 168-benchmark instances of
Liu and Shen [11], the proposed method outperforms best-known existing solutions.

Conrad and Figliozzi [4] have introduced a new variant of the VRP: the
Recharging VRP (RVRP), where vehicles have a limited range and are allowed
sometimes to recharge at certain customer locations in order to continue a tour. Two
distance-constrained problems were proposed. The first was a capacitated problem
(with relaxed customer time windows (CRVRP) while the second problem introduced
hard customer time windows (CRVRP-TW) for which theoretical bounds were derived.
In addition, a heuristic based on an iterative construction and improvement algorithm
was employed to obtain the solutions of the RVRP. Results indicate that the average
tour length is highly associated with the de-rived solution bounds.

Goncalves et al. [7] presented a model of VRP with pick-ups and deliveries which
was applied to a real case of a Portuguese company that distributes batteries. Their
problem was formulated as a mixed-integer linear program (MILP). Three scenarios
were considered. The first one used a Vehicle Routing Problem with Pickups and
Deliveries (VRPPD) for the classical fleet. In the second scenario, the fleet was divided
into two types of vehicles, classical fleet and electric vehicles (EVs) without cargo
capacity. The third scenario corresponded to the exclusive use of EVs with freight
transportation capacity. Finally, after a comparative study of the three scenarios, the
results showed that the first was the best alternative to the company. Indeed, the last
two scenarios required an investment in the conversion into EVs, since their fixed costs
have a big impact on the global structure of cost.

Erdogan and Miller-Hooks [6] proposed a Green VRP (GVRP) variant which
determines vehicles routes and recharging of Alternative-Fuel powered Vehicles
(AFVs) at alternative fuel stations (AFSs) simultaneously. This problem was formu-
lated as a Mixed Integer Linear Program (MILP) which aims to minimize the travelled
distance in a given day. The authors propose two construction heuristics, the Modified
Clarke and Wright Savings heuristic and the Density-Based Clustering Algorithm.
Numerical experiments were conducted using typical parameters. The results indicate
that the feasibility of the problem depends on the number of customers and the number
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of AFSs. Moreover, as the number of the AFSs increases, more customers can be
served and the total traveled distances decrease.

Bruglieri et al. [3] addressed the problem of serving a set of customers, within fixed
time windows, by using Electric Vehicles (EVs) and considering their need to stop at
the Recharging Stations (RSs) during the trips. The goal of the problem was to min-
imize the number of used EVs, the total Travel Time (TT), the total Recharging Time
(RT) and the total Waiting Time (WT). As a solution method, the authors propose a
Variable Neighborhood Search Branching (VNSB) combining the VNS approach with
the Local Branching one. Numerical results on benchmark instances clearly show that
the VNSB is suitable to detect good quality solution compared to a previous work, in
which the battery level reached at each recharging station is always equal to the
capacity.

Koc et al. [9] presented the Fleet Size and Mix Pollution Routing Problem
(FSMPRP) which is an extension of the Pollution Routing problem (PRP) with an
heterogeneous vehicle fleet. Their model deals with the minimization of a total cost
function encompassing driver, vehicle, fuel and emissions costs. Their mathematical
model was formulated as an integer linear program (ILP). As a solution method, they
developed a powerful meta-heuristic approach which was well applied to large-size
realistic benchmark instances. They proposed a hybrid evolutionary algorithm called
the HEA ++ of Koc et al. [9].

Aggoune-Mtalaa et al. [1] have introduced a variant of the VRP, called eM-VRP
which involves electric modular vehicles for goods distribution in urban environment.
This problem has been modeled as a mixed integer linear program (MILP) in which the
aim is to minimize transportation costs including both economical and environmental.
An interesting feature of this work is that the resolution approach operates in two
stages. In the first stage, they have developed a Module Routing Problem (MRP),
which is considered as a reduction of the classical VRPTW, since the MRP is dedicated
to assign customers to modules, considering time and capacity constraints. The latter
was solved using an ad hoc genetic algorithm. Then in a second stage, a fusion of the
routes is operated. To solve the resulting VRPTW problem, several meta-heuristic
approaches were developed. The experimental study demonstrated the added value to
use electric modular vehicles for city freight delivery.

Lin et al. [10] have introduced a general Electric Vehicle Routing Problem (EVRP),
in which electric commercial vehicles with a limited range may recharge at a charging
station during their daily delivery and pick-up tours. Their pro-posed EVRP takes into
account the costs associated with not only the travel time but also the electricity
consumption. This model considers the effect of vehicle load on energy (battery
electricity) consumption. The problem was illustrated by a case study based on the
real-world network setting in Texas.

More recently, Hiermann et al. [8] introduced the Electric Fleet Size and Mix
Vehicle Routing Problem with Time Windows and Recharging Stations where vehicle
types differ in their battery size, acquisition cost and transport capacity. Their model
aims at minimizing the acquisition cost and the total distance traveled. Their problem is
formulated as a mixed integer program. Some recharging policies were carried out. For
instance, the recharge duration depends on the remaining charge level of the vehicle
when arriving at a recharging station. To solve this problem, they proposed a hybrid
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heuristic, which combines an embedded local search with an Adaptive Large Neigh-
borhood Search (ALNS). As a result, their experiments showed the competitiveness of
the proposed approach comparing to the state of the art methods for solving the two
E-VRPTW and FSMVRPTW problems. That is similar to the approach which we
propose in this paper, excepted that the vehicles considered in the study are modular.
This is what we present in the following sections.

3 Problem Definition and Formulation

3.1 Problem Definition

In this section, we address in details, the challenging issues associated with the use of
new modular electric vehicles for urban freight distribution. The originality of the
electric modular vehicles is that they are based on a modular and active frame system.
This means that payload modules are designed in addition to a cab module (where the
driver sits) in order to bring more space and flexibility. This enables the vehicle to drop
o modules at respective delivery locations and pick them up later during a run. One of
the interests for the vehicle to drop off a module is the possibility to overcome length or
weight restrictions for delivery vehicles in certain areas. Releasing a module at a
customer location can also help respecting delays for deliveries or permit to recharge
the module battery if a charging terminal is available, allowing the vehicle to benefit
later from this additional energy. Recharging the modules separately instead of the
whole vehicle permits also to save time. An example of electric modular vehicles is
shown in Fig. 1. For instance, a vehicle can have two or three modules in addition to
the cabin module when it leaves the depot. It can serve a customer, let one of its
modules there and continue a tour with the remaining modules. Another vehicle can
then come to pick up the module later during a run. The fleet of resulting modular
vehicles has then to be managed properly.

Fig. 1. Electric modular vehicles
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3.2 A MILP Formulation of the eM-Fleet Size and Mix VRP
with Time Windows

Our model is based on the use of electric vehicles. Therefore, some hypothesis have
been set in order to define the problem. These assumptions are related basically to the
recharging policy [13]. The resulting modelization of the eM-fleet size and Mix VRP
with Time Windows has the objective to minimize the total traveling distance, the
acquisition cost and the recharging cost.

Formally, the proposed formulation of the eM-fleet size and Mix VRP with Time
Windows can be stated as follows: let G = (N, A) be a complete directed graph where
N denotes a set of customers. Further, let nodes 0 and n + 1 represent the beginning and
the ending of the tour respectively, thus N = {0}U{1,,n}U{n + 1}. Then, let A � N � N,
denotes the arc set with A = {(i, j) |i, j 2 N, i 6¼ j}. Each arc (i, j) is associated with a
travel time tij and a distance dij. Each vehicle of type k, when it crosses an arc, consumes
the amount ek dij of the remaining battery charge, where ek denotes the energy con-
sumption per distance unit travelled. A vehicle of type k has a capacity Qk, a fixed cost ck

f

and a per unit-distance variable cost pk. The cost of a vehicle of type k when it crossing
the pair (i, j) is denoted by ck

ij, which is obtained by multiplying the distance dij and the

variable cost pk. Four decisions variables are used: a binary variable xk
ij indicates that a

vehicle of type k travels from customer i to customer j. zkm
ij specifies if a vehicle of type k

transports the module m from customer i to customer j is a binary decision variable,
which indicates if customer i is served by module m. Last, rk is the binary variable
related to the recharging of vehicle type k at customer i.

min
X

k2V

cf k
X

j2N

xk
0j þ

X

k2V

ck
ij

X

i2N0;j2Nnþ 1;i6¼j

xk
ij þ

X

k2V

cr

X

i2N

rk
i ð1Þ

Subject to the following constraints

P
k2V

P
j2Nnþ 1;i6¼j xk

ij ¼ 1 8 i 2 N ð2Þ
P

k2V

P
j2Nnþ 1;i 6¼j xk

ij � 1 8 i 2 N ð3Þ
P

I2N0;i6¼j xk
ij �

P
j2Nnþ 1;i6¼j xk

ji ¼ 0 8 j 2 N ð4Þ

km
p � P

k2V

P
j2N;p 6¼j Zkm

pj 8 m 2 M; 8 p 2 N ð5Þ

1� P
j2N;p6¼j Zkm

pj � 3 8 k 2 V ; 8 i 2 No; 8 j 2 Nnþ 1 ð6Þ

aj � sj � bj 8j 2 No; 8 j 2 Nnþ 1 ð7Þ

si þ max si; hið Þþ tij
� �

xk
ij � bo 1 � xk

ij

� �
� sj 8k 2 V ; 8i 2 No; 8j 2 Nnþ 1; i 6¼ j ð8Þ
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si þ tijxk
ij þwk Ek � yk

i

� �þðbo þwkEkÞ 1 � xk
ij

� �
� sj

8k 2 V ; 8i 2 No; 8j 2 Nnþ 1; i 6¼ j

ð9Þ

0� uk
j � uk

i � qixk
ij þQK 1 � xk

ij

� �
8k 2 V ; 8i 2 No; 8j 2 Nnþ 1; i 6¼ j ð10Þ

0� uk
j �Qk 8k 2 V ; 8j 2 Nnþ 1; i 6¼ j ð11Þ

e� yk
j � yk

i � ðekdijÞxk
ij þEk 1 � xk

ij

� �
8k 2 V ; 8i 2 No; 8j 2 Nnþ 1; i 6¼ j ð12Þ

e� yk
j �Ek � ðekdijÞxk

ij 8k 2 V ; 8i 2 No; 8j 2 Nnþ 1; i 6¼ j ð13Þ

e� yk
j �

P
m2M lmi Zkm

Ij 8k 2 V ; 8m 2 M; i 6¼ j ð14Þ

yk
o ¼ Ek 8k 2 V ð15Þ

xk
ij 2 0:1f g 8k 2 V ; 8i 2 No; 8j 2 Nnþ 1 ð16Þ

The eM-fleet size and Mix VRP with Time Windows is a minimization problem as
suggests formula (1). The objective function contains three terms: The first term is the
sum of the costs of all the vehicles used, since xk

0j indicates whether the vehicle k is
used or not. Thus, if a vehicle leaves from the depot to any customer node, an
acquisition cost fk is added. The second term represents the total distance travelled by
each electric vehicle in a given day. The third term is the total cost related to the
recharging of the vehicle. Indeed, if the service time at a customer is finished and the
charge level of the battery is below a given threshold, the vehicle will recharge until a
threshold and a penalty gr is added with the corresponding cost Cr.

Constraint (2) specifies that each customer is served exactly once and exactly by
one vehicle, while constraint (3) ensures that each recharging station will have at most
one successor node: a customer, a recharging station or the depot. Furthermore, con-
straint (4) stipulates that for each node, the number of arrivals must be equal to the
number of departures. In addition, the series of inequalities. Constraint (5) ensures that
if the module m serves customer p, then the module m should first leave customer p to
serve customer j. In constraint (6) we enforce that each vehicle may carry at least one
payload module to move forward the cabin module, and be composed of three modules
at most at any given time. Besides, in constraint (7) each customer is visited within its
specified time window, while constraints (8) and (9) guarantee the elimination of
subtours. Moreover, (10) and (11) are capacity constraints. The constraint depicted in
(10) ensures that the load of node j depends on the load of node i which takes into
account the demand qi, while constraint (11) ensures that the load uk

j should not exceed
the capacity Qk of the vehicle.
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The electric constraints are described by the inequalities (12)–(14). Constraint (12)
ensures that the charge level of the vehicle at the node j depends on the energy
consumed when it crosses the arc (i, j). Constraint (13) specifies that the remainder of
the charge in node j is equal to the maximum load of the battery minus the charge
consumed every long arc (i, j). Constraint (14) ensures that the level of electrical charge
of the overall vehicle including the attached modules must not fall below a given
threshold. Finally, in (15) we impose that the vehicle must be fully charged when it
leaves the depot. Last, binary variables are defined in constraint (16).

4 Memetic Algorithm as a Solution Approach

In this work we intend first to assess to which extend an exact method such as the
branch and bound technique used by the commercial solver CPLEX is able to address
the problem. Then as far as we now that for large size problems, metaheuristics are
suitable, we developed a typical memetic algorithm (MA) that combines the genetic
algorithm with a local search, an approach that proved to be promising on routing and
transportation problems such as the VRPTW with single or multiple depots. Different
features need to be carefully considered in order to achieve good results, see [15].
Among these features, one could consider the initial solution representation, the fitness
function and the crossover and mutation operators. As an initial solution, we used a
simple representation in which a solution is represented with an array of n customer
nodes which are served by the vehicles. Once individuals are created, they are ranked
as per their fitness value calculated as the sum of the total distances traveled, acqui-
sition cost and recharging cost. According to the results from the evaluation function, a
new population is created after having applied operators such as the Tournament
selection one and the Partial Mapping Crossover (PMX) because this latter has the
advantage of providing best solutions in a short time frame as compared with others
operators. Finally, the memetic method consists in enhancing the performance of the
genetic algorithm (which yielded to preliminary encouraging results on this problem,
see [14]), by introducing a local search as a mutation operator to intensify the child
quality obtained with the crossover operator.

5 Preliminary Computational Results

As stated above, we first tried to implement our model into the commercial solver
CPLEX to test it. Then in order to test our new approach, we applied the memetic
algorithm to different classes of problems compared to the optimal solution found by
CPLEX using the formulation depicted in Sect. 2. In this way, we have considered
small instances of the so-called Solomon’s benchmarks with different numbers of
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customers 5, 10, 15 or 20. Tables 1 and 2 present an overview of the results for both
CPLEX and for the proposed meta-heuristic approach. The table columns refer
respectively to: the instance name with the number of customers of the benchmark, the
number of vehicles (V) and the value of the objective function (Obj) obtained with
CPLEX and with our best solution denoted MA. We also provide the runtime in
minutes in the columns denoted CPU.

Following these results, our memetic approach has appears to be competitive in
terms of solutions quality in solving small eM-fleet size and Mix VRP with Time
Windows instances to optimality with short computational times. The obtained results
require in almost all cases, less or the same number of vehicles as compared to CPLEX.
Concerning the traveled distance, our meta-heuristic is able to find near optimal
solutions during the testing, but in a much faster way. To conclude, we can say that our
memetic approach has proved to be efficient in solving the eM-fleet size and Mix VRP
with Time Windows. We also observed that CPLEX is able to find optimal solutions
for all the instances until 20 customers. For larger instances of the problem exact
methods fail to obtain optimal solutions in a reasonable computation time. Our
memetic algorithm.

Table 1. Comparison of results obtained with CPLEX and MA with 5 and 10 customers

Instance CPLEX MA
V Obj CPU V Obj CPU

C101-5 2 342,42 0,30 2 343,07 0,23
C102-5 2 342,42 0,26 2 343,1 0,21
C201-5 2 1070,44 0,31 2 1071,71 0,15
C202-5 2 1070,44 0,29 2 1071,46 0,13
Rl0 l-5 2 309,48 0,31 2 311,57 0,14
R102-5 2 309,48 0,30 2 310,99 0,15
RC201-5 2 384,27 0,30 1 386,42 0,22
RC202-5 2 384,27 0,31 2 384,91 0,23
RC206-5 2 384,27 0,34 2 384,86 0,24
RC207-5 2 384,27 0,33 1 386,13 0,21
C101-10 2 351,80 13,91 3 352,81 0,45
C102-10 3 351,23 12,58 3 351,24 0,36
C201-10 2 1113,33 84,30 2 1116,32 0,51
C202-10 3 1110,89 101,42 2 1112,45 0,54
Rl0 l-10 2 352,69 7,23 2 353,12 0,41
R102-10 2 352,69 4,78 2 353,34 0,39
RC201-10 3 397,61 39,16 3 399,39 0,24
RC202-10 3 397,61 32,45 1 401,25 0,39
RC206-10 3 397,61 24,56 3 397,75 0,30
RC207-10 3 397,61 31,89 3 398,91 0,29
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6 Conclusion and Future Work

In this paper, we intend to address a brand new problem of urban distribution involving
modular electric vehicles. The first main innovation relies in the vehicle itself since it is
under design. The originality of that vehicle is that it is based on a modular and active
frame system. This means that payload modules are designed in addition to the cab
module in order to bring more space and flexibility. This enables the vehicle to drop o
modules at respective delivery locations and pick them up later during a run. Secondly,
from the operational research side, new constraints linked with the modularity and the
recharging aspects are considered. The aim is to combine the recent techniques, which
have proven efficiency with those developed for this innovative electric modular
vehicle. Technically, the problem has been modeled using a MILP program. Then it has
been solved with the branch and bound technique used by the commercial solver
CPLEX on several small size benchmark instances. The aim was to assess the limit of
efficiency of an exact method on our formulation of the problem. A metaheuristic,
namely the memetic approach has then been developed and tested on the same
instances. It has been able to solve the problem optimally with less computational e
orts, which validates the proposed approach. Further experiments will be achieved on
greater size instances of the benchmark to prove the effectiveness of the metaheuristic.

Table 2. Comparison of results obtained with CPLEX and MA with 15 and 20 customers

Instance CPLEX MA
V Obj CPU V Obj CPU

C101-15 2 378,12 110,11 2 379,80 11,56
C102-15 2 369,24 130,47 2 371,40 10,23
C201-15 2 1128,16 50,75 2 1128,23 11,08
C202-15 2 1128,16 53,48 2 1128,37 12,78
Rl0 l-15 3 399,35 62,05 3 402,07 11,14
R102-15 3 399,35 60,98 3 399,89 10,24
R201-15 3 659,35 79,25 3 660,18 12,61
RC201-15 2 422,74 14,47 2 423,11 9,92
RC202-15 3 417,44 13,77 3 418,88 8,11
RC206-15 2 422,74 10,91 2 422,86 6,76
RC207-15 3 417,74 13,64 3 419,19 9,87
C101-20 2 443,59 1123,58 2 407,1 19,14
C201-20 2 1146,22 669,25 2 1147,36 17,62
C202-20 2 1146,22 750,56 2 1147,77 18,21
R101-20 3 651,39 913,91 3 652,08 17,98
R102-20 3 537,77 848,78 3 538,25 17,55
R201-20 3 694,20 865,21 3 696,47 18,21
RC201-20 2 629,78 623,11 2 631,21 23,25
RC202-20 2 498,01 958,47 2 498,25 19,48
RC206-20 2 562,81 814,18 2 563,14 20,39
RC207-20 2 535,45 951,87 2 536,25 18,47
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Abstract. To represent the surface of complex objects, the samples resulting
from their digitization can contain a very large number of points. Simplification
techniques analyse the relevance of the data. These simplification techniques
provide models with fewer points than the original ones. Whereas reconstruction
of a surface, with simplified point cloud, must be close to the original. In this
article, we develop a method of simplification based on the concept of entropy,
which is a mathematical function that intuitively corresponds to the amount of
information this allows considering only relevant points.

Keywords: Simplification � Entropy � 3D point cloud � Density estimator
Mesh quality � Compactness

1 Introduction

It has been shown that three-dimensional (3D) scanning systems are highly developed.
It is possible to obtain clouds containing millions of points. However, 3D scanners
remain unable to determine the optimum points density to faithfully represent a surface.
This leads to a significant redundancy of the data, which must be removed to limit
computations that are necessary for the analysis and representation of the form.

The problem of simplifying point cloud can be formalized as follows: given a set of
points X and a sampling surface S, find a sample of points X 0 with X 0j j � Xj j, Such that
X 0 sampling a surface S0 that is close to S. X 0j j is the cardinality of set X. This objective
requires defining a measure of geometric error between the original and the simplified
surface, for which the method will resort to estimate of global or local properties of the
original surface. There are two main categories of algorithms to sample points:
sub-sampling algorithms and resampling algorithms. The subsampling algorithms
produce simplified sample points which are a subset of the original point cloud, while
the resampling algorithms rely on estimating the properties of the sampled surface to
compute new relevant points.

In the literature, the categories of simplification algorithms have been applied
according to three main simplification schemes.
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The first method is simplification by selection or calculation of points representing
subsets of the initial sample. This method consists of decomposing the initial set into
small regions, each of which is represented by a single point in the simplified sample
[1–3]. The methods of this category are distinguished by the criteria defining the
regions and their construction.

The second method is iterative simplification. The principle of iterative simplifi-
cation is to remove points from the initial sample, incrementally per geometric or
topologic criteria, locally measuring the redundancy of the data [4–10].

The third method is simplification by incremental sampling. Unlike iterative sim-
plification, the simplified sample points can be constructed by incrementally enriching
an initial subset of points, or sampling an implicit surface [7, 8, 11–18].

In this paper, we propose an iterative simplification technique based on the esti-
mation of entropy. Thus, our method is based on the algorithm proposed by Wang et al.
[19].

This paper is organized as the following: In Sect. 2, we recall the density function
estimator and entropy definition. Afterwards, Sect. 3, present our 3D point cloud
simplification algorithm based on the Shannon entropy [20]. While Sects. 4 and 5, lay
out the results and the validation. Finally, we make conclusion.

2 Estimation of Density Function and Entropy Definition

There are several methods for density estimation, parametric and nonparametric
methods. Nonparametric methods include the kernel density estimator, also known as
the Parzen-Rosenblatt method [21, 22] and the K-NN method [23], each type has its
advantages and disadvantages. For Parzen estimator, the bandwidth choice has strong
impact on the quality of the estimated density [24]. In this paper, we will use a K-NN
estimator to estimate the density function.

2.1 The Parzen-Rosenblatt Estimator

The kernel estimator was introduced in 1956 by Rosenblatt and then developed by
Parzen in 1962 [21, 22]. Nonparametric estimation of the probability density of a
distribution in dimension d can be defined by:

p xð Þ ¼ 1

Nhd

XN

i¼1

K
X � xi

h

� �
ð1Þ

where h is the smoothing parameter (“Bandwidth”) and Kd is the function of weight
kernel. The kernel can be defined as a kernel product Kd:

K Xð Þ ¼
Yj¼d

j¼1
Kj xj
� � ð2Þ

with X ¼ x1; . . .; xdð Þ 2 R
d and the kernel K Xð Þ is a symmetric function satisfying the

following conditions:
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K Xð Þ� 0; K Xð Þ must be continuous,
R

K Xð ÞdX ¼ 1,
R

XK Xð ÞdX ¼ 0 andR
X2K Xð ÞdX 6¼ 0

The most frequently used kernel is a Gaussian Kernel:

K Xð Þ ¼ 2pð Þ�dn2exp � 1
2

XTX
� �

ð3Þ

2.2 The K Nearest Neighbors Estimator

The k nearest neighbors (K-NN) algorithm [23] is an attempt to estimate the non-
parametric probability density function. The degree of estimation is controlled by a
number k, which is the number of nearest neighbors, generally proportional to the
sample size N. For each x where we want to estimate the density, we define distances
between points of the sample and the x as following:

r1 xð Þ\ � � �\rk�1 xð Þ\rk xð Þ\ � � �\rN xð Þ ð4Þ

These distances are sorted in ascending order. The estimator with the method of
nearest neighbor in dimension d can be defined as follows:

p xð Þ ¼ k=N
Vk xð Þ ¼

k=N
Cdrk xð Þ ð5Þ

where rk xð Þ is the distance from x to the kth nearest point, Vk xð Þ is the volume of a
sphere of radius rk xð Þ and Cd is the volume of the unit sphere in d dimension.

The adjustment of the number k must be a function of the size N of the available
sample in order to respect the constraints that ensure the convergence of the estimator.
For a number N of observations, the number k can be calculated as follows:

k ¼ k0:
ffiffiffiffi
Q

p
ð6Þ

By respecting these rules of adjustment, it’s certain that the estimator converges
when the number N increases indefinitely, whatever the value of k0:

2.3 Entropy Definition

Claude Shannon introduced the concept of the entropy associated with a discrete
random variable X as a basic concept in information theory [19, 20].

Let the distribution of probabilities p = p1; p2; . . .; pNf g associated with the real-
izations of X. The Shannon entropy is calculated using the formula:

H Xð Þ ¼ �
XN

i¼1

pi log pið Þ ð7Þ
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In the next section, we present our simplification approach based on the estimation
of Shannon entropy.

3 Proposed Approach

We consider a point cloud X ¼ x1; x2; . . .; xNf g (see Fig. 1) at the input, our method
begins with entropy estimation using all the points of X, denote H Xð Þ. As previously
indicated, the estimation of the density function is done by a K-NN estimator. Next, we
estimate the entropy, denote H X - xið Þ, using X � xi with i = 1,. . .; N. Then, we
compute difference between H Xð Þ and X � xið Þ, denote DEi ¼ H Xð Þ � H X � xið Þj j;
i ¼ 1; . . .; N. Next, for DEi � s, s is the known threshold, the point xi will be removed
from point cloud X. If not the point xi will be retained. At the end of the simplification
algorithm, we obtain a simplified point cloud X0 (see Fig. 2).

Simplification Algorithm

• Provide the dataset X ¼ x1; x2; . . .; xNf g
• Provide the threshold s
• X0 ¼ X
• Calculate the entropy by using all data samples in X according to Eq. (7), denote

this entropy H Xð Þ.

Fig. 1. Original point cloud, (a) sphere, (b) tennis shoe, (c) Atene, (d) Max Planck

Fig. 2. Simplified point cloud (a) sphere, (b) tennis shoe, (c) Atene, (d) Max Planck
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• For i ¼ 1 to N
• Calculate the entropy H X � xið Þ, of point cloud X less the point xi

• Calculate DEi ¼ H Xð Þ � H X � xið Þj j
• If DEi � s then X0 ¼ X0 � xi

• End if
• End

4 Experiments and Results

We illustrate our simplification approach using three 3D models that represent real
objects such as Max Planck (Fig. 1d), Atene (Fig. 1c) and tennis shoe (Fig. 1b). Also,
we use a synthetic 3D model that represents a sphere (Fig. 1a). Figures 2(a–d) show
simplification results on various sample points.

In the next section, we will validate the effectiveness of our proposed method.
Actually, we have conducted a comparison between the original and the simplified
point cloud. Accordingly, we will use a comparison between the original and simplified
mesh.

5 Comparison Between Original and Simplified Mesh

In this section, we make a comparison between the original mesh and the one created
from the simplified point cloud. To reconstruct the mesh, we use ball Pivoting method
[25, 26] or Hsaini et al. method [27]. Then to measure the quality of the obtained
meshes, we compute the quality of the triangles using the compactness formula pro-
posed by Guéziec [28]:

c ¼ 4
ffiffiffi
3

p
a

l21 þ l22 þ l23
ð8Þ

where li are the lengths of the edges of a triangle and a is the area of the triangle. We
observe that this measure is equal to 1 for an equilateral triangle and 0 for a triangle
whose vertices are collinear. According to [29], a triangle is of acceptable quality if
c� 0:6.

In Figs. 3, 4, 5 and 6, we present the triangles compactness histogram of the two
meshes. In each figure, the first line presents the reconstructed mesh from the original
point cloud. The second line presents the simplified point cloud. Note that, the eval-
uation of the mesh quality is achieved by the compactness of the triangles.

Table 1 shows the percentage of triangles with a compactness greater than or equal
to 0.6 for each 3D model. It is found that the percentage of the compactness is greater
than 50% for most simplified point clouds of the 3D models. Thus, we observe that this
value is superior for the simplified point cloud than it is for the original point cloud.
The exception case is for the Atene model where it is observed this value is superior for
the original point cloud.
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We have implemented our simplification method under MATLAB. The calcula-
tions are performed on a machine with an i3 CPU, 3.4 Ghz, and 2 GB of RAM.

Fig. 3. Comparison of Max Planck mesh quality, (a) Original point cloud, (b) simplified point
cloud

Fig. 4. Comparison of Atene mesh quality, (a) Original point cloud, (b) simplified point cloud
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Fig. 5. Comparison of Tennis shoe mesh quality, (a) Original point cloud, (b) simplified point
cloud

Fig. 6. Comparison of sphere mesh quality, (a) Original point cloud, (b) simplified point cloud

Table 1. Mesh compactness of different sample points

Object Number of points Compactness �
0.6 (%)

Original Simplified Simplified Original

Sphere 422 410 81.57% 64.27
Tennis shoe 1840 1692 50.45% 49.13
Aten 6942 6302 58.05% 59.89
Max Planck 49089 45303 57.58% 59.94
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6 Conclusion

Throughout this work, we proposed an approach for simplification of dense and
unstructured point cloud using the Shannon entropy with a k nearest neighbors esti-
mator which allows the consideration of relevant data only. In the first stage, we have
applied our simplification algorithm to different point cloud with different densities.
Subsequently, to validate the obtained results, we have compared the simplified and the
original point cloud. The measure of the compactness of the meshes shows that for each
3D model the quality of the obtained mesh from a simplified point cloud is greater than
the one from an original cloud of points. It shows that our approach is efficient and
effective.

Acknowledgments. The Max Planck, Atene and Tennis shoe models used in this paper are the
courtesy of AIM@SHAPE shape repository.
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Abstract. In real-life people live together in the same place, recognize their
activities is challenging than activities of one single resident, but essential to
collect information about real life activities inside home, then ease the assisted
living in the real environment. This paper presents a multilayer perceptron model
and a supervised learning technique called backpropagation to train a neural
network in order to recognize multi-users activities inside smart home, and select
useful features according to minimum redundancy maximum relevance. The
results show that different feature datasets and different number of neurons of
hidden layer of neural network yield different activity recognition accuracy. The
selection of suitable feature datasets increases the activity recognition accuracy
and reduces the time of execution. Our experimental results show that we achieve
an accuracy of 99% with the winner method and 96% with the threshold method,
respectively, for recognizing multi-user activities.

Keywords: Multi-users � Activity recognition � Smart home
Multilayer perceptron � Back-propagation � Features selection
Mutual information

1 Introduction

Recognize human activities inside home can reduce costs of health and elderly care that
exceed $7 trillion annually and rising [1], ensure comfort, homecare [2], safety, and
reduces energy consumption. For these reasons, researchers and organizations focused
in development of a real smart home project. A smart home is a normal house, but
equipped with sensors and others technologies, which anticipates and responds to the
needs and requirements of the elderly people, working to promote their luxury, con-
venience, security, and entertainment [3]. A key point in development of smart home is
recognition of normal and daily routine activities of its residents. Human Activity
Recognition (HAR) is a challenging and well-researched problem. In fact, a large
number of research focuses in recognition of Activities of Daily Living [4] (ADLs)
which means activities, performed in user daily routine, such as eating, cooking,
sleeping, and toileting; there are various reasons why ADLs are the most covered in
literature. Citing as examples, first those activities are general, real, and common
between young and old people. Second, ADLs are the most use in standard tests of user
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autonomy because disability with ADLs is the most common reason that older people
live in nursing homes [5]. Finally, ADLs are the best suited for use as inputs to perform
different home applications.

However in real-life, there are often multiple residents living in the same envi-
ronment, and perform ADLs together or separately. Recognizing multi-user activities is
more challenging than recognizing single-user activities. The main challenges are
knows activities of every user at home and distinguish between two or more activities,
which takes place at the same time. In this work, we use multilayer perceptron model, a
type of Artificial Neural Network, the computation is performed using a set of simple
units with weighted connections between them. Furthermore, Back Propagation
(BP) algorithm [6, 7] to set the values of the weights. Otherwise, BP is a common
method of training artificial neural networks in supervised learning method, which
calculates the gradient of a loss function with respect to all the weights in the network.
The gradient is fed to the optimization method, which in turn uses it to update the
weights, in an attempt to minimize the loss function. Moreover, based on a ontological
approach we propose a set of features adequate for multi-users, then we select the most
relevant using a selection algorithm called, minimal-Redundancy-Maximal-Relevance
criterion (mRMR) [8, 9] to obtain a set of subsets of features with high class-feature
mutual information classification and the less feature-feature mutual information.

The rest of the paper is organized as follows. Section 2 reviews related work.
Section 3 explain the proposed set of features based on an ontological approaches and
introduce the optimization approach method for features selection. Then, it describes
the designing of multilayer perceptron network using BP algorithm applied to recog-
nize multi-users activities. Section 4 resume the test and results. Finally, Sect. 5
concludes.

2 Literature Review

2.1 Activity Recognition Approaches

Researchers classify activity recognition approaches into two categories. The first is
based on the use of visual sensing facilities, example: camera, and exploit computer
vision techniques to analyse visual observations for pattern recognition [10, 11]. Such
solutions are challenged because of the potential for the violation of user privacy, the
difficulty of extracting robust and informative features to infer high-level activities. The
second category is based on the use of emerging and wearable sensor network tech-
nologies and using data mining and machine learning techniques to analyse sensors
data and determine user’s behaviour [12–19]. Sensors can be wearable [12] or fixed in
doors or spatial place at home. Due to low cost and low power consumption, sensors
based approach became a centre of interest at the last decade, researchers have com-
monly tested the machine learning algorithms such as knowledge-driven approach
(KDA) [13], evolutionary ensembles model (EEM) [14], support vector machine
(SVM) [15], Naïve Bayes (NB) classifier [16], hidden Markov model (HMM) [17], and
conditional random fields (CRF) [18].
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2.2 Neural Networks and Features Selection

Neural networks algorithm, used in this paper, were first published in 1960. In the years
following, many new techniques have been developed in the field of neural networks,
and the discipline is growing rapidly [19]. Neural network has proven successful in
different fields [20–23] among them human activity recognition in smart home envi-
ronments [23]. To have high accuracy in neural network using BP algorithm,
researchers have studied indirect or direct means to select useful features, several
artificial intelligence approaches were used to identify and select signal features which
are the input to Neural Networks (NN) [24]. Features selection referred in this case
represents distinctive information as inputs into the input layer. Moreover, feature
extraction addresses the problem of finding the most compact and informative set of
features, to improve the efficiency or data storage and processing [25]. Usually all
features are not equally informative: some of them may be noisy [26] Usually, the best
feature subset contains the least number of dimensions that contribute to higher
recognition accuracy, therefore, it is necessary to remove the remaining and unim-
portant features to reduce the time execution and noise. In [27] submitted to 4th edition
of international colloquium on Information science and technology in Tangier, we use
back-propagation algorithm and a set of selected features in order to recognise activities
of one single user. In this paper, we use an ontological approach to list more powerful
features, select them based in mRMR method and use back propagation algorithm to
recognise multi-users activities inside home.

2.3 Multi-users Activities

Multi-users activities can be classified into tree big categories:

(1) Single user performs activities one by one
(2) Multiple users perform the same activity together
(3) Multiple users perform different activities independently [28].

To the best of our knowledge, there is less study on recognizing multi-user
activities in a smart home environment. A series of research work has been done in the
CASAS smart home project at WSU [29], in [30] a various kinds of sensors and a
multiple users’ preferences is done based on sensor readings. In [12] authors develop a
multi-modal, wearable sensor platform to collect sensor data for multiple users. These
works are still in a development phase because of the complexity of multi-users
activities.

3 A Methodology for Activity Recognition

3.1 Activities of Daily Living

ADLs are defined as the routine activities that a person perform every day inside home
without help. The ability of doing ADLs is crucial for health care to provide if required
caring service. To validate our methodology for activity recognition, we relied on a
smart home testbed located on Cairo in Egypt and is maintained as part of WSU Smart
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Apartment ADL Multi-Resident Testbed [31] as presented in Fig. 2. The data was
collected over three months while volunteer adult couple and a dog performed their
normal work routines in the environment. In the smart home test bed activities to
recognize are 13. These activities include both activities of the woman and the man at
home. Below Table 1 describe tasks with the number of times the activity appears in
the data.

3.2 Features Listing

To achieve a better representation of ADLs, we extract divers features for constructing
the activity model. Features extraction refers to the process of extraction informations
from raw data. Informations may include, time, location, duration, variance and
average. An ontological approach is employed for features extraction, which is
explicated in Fig. 1.

Based on this ontological approach, we have extracted 17 features, detailed below:

1.

Si ¼ 1
ni

Xni

k¼1
Sik ð1Þ

Si the means of Sensors ID of activity i, ni is the number of motion and door
sensors noted in the dataset between the beginning and end of the activity, and Sik
is the kth Sensor ID.

2. The logical value of the first Sensor ID triggered by the current activity;
3. The logical value of the second Sensor ID triggered by the current activity;
4. The logical value of the last Sensor ID triggered by the current activity;

Table 1. Present a description of tasks with the number of times the activity appears in the data.

Number Name Description N° of
time

Activity 1 Bed_to_toilet One of the users move between bed and toilet at
night

30

Activity 2 Breakfast The two residents eat breakfast together 48
Activity 3 R1_sleep Resident number 1 sleep 50
Activity 4 R1_wake Resident number 1 wake 53
Activity 5 R1_work_in_office Resident number 1 work in office at home 46
Activity 6 Dinner The two residents eat dinner together 46
Activity 7 Laundry One of the resident washes clothes 10
Activity 8 Leave_home One of the residents leave home 69
Activity 9 Lunch The two residents eat lunch together 37
Activity 10 Night_wandering Residents wander around at night 67
Activity 11 R2_sleep Resident number 2 sleep 52
Activity 12 R2_take_medicine Resident number 2 take medicine 44
Activity 13 R2_wake Resident number 2 wake up 52
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5. The logical value of before the last Sensor ID triggered by the current activity;
6. The name of the first sensor triggered by the current activity;
7. The name of the last sensor triggered by the current activity;
8. The variance of all Sensor IDs triggered by the current activity:
9. The beginning time of the current activity;

10. The ending time of the current activity;
11. The duration of the current activity;
12. Day of week, which is converted into a value in the range of 0 to 6;
13. Previous activity, which represents the activity that occurred before the current

activity;
14. Activity length, which is the number of instances between the beginig and the end

of current activity;
15. The name of the dominant sensor durant the current activity;
16. Location of the dominant sensor;
17. Frequance of the dominant sensor.

Fig. 2. Motion sensors location in the smart apartment testbed [31]

Activity 
(ID, name, note) 

Time 
Previous 
activity 

Location 

day of 
wek Activity 

end

Activity 
begining

Duration 

Fig. 1. Ontological representation of activity
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3.3 Features Selection Method mRMR

Features selection, or variable subset selection is used for selection of a subset of
features to construct models. Two important aspects of features selection are: minimum
redundancy and maximum relevance.

Features values are uniformly distributed in different classes. If a feature is strongly
differentially expressed for different classes, it should have large mutual information
with classes. Thus, we use mutual information as a measure of relevance of features.
For discrete variables, the mutual information I of two variables x and y is defined
based on their joint probabilistic distribution p(x,y) and the respective marginal prob-
abilities p(x) and p(y):

I x; yð Þ ¼
X

i;j
pðxi; yiÞlog

p xi; yið Þ
p xið Þp yið Þ ð2Þ

For categorical variables, we use mutual information to measure the level of
“similarity” between features. The idea of minimum redundancy is to select the feature
such that they are mutually maximally dissimilar. Let S = {S1,S2, …Ss} denote the
subset of features we are seeking. The minimum redundancy condition is:

min½W1; Ws�; WI ¼ 1
s2

X
i;j2S

I fi; fj
� � ð3Þ

Where I(fi, fj) is the mutual information between feature fi and fj, s is the number of
features in S and WI 2 W1; Wn½ �. To measure the level of discriminant powers of
features when they are differentially expressed for different target classes T = {T1, T2,
… Tt}, we again use mutual information between targeted classes and the features. Thus
the maximum relevance condition is to maximize the total relevance of all features in S:

max½V1; Vs�; VI ¼ 1
s

X
i2S

I fi; Tð Þ ð4Þ

Where VI 2 V1; Vn½ �. The mRMR features set is obtained by optimizing the con-
ditions in Eqs. (3) and (4) simultaneously. Optimization of both conditions requires
combining them into a single criterion function.

maxfVI � WIgs
I¼1 ð5Þ

In this paper, in order to obtain better recognition accuracy, we have classified the
features according to the mRMR score, in Table 3. Then we tested with data that
contains the total features and after we eliminate one by one and we tested using
back-propagation algorithm each time to compare results.

3.4 Model of Neural Network Using BP Algorithm

A Multilayer Perceptron medel is composed by three layers: The input layer, the hidden
layer and the output layer, all linked by weighted connections. Back propagation
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algorithm attempts to associate a relationship between the input layer and the output
layer, by computing the errors in the output layer and determine measures of hidden
layer output errors, in way to adjust all weights connections (synaptic weights) of the
network in iterative process that carried on until the errors decrease to a certain tol-
erance level. Initially, before adjust weights, they will be set randomly. Then the
neuron learns from training subset and correct weights value, finally load to the testing
mode. The Fig. 3 represent MP model which contains only one hidden layer.
According to Kolmogorov’s theorem, the network might be capable to have better
performance using one hidden layer, just if the number of input neuron is n, and the
inputs are normalized between 0 and 1, a network with only one hidden layer exactly
map these inputs to the outputs.

The active function f used in our work is a Sigmoid function:

f xð Þ ¼ 1
1þ ex

ð6Þ

The objective of BP approach is to minimize not only local error but also minimize
the sum-squares-error function defined by:

E ¼ 1
2

D � Oð Þ2¼ 1
2

Xm

j¼1
ðdj � ojÞ2 ð7Þ

With oj presnet the real vector and dj present the target vector.

4 Experiments and Results

4.1 Parameters

The value of each feature is normalized as

Fig. 3. Multilayer perceptron model
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Xn ¼ X
Xmax

ð8Þ

All 13 activities were performed in neural network using BP algorithm, output
contains 13 neurons and only one node produces an output close to 1 when presents
with a given activity and all others close to 0. In the test, the activity recognition
accuracy is performed in two methods, first referring to a threshold to choose the result,
in this paper we have chosen a threshold equal to 0.7, second called the winner which
choose the maximum output vector value that correspond in recognition result. Table 2
describe other parameters of neural network using BP algorithm.

4.2 Determination of Feature Subset

Table 4 presents the comparison results of the two method of activity recognition
accuracy of the different feature datasets and the performance measures of multilayer
perceptron neural network using BP algorithm, the subsets are described based in
mRMR classification in Table 3.

Subset 1: all features without selection;
Subset 2: all features are selected except {f9};
Subset 3: all features are selected except {f9, f10};
Subset 4: all features are selected except {f9, f10, f11};
Subset 5: all features are selected except {f9, f10, f11, f14};
Subset 6: all features are selected except {f9, f10, f11, f14, f13};
Subset 7: all features are selected except {f9, f10, f11, f14, f13, f17}.

Table 4 shows the comparison results of activity recognition accuracy performance
of the seven different feature subsets. It can be seen that the activity recognition
accuracy is lower for subset 1 a bit more in subset 2 … etc. Subset 5 have relatively
higher proportion of recognition accuracy. However, in the subset 6 and 7, the accuracy
rate decreases. Obviously, if the number of features is quite low the recognition per-
formance of neural network using BP algorithm it degrades.

Table 2. Parameters of neural network using BP algorithm

Learning rate η Number of iteration Error threshold

0.1 2000 0.001

Table 3. Features classification based in their mRMR score

9 f10 f11 f14 f13 f17 f6 f7 f15

3.59 3.57 3.32 2.89 2.18 2.15 1.93 1.90 1.60
f16 f4 f3 f1 f5 f2 f12 f8
1.30 0.19 0.10 0.06 0.05 0.03 0.02 0.01
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Table 4. Comparison results of the two method of activity recognition accuracy of the different
feature datasets

Hidden neurons Accuracy-threshold (%) Accuracy-winner (%)

Subset1 17 88 92
18 80 90
19 82 90
20 80 90
21 82 92
22 88 92
23 90 90
24 94 96

Subset 2 16 88 90
17 96 98
18 84 92
19 84 92
20 86 94
21 80 88
22 82 92
23 84 90

Subset 3 15 80 96
16 82 90
17 90 96
18 80 88
19 86 94
20 80 90
21 74 86
22 80 88

Subset 4 14 78 92
15 82 92
16 80 92
17 94 96
18 78 90
19 82 92
20 70 90
21 76 90

Subset 5 13 74 82
14 96 99
15 74 86
16 70 90
17 94 99
18 78 88
19 74 94
20 70 86

(continued)
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Selecting Subset 5 generates the best result and represents the relatively better
recognition than others with fewer instances. Exactly, the recognition accuracy has
been improved to 99% in the winner method and 96% in the threshold method for a
number of neurons in the hidden layer equal to 14 with only 13 features. The variance
of Sensor IDs with low mutual information score value means that redundant infor-
mation degrades the recognition performance of neural network using BP algorithm.
Therefore, the results indicate that the improper selection of Number of neurons
increases the computational complexity and degrades the activity recognition accuracy.

In summary, considering the factors including total accuracy and training error
convergence rate, the best features subset is set to Subset 5.

5 Conclusion

In this paper, we use backpropagation algorithm for training the network and mRMR
technique to choose adequate features between proposed ones. We conclude that dif-
ferent features set and different number of neurons in hidden layer generate different
multi-users activity recognition accuracy, the selection of unsuitable feature sets
increases influence of noise and degrades the human activity recognition accuracy. To
improve human activity recognition accuracy, an effective approach is to properly
select the feature subsets. However, there is still a lot of room for development: future
works will include experimenting on more efficient methods for activity recognition
(e.g. deep learning), as well as construct activities models in order to recognise human
activities in real time.

Table 4. (continued)

Hidden neurons Accuracy-threshold (%) Accuracy-winner (%)

Subset 6 12 84 94
13 72 94
14 72 90
15 76 90
16 74 88
17 88 94
18 74 86
19 70 90

Subset 7 11 68 88
12 70 86
13 68 86
14 78 96
15 74 88
16 66 86
17 80 92
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Abstract. The importance of energy prediction is to ensure Load balance,
storage management, relevant integration of renewable resources… There are
many scientific research efforts in this field based on different statistical methods
and machine learning algorithms. In this paper we analyze four of prediction
process in energy prediction in Smart Grids (SGs), especially energy con-
sumption, production or load. This analysis is based on specific criteria and
underlies advantages and limitations of each one.

Keywords: Smart Grids � Energy prediction � Consumption � Load forecasting
Analysis � Online/offline learning � Supervised/unsupervised learning
Algorithms � Prediction models

1 Introduction

Smart Grids use new information and communication technologies in order to optimize
the electrical system, from the producer points to the consumer ones. Their main
functions are to enable:

– Access in real-time to measurement through intelligent devices installed in SGs.
– High integration of renewable energies into the electricity network, based on

information system allowing accurate and reliable prediction of production and
consumption in the short, medium and long term.

– Vertical sharing of information, which makes the customer actor in the network.

The complexity of the SGs is that they include various components making them
facing difficulties such as:

• Intermittent nature of renewable resources of energy,
• Planning of the energy production in order to ensure Demand Response,
• Consumer behavior which affects energy load because it varies according to dif-

ferent periods of the year, geographic area, climate changes…
• Distribution network characteristics.

All these difficulties increase the importance of prediction researches in Smart
Grids. In fact, a number of studies are produced and concern power prediction in the
short, medium and long-term [1], Demand Response prediction [2], load forecasting
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[3], interruption prediction [4], and energy storage management [5]. These works are
based on different data mining algorithms, statistical methods, and different techniques
of data pre-processing.

Existing prediction solutions in Smart Grids are based either on statistical methods
or on machine learning models incorporated with optimization functions or on hybrid
methods that combine several models.

In this context, we propose an analysis of four newest prediction approaches in
energy prediction precisely, in production, consumption and load forecasting.

The remainder of this paper is organized as following: the existing reviews in energy
production, consumption and load forecasting in Smart Grids are conducted in Sect. 2.
The evaluation of each the four selected prediction approach, subject of this study, is
presented in Sect. 3, according to the defined criteria. A discussion section summarizes
the pros and cons of each solution. Finally, the conclusion is drawn in Sect. 4.

2 Related Works

Prediction in Smart Grids interests increasingly researchers. These studies concern
multiple domains such as anomaly prediction, storage management estimation,
renewable energy forecasting [6] and so on. Number of research effort is done whose
purpose is to evaluate energy prediction studies in order to classify them, compare them
regarding accuracy, time computing, reliability…

Aman et al. [7] propose holistic measures for evaluating prediction models in Smart
Grids based on a suite of performance measures to rationally compare models along the
dimensions of scale independence, reliability, volatility and cost. This work includes
both application independent and dependent measures such as Mean Absolute Per-
centage Error, coefficient of Variation of RMSE…

A cost-benefit analysis framework is formalized in [8] in order to define perfor-
mance measures which are aligned with the main objectives of the end users, i.e., profit
maximization in order to assist companies with selecting the classifier that maximize
the profit.

Chelmis et al. [9] evaluated a wide range of popular methods for household
electricity consumption forecasting in the absence of Demand Response based on
actual data. This work is based on metrics such as: average deviance between predicted
consumption, and actual consumption, percent error median and the mean absolute
percent error.

Requirement, challenges and insights of prediction models for dynamic demand
response are presented in [10]. This paper describes how dynamic demand response
requires short term prediction to make real time adaptive decisions about curtailment,
with comparing six short term electricity consumption prediction models.

Studies on wind power prediction techniques have been reviewed on [11] to
summarize their own characteristics, compare them and evaluate them using parametric
such as: prediction intervals, MAE, MAPE, NRMSE and NMAE.

The majority of existing reviewing studies are based on empirical experiments or
analysis of known prediction algorithms in general and don’t analyze the whole pro-
cess. The particularity of our paper is that it analyzes the process of four of newest
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approaches developed in energy consumption and production forecasting including
feature selection method, input data and so on. We then evaluate the techniques and
characteristics used in prediction approach adopted in each analyzed study.

3 Analysis

Our analysis is done considering the following criteria:

• Used methods: For these criteria we analyze the used algorithms for prediction, if
they are classical, new methods, hybrid ones or incorporating multiple algorithms.

• Approach type: Approaches used in the prediction process can be classified either
supervised or unsupervised learning. Supervised learning requires a set of historical
data for training model, or unsupervised learning [12]. They can be also classified as
Offline/online learning [13]. Some approaches use offline learning, which consists
of creating a static prediction model that, once established, will be applied subse-
quently to data that have the same characteristics as the training data used to
construct the model. Online learning enables the model to be continuously adapted
to the changing characteristics of the data.

• Selected features: this criterion aims to evaluate the nature of inputs data, their
origin and feature selection algorithm if used.

• Complexity: the goal of this criterion is to determine the training time that takes the
algorithms to generate prediction results.

In the next, we’re presenting our review of the four selected prediction process.

3.1 Supervised Offline Model with Classical Algorithms

Yu et al. [14] use prediction models based on offline supervised machine learning, to
guide the prediction of energy usage.

Selected Features. The relieff algorithm [15] was used to determine the importance of
features, with assigning a weight to each feature to indicate its importance, then, the
larger the weight, the higher the importance. As a result, the selected features as input
data in this work are:

• Hourly historical energy usage.
• Weather information: Min T, Max T, Mean T, Mean W, Max W.

Used Methods. The three approaches used in this paper are classical methods,
which are:

• Standard SVM;
• Least squares based SVM;
• Backward Propagation Neural Network (BPNN).

Complexity. Time complexity of the approaches is about O (n3) for SVM and O (n2)
for Least squares SVM.
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Concerning BPNN, it is difficult to determine its exact value of complexity because
the paper [14] specifies only that the network consists of three layers without indicating
the number of neurons in each layer and other useful information allowing us to
estimate the complexity of the model.

According to experiment results provided by this work, among the three approaches
presented in this paper SVM achieves the higher accuracy, and BPNN achieves the
worst one, but concerning time overhead of those forecasting approaches, SVM record
a higher time overhead compared to LS-SVM and BPNN.

3.2 Supervised Offline Model with Incorporated Algorithms

In this paper, Campos and da Silva [16] propose three supervised offline machine
learning techniques to predict future load consumption, using two classical models
which are Artificial Neural Networks (ANN) and Auto Regressive with Exogenous
Inputs (ARX), then they present an incorporated model built from ANN and Genetic
Algorithms (GA).

Selected Features. In this study, inputs are selected based on correlation between
inputs and output. Then data are judged good as inputs if they have high correlation
with system output which is the future load in this paper. Therefore, 11 kinds of inputs
are used divided into three categories:

Past data:

• Load measure of day before at same time of load output.
• Load measure of last week at the same day and time of load output.
• Load measure of lasts 15 min.
• Load measure of lasts 30 min.
• Mean of the last 24 h of load measure.

Time:

• Hour of the load output.
• Minute of the load output.
• Week day of the load output.
• Month day of the load output.

Weather:

• Temperature.
• Relative humidity.

Data were filtered with a moving average filter, with window size of 3 samples to
avoid training with wrong data, in order to eliminate noises from data.

Used Methods. In this work different models obtained through three different algo-
rithms which are:

• Autoregressive with exogenous inputs (ARX): In this approach, the goal is to find a
mathematical model that describes the relation between inputs and outputs through
samples acquisition of the real process.
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• Artificial Neural Network especially using multi-Layer Perceptron (MLP) with
supervised training function Levenberg-Marquardt backpropagation and Gradient
descent with momentum backpropagation as learning function.

• Neural Network and Genetic Algorithm: In this model GA is used as an opti-
mization tool to improve the results of ANN, and that consist on selecting best data
driving, among the 11 kinds presented thereafter.

Complexity. In this paper, we can’t estimate complexity of used methods because of
the absence of relevant parameters allowing us to determine it. But, according to
experiment results done by authors of this paper, ANN working with GA is the longest
because for each tested data driven there is a training phase.

Among the three approaches presented in the paper, the ANN incorporated with
GA is the more accurate but has the disadvantage of a long computational time in
training phase.

3.3 Supervised Online Model with Classical Algorithms

Aung et al. [17] present solution for peak load prediction (maximum use of electricity)
problem of a future unit of time for a particular consumer entity (smart meter).

The solution follows an online learning approach and it is based on the support
Vector Regression method.

Selected Features. In this paper features wasn’t selected automatically by using one of
feature selection algorithms, but empirically by encoding a feature vector with 32
attributes listed below:

• For attribute from 1 to 28: Peak load of previous 28 days (Pd-1 to Pd-28).
• Attribute 29: Average peak load of previous 7 days.
• Attribute 30: Average temperature of previous 7 days.
• Attribute 31: Forecasted average temperature of the day d.
• Attribute 32: Whether the day d is a holiday (weekend or public holiday).

Used Methods. To produce prediction model, the process adopted in this work is as
follow: to predict the peak load of a day d (Pd), Pd is considered as a non-linear
combination of the selected features. Then, the training process is divided on two steps:

Step 1: is the initial training process, in this step, a least squares regressor is built by
constructing for each “target” peak load value, in the historical record, a “feature
vector” covering the attributes associated with the target. Then, the least-square
SVR system is trained using a set of <feature vector, target> pairs for a large
enough number of days.
Step 2: A feature vector of the day d is constructed in the same manner as in the
initial training step, using forecasted temperature of a day d and whether it is a
holiday or not. Then, the feature vector of a day d is supplied to the regressor model
built in the initial training step to generate the forecasted peak load value of this day.

So when the Pd is known for day d, the regressor model is updated, and that what
make the model prediction online learning.
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Complexity. Time complexity of this approach is about O (n3) because it is based on
Support Vector Regression.

The importance of this study is the utilization of an online prediction model, so it
can ensure more accuracy and reliability with the development of big data concept in
Smart Grids, where data is unstructured and heterogonous. But its principal limitation
is the non utilization of an appropriate algorithm of feature selection.

3.4 Unsupervised Offline Model with Incorporated Algorithms

The work proposed by Mocanu et al. [18] aims at predicting energy consumption.
All the methods we have presented above are classified on supervised learning

category, so historical data are required to produce energy prediction models. In this
part we will analyze unsupervised offline method based on Reinforcement Learning,
Transfer Learning and Deep Belief Networks.

Selected Features. Data are not needed to produce a prediction model but they are
important to evaluate the result of the method, therefore, this study used a dataset
provided by Baltimore Gas and Electric Company recorded over seven years (between
January 2007 and January 2014).

Used Methods. In this paper reinforcement learning and transfer learning are used to
predict energy. Deep Belief Network is also used to estimate continuous states in
reinforcement learning.

• Reinforcement learning: This approach consists in learning how to map situations to
actions in order to maximize a numerical reward signal. In this paper two rein-
forcement learning algorithms are used which are:

• Q-Learning: It can be used to find an optimal action-selection policy for any given
finite Markov decision process [19].

• SARSA: State-Action-Reward-State-Action (SARSA) is a variation of Q-learning
algorithm [20], which aims at using Q-learning as part of a Policy Iteration
mechanism.

• Transfer learning: Transfer learning is the improvement of learning in a new
task through the transfer of knowledge from a related task that has already been
learned [21].

• Deep Belief Network: is a type of Deep Neural Network [22], it consists of two
different types of neural networks: Belief Networks and Restricted Boltzmann
Machines. In contrast to perceptron and backpropagation neural networks, DBN is
unsupervised learning algorithm.

The process of prediction adopted in this work uses the different algorithms pre-
sented previously in this way:

– By including generalization of state space domain, energy prediction model for one
building is first done. Then this model is transferred to other buildings using transfer
learning.

– Usage of the two extended reinforcement learning algorithms to perform knowledge
transfer between domains, which are State-Action-Reward-State-Action (SARSA)
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algorithm and Q-learning algorithm by incorporating them with a Deep Belief
Network, because the original form of these both methods cannot handle with
continuous states space.

Complexity. This paper doesn’t give information about complexity of the model, but
we can estimate it by taking in consideration the fact that the model prediction is based
on reinforcement learning algorithm, which have an exponential training time. How-
ever, according to [23], this complexity can be improved if there are no duplicate
actions or if the domain prediction has some properties such as a linear upper action
bound. In spite of this, in the best case the complexity is about O (n2). Thus, we can
conclude that the model prediction used in this study is proportionally slow.

The importance of such a kind of models is to forecast energy consumption even if
there is no historical data available. For example: in the cases of new or renovated
buildings connected with the Smart Grids. But the high complexity of the model can be
considered as a principal disadvantage of the approach.

3.5 Discussion

To summaries, analysis we carried out in this paper allow us to draw the following
points:

• The most commonly used automatic learning methods for energy prediction are:
SVM, SVR, and Neural Networks.

• Methods that ensure good accuracy are slower than others which have a good
training time but a proportionally low precision.

• Feature selection is an important step in prediction process, moreover a good choice
of feature selection algorithm contribute to enhance the accuracy of prediction
model even if it can make it slower.

• Approaches based on supervised learning are more often used than those based on
unsupervised learning. The importance of the latter is to be used in energy fore-
casting in the case where historical data are not available.

• Models based on online learning are recently applied in prediction in Smart Grids:
they are more relevant (variety, velocity and unstructured nature of data generated).

• Models based on online learning are slower than those based on offline learning in
run time (O (n3) just in the initial training step for the third approach).

4 Conclusion

The principal contribution of this paper is the evaluation of prediction process based on
different criteria. The study focuses also on process produced on new papers with
different characteristics that vary between supervised and unsupervised learning, online
and offline learning or classical and hybrid methods. Our study highlights also data sets
specifications, training time, and lists some of the advantages and disadvantages of
each process. Then we have summarized our analysis with a discussion.
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As a future work, we will work on proposing an online novel approach for energy
production and user consumption to deal with velocity and variability of data in Smart
Grids.
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Abstract. Context-awareness has captivated a lot of attention, especially in the
field of mobile and pervasive computing. Indeed, an important demand for
real-world location data within the virtual world is growing. Yet, user’s context is
more than its location. Most information systems do not take into account the
diversity of users’ need and preferences because of its complexity to manage.
Context-Aware Systems (CAS) are self-adaptive. Thus, automating the devel-
opment of such systems and the interpretation of user’s preferences is a real
challenge. One way to achieve this challenge is by discovering knowledge for
prediction regarding actions of users with the systems (their history and so on). In
this article, we explore how context information can be exploit to create intelligent
and adaptive recommender systems. It provides an overview of the multiform
notion of context with a discussion of several context oriented approaches and
systems, and illustrates the usage of such approaches in several application areas.
In this paper, we present our vision of the notion of context through a context
metamodel. We also present an effective tourist recommendation system that
respect personal preferences and capture usage, personal, social and environ-
mental contextual parameters. A case study applied has been conducted to
Tangier, a Moroccan city where a new intelligent international city will be con-
structed for the next decade. The article concludes by discussing the challenges
and future research directions for context-aware recommender systems.

Keywords: Context-Aware system � Mobile recommender system
Mobile tourism � Location-awareness � Adaptive system � Smart tourism
Smart tourism recommender systems

1 Introduction

In the last two decades, Context-Aware Systems have been an increasing and known
research field inside scientific communities especially those related to recommendation,
auto-adaptive, and information retrieval. The nucleus element of these emerging
paradigms is the concept of the context. Indeed, various research papers have defined
only context applications models or systems concerned worrying less about the
metamodels that supports these models.
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We can define a metamodel as the language and semantics to specify the particular
model domains or applications [1]. Consequently, a context metamodel consists of
organizing and presenting a more abstract view of context models in order to show
their construction and manipulation. Metamodeling context is a major challenge for the
identification of concepts involved in manipulating the context, their relationships, their
formalization and presentation of their semantics [2]. Hence the goal of this paper is to
present a generic context metamodel for CASs and the proposition of a tourism rec-
ommender system that is based on the proposed notion of the context.

One of the filed that can takes great profit of context-awareness research is the
Tourism. Morocco is a fascinating country because it merges the African and Arab
worlds, and their customs. Therefore, it attracts many tourists. Unfortunately, these
sites don’t receive the financial attention or support that they deserve. In order to
highlight Moroccan tourism inserting tourist places in the numerical ecosystem of
smart cities where economic, tourist, and logistic are considered together is required.

The paper is organized as follows: In Sect. 2 we will briefly present a state of the art
about the notion of the context. Section 3 presents the description of the proposed
context metamodel and the Smart Tourism Recommender Systems (STRSs) architec-
ture. Section 4 presents the experimental results of the case study for two different
tourism scenarios in the Tangier city and Sect. 5 makes the conclusion of our paper.

2 State of the Art: Context

The main motivation in the new computing paradigms (such as Ambient Intelligence,
Pervasive Computing, Ubiquitous Computing, CASs, and so on) is decoupling users
from computing devices [3]. In this regard, several context definitions were proposed
in the literature. A discussion of the notion of context is presented in our previous
work [4].

The word context, derived from the Latin con (with or together) and texere (to
weave), describes a context not just as a profile, but as an active process dealing with
the way humans weave their experience within their whole environment, to give it
meaning [5]. A widely and uniquely accepted definition of this concept is not available
in the literature. For example, [6] see the context as any information that can be used to
characterize the situation of an entity. An entity could be a person, place, or object that
is considered relevant to the interaction between a user and an application, including
location, time, activities, and the preferences of each entity. In the last decade an
important evolution of this notion comes out, the context was no longer considered as a
state, but a part of a process in which users are involved [7].

Thus, defining the word ‘context’ still a big challenge and many researchers tried to
find their own definition for what context actually includes. As proposed by [8] we can
say that this term is usually adopted to indicate a set of attributes that characterize the
capabilities of the access mechanism, users’ preferences, information and services are
delivered, these could include the access device (alike in the presence of strong
heterogeneity of the devices) [8]; thus, sophisticated and general context models have
been proposed. Additionally, the crucial standing of this notion has been the source of
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inspiration of several papers which gave multiple ramifications of its dimensions:
spatial, spatial mobility, spatiotemporal, environment and personal dimension [9].

• The spatial dimension is the most generally examined one, which refers mainly the
movement of people in space and having wireless access to information and
services.

• The spatial mobility dimension is related to objects in the environment such as cars,
small medical appliances, and so on. That may interact with other objects and users
and subsequently influence the people using these devices.

• The spatiotemporal dimension is an extension of the spatial dimension, which
describes just the side related to time and space, such as direction, speed and track.

• To improve the development of applications in the ambient-intelligence area, by
collecting and analyzing ambient information, we must introduce the environment
dimension which points out the ambient characteristics, such as temperature, light,
humidity, noise and the orientation of movement of physical objects.

• Several studies [5, 9–12] focused on the user context, particularly user character-
istics, which introduced the personal-context dimensions; it refers to physiological,
mental, activity, and social context of the user.

• The physiological context: is commonly used in medical applications, the physio-
logical profile may contain information such as pulse, blood, pressure, and weight,
personal abilities and preferences too, which can be dynamically collected with
body sensors.

• The mental context is useful in the case of medical analysis, it may include element
such as mood, expertise, anger, and stress.

• The activity context; describes the activity of the user, it includes explicit goals of
activity to be performed, activity breakdown structures, and role-playing
information.

• The social context: is commonly used in social networks; it describes the social
aspects of the context of the user. It may, for instance, contain information about
friends, neighbors, coworkers and relatives.

• In addition, the term social mobility refers to the ways in which individuals can
move across different social contexts, with the support of technology and services.

As we can see, the notion of context is not an easy concept to understand neither to
surrounds. In one hand, to build context-aware information systems the consideration of
the context is primordial. In the other hand, the context must be built and structured in an
efficient way. Thus, context modeling is needed to understand and interpret dynamic
context representations at a high-level abstraction in an unobtrusive way. The most
important context modeling techniques are compared in [1], and listed as followings:
key-value, markup schemes, graphical, object based, logic based, and ontology based
modeling. Context metamodeling is a major challenge too, by identifying concepts
involved in context manipulating, their relationships, formalization and semantics
presentation. The most popular context metamodeling approaches are: metamodel
centered ubiquitous web applications, UML Profile metamodels, metamodels support-
ing ontological models, high level abstraction and framework metamodel. Those
approaches were discussed in details and compared in our previous work [1].

In the next section we will present the proposed generic context metamodel.
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3 Toward a Smart Tourism Recommender System: Context
Metamodel-Driven Definition

In this section, we present our definition of the concept of context through our context
metamodel in the first subsection (Fig. 1), and then the architecture of our proposed
Smart Tourism Recommender System in the second subsection (Fig. 2).

3.1 Toward a Context Metamodel-Driven Definition

We designed the conceptual basics of our framework first, starting with context
metamodeling as our paramount concern. As you can see in Fig. 1, we define the
context as an aggregation of fore different main groups of properties: the channel used
by the user, a location and time description of the position of the user and the system,
System Activity that describes the system states and a user profile which describes the
user information in details (role, expertise, preferences and user activity…).

• A channel that defines the medium by which information of the context can be
transmitted; it identifies the physical device and the connection used to access the
application.

Fig. 1. Our proposed context metamodel.

Fig. 2. The proposed tourism recommender system.
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• The System Activity (Sys_Activity) that describes the system states weather is it
stand-by or any other state (e.g. offering a service).

• A location and time description that identify the position of the user; where the user
is located while interacting with the application.

• The user profile is, none other than, the information collected, structured, organized,
and maintained about user-related data [13]. We classify the data concerning a user,
as mentioned in the context metamodel in Fig. 1, into two different groups [13]:

(1) Static data: such as name address, age, gender, job, and preferences expressed
explicitly by the user.

(2) Dynamic data, in which we can find:
(a) A history of context action: that the user has performed during past interactions

with the application implemented on the platform.
(b) User Preferences: Expressed explicitly or formulated implicitly by means of

association;
(c) Rules extracted from the above-mentioned history, or were set by a domain

expert.
(d) User Activity that describes the movement of the user is he/she mobile or not (e.g.

the activity of the patient, such as its pulse while he’s/she’s walking, in a health
domain are very critical and must be monitored).

3.2 The Smart Tourism Recommender System Architecture

In this section, the Smart Tourism Recommender System Architecture is introduced
and described (see Fig. 2). Three main components compose the system: the Context,
the Tourism Content repository and the recommender system. While a “Tourism
Recommender application” shows the output of the system. In the following para-
graphs more details about the various modules will be given.

• The first module is the Context: which is composed of the user profile (the static and
dynamic part and the explicit users queries), Context information sensing (i.e. the
location, the characteristics of the device, the external physical environment e.g.
weather conditions) and Community collected information (from Facebook, Twe-
eter, and other social networking application).

• The tourism content repository contains tourist services (like tourist sites), public
transportation ….

• The recommender system that we adopt uses a hybrid approaches.

4 Case Study: Traveling to Tangier

In this section we present the experiment results of our Smart Tourism Recommender
System starting from the premise:

The tourist just arrived to Tangier city and its current location is the train station,
Fig. 3 show the nearest hotels in the area.
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We have considered two different scenarios in this case study:

• Tourist 1: The first scenario is about an ordinary tourist aged between 40 and 65
years old where its profile does not show special requirements but we have chosen
to give him/her the optimal hotel for two days (Fig. 4) according to the following
criteria:

– The price.
– Air conditioner.

Fig. 3. The hotels surrounding the train station of Tangier city using The Booking application.

Fig. 4. The optimal choice among 12 hotels for the Tourist 1 using our STRS.
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– TV.
– Swimming pool.
– Number of stars.
– Sports hall.
– The reviews.
– Other.

Figure 4 shows the results of 12 hotels with our approach. The hotel H3 which is
Tarik Hotel is the best one for the Tourist 1. And Fig. 5 shows the resulting hotel for
the Tourist 1 using Booking websites.

• Tourist 2: The second scenario is about a tourist student aged between 18 and 30,
we have collected the following requirements from its profile:

– The price.
– The distance.
– Internet.
– The breakfast.
– Swimming pool.
– Air conditioner.
– The reviews.
– Other.

Our system have choosing, among 12 different hotels that satisfies the above
requirements, the best chose for the Tourist 2 for two nights as it is shown respectively
in Figs. 6 and 7.

Fig. 5. The recommended hotel for the Tourist 1 using our STRS.
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5 Conclusions and Future Work

This paper proposes the use of a context-aware approach for the most suitable services
(hotel) for a user (the tourist in our case study) taken account of special requirements.
The prime objective of this work is to find out an optimal or near optimal selection for
recommendation advice to the other contemporary users. The system is based on our
proposed context metamodel able to model a context. The proposed architecture has
been implemented in a tourism recommender system according to the position iden-
tifying the user current context and its profile.

For a future work we want to explore more the user profile and the Tourism Content
Repository to offer other services and to complete the implementation of our
architecture.

Fig. 6. The optimal choice among 12 hotels for the Tourist 2 using our STRS.

Fig. 7. The recommended hotel for the Tourist 2 using our STRS.
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1 Introduction

Individual authentication has always been an attractive purpose in embedded systems.
Biometrics (or biometric authentication) refers to the identification of humans by their
characteristics or traits. It employs physiological or behavioral characteristics to
identify an individual. The physiological characteristics are iris, fingerprint, face and
hand geometry. Voice, signature, gait and keystroke dynamics are considered as
behavioral characteristics [2]. A biometric system can operate in two modes, Verifi-
cation and Identification.

Verification systems answer the question “Is this the person X?” Under a verifi-
cation system, an individual presents themselves as a specific person. The system
checks their biometric against a biometric profile that already exists in the database
linked to that person’s file in order to find a match.

Verification systems are generally described as a 1-to-1 matching system because
the system tries to match the biometric presented by the individual against a specific
biometric already in the database.

Because verification systems only need to compare the presented biometric to a
biometric reference stored in the system, they can generate results more quickly and are
more accurate than identification systems, even when the size of the database increases.

Identification systems are different from verification systems because an identifi-
cation system seeks to identify an unknown person, or unknown biometric. The system
tries to answer the questions “Who is this person?” or “Who generated this biometric?”
and must check the biometric presented against all others already in the database.

© Springer International Publishing AG, part of Springer Nature 2018
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Identification systems are described as a 1-to-n matching system, where n is the total
number of biometrics in the database.

This paper is organized in the following manner. The Sect. 2 presents an overview
of Iris recognition. In Sect. 3 Daugman’s approach is reviewed. The Sect. 4 presents
the implementation and simulation of iris recognition. Finally, the Sect. 5 concludes the
paper.

2 Iris Recognition

Among the numerous traits, iris recognition has attracted a lot of attention because it
has many valuable features like higher speed, simplicity and accuracy compared to
other biometric characters. Iris recognition depend on the unique patterns of the human
iris to identify or verify the identity of an individual [3]. Iris is distinct for every person,
even the twins have different iris patterns and it remains unchangeable for the whole of
the life. Thus, this technology is now considered as providing positive identification of
an individual without contact and at very high confidence levels. An iris is the colored
area between dark paupil and bright sclera. Figure 1 represents the structure of Iris.

2.1 Iris Recognition Main Steps

The main steps of an iris recognition system are:

• Segmentation: The inner and the outer boundaries of the iris are calculated.
• Normalization: Iris of different people may be captured in different size. The size

may also vary for the same person because of the variation in illumination and other
factors.

• Feature extraction: Iris provides abundant texture information. A feature vector is
formed which consists of the ordered sequence of features extracted from the
various representation of the iris images.

• Feature comparison: The feature vectors are classified through different techniques
like Hamming Distance, weight vector and winner selection, dissimilarity function,
etc.

Fig. 1. Iris structure
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Figure 2 describes the stages, which are used in Iris recognition.

The initial stage deals with iris segmentation. This process consists in to localize the
iris inner (pupillary) and outer (scleria) borders. Eyelids and eyelashes that may cover
the iris region are detected and removed. In order to compensate the varying size of the
pupil it is common to translate the segmented iris part represented in the Cartesian
coordinate system to a fixed length and dimensionless polar coordinate system. This is
the normalization stage [4]. The iris image has low contrast and non-uniform illumi-
nation caused by the position of the light source. All these factors can be compensated
by the image enhancement algorithms. Feature extraction uses texture analysis method
to extract features from the normalized iris image. The significant features of the iris are
extracted for precise identification purpose. After obtaining a feature set, commonly
named biometric iris template, the final stage consists in the comparison between
signatures, producing a numeric dissimilarity value. If this value is higher than a
threshold, this means that there is a “non-match”, meaning that each template belongs
to different subjects. Otherwise, the system outputs a “match”, meaning that both
templates were extracted from the same person [5].

3 Daugman’s Approach

Even if prototype systems had been proposed earlier, it was not until the early nineties that
John Daugman implemented a working automated iris recognition system [1, 2]. The
Daugman system is patented [5] and the rights are now owned by the company Iridian
Technologies. Even though the Daugman system is the most effective and most
well-known, many other systems have been established. The most prominent include the
systems of Wildes et al. [4, 7], Boles and Boashash [8], Lim et al. [9], and Noh et al. [10].

The Daugman system has been tested under several studies, all reporting a zero
failure rate. The Daugman system is claimed to be able to perfectly identify an indi-
vidual, given millions of possibilities.

Compared with other biometric technologies, such as face, speech and finger
recognition, iris recognition can easily be considered as the most consistent form of
biometric technology [1].

Fig. 2. Stages of iris recognition

654 S. Kichou et al.



3.1 Segmentation

The first processing step consists on locating the inner and outer boundaries of the iris.
Integro-differential operator is used for locating the inner and outer boundaries of iris,
as well as the upper and lower eyelids [6].

max r;x0;y0ð Þ Gr rð Þ �
I

r;x0;y0

I x; yð Þ
2pr

dS

�������

�������
ð1Þ

Where I(x, y), r, G(r) and S are the eye image, radius, Gaussian smoothing function
and the counter of the circle respectively.

The operator computes the partial derivative of the average intensity of circle
points, taking into account the increasing radius, r. After convolving the operator with
Gaussian kernel, the maximum difference between inner and outer circle will define the
center and radius of the iris boundary. For upper and lower eyelids detection, the path
of outline integration is modified from circular to parabolic curve.

3.2 Normalization

In order to accomplish a size-invariant sampling of the authenticate iris pixel points,
Daugman [7] applied a Rubber Sheet Model to map the sampled iris pixels from the
Cartesian coordinates to the normalized Polar coordinates. It transforms the iris region
from Cartesian coordinates (x, y) to Polar coordinates (r, h) where r lies in the interval
of [0, 1] and h is in the range of [0, 2p]. Figure 3 shows the rubber sheet model. The
homogenous rubber sheet model accounts for pupil dilation, imaging distance and
non-concentric pupil displacement. However, this algorithm does not compensate for
the rotation variance.

Iðxðr; hÞ; yðr; hÞÞ ! Iðr; hÞ ð2Þ

Where I(x,y) is the iris image, (x, y) are the Cartesian coordinates and (r, h) are the
polar coordinates, and

x r; hð Þ ¼ 1 � rð Þ xp hð Þ þ r xs hð Þ ð3Þ

y r, hð Þ¼ 1 � rð Þ yp hð Þ + r ys hð Þ ð4Þ

Fig. 3. Daugman’s rubber sheet model
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Where xp(h) represents the abscissa of the point of the detected boundary of the
pupil whose segment passing through this point and the center of the pupil makes an
angle h with a chosen direction. Similarly, yp(h) represents the ordinate of this same
point, then xs(h) and ys(h) represent the coordinates of the points obtained by the same
principle but on the contour of the iris.

3.3 Feature Extraction

For Feature Extraction, Daugman [8] uses the Gabor 2D Filters. The Gabor filter could
be seen as a Gaussian envelope multiplexed by a series of sinusoidal waves with
different scales and rotations. It is used to extract the phase information.

As seen in the Fig. 4, the phase information is quantized into four quadrants in the
complex plane. Each quadrant is represented by two bits phase information. Therefore,
each pixel in the normalized image is demodulated into two bits code in the template.
The phase information is extracted because it provides the significant information
within the image. It does not depend on peripheral features, such as imaging contrast,
illumination and camera gain.

3.4 Matching

Daugman [9] employed the test of statistical independence to measure the similarity
between two Iris templates. The test of statistical independence is implemented by the
simple Boolean Exclusive-OR operator � applied to the 2048-bit phase vectors that
encode any two iris patterns, masked \ by both of their corresponding mask bit
vectors.

HD ¼ k code A � code Bð Þ \mask A \mask B k
k mask A \mask B k ð5Þ

For Matching, Hamming distance was used which gives the number of positions at
which the corresponding symbols are different. Hamming distance is defined as the
fractional measure of dissimilarity between two binary templates.

Fig. 4. The phase encoding principle four quadrants and two bits.
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HD ¼ 1
N

Xi¼N

i¼1

Ai � Bi ð6Þ

A value of zero represents a perfect match. The two templates that are completely
independent gives a Hamming distance near to 0.5. A threshold is set to decide the two
templates are from the same person or different persons.

4 Implementation of Iris Recognition Algorithm: Masek
Open Source Code

The purpose will be to implement and test an open-source iris recognition system in
order to verify the claimed performance of the technology. The development tool used
will be MATLAB®. A rapid application development (RAD) method will be employed
in order to produce results quickly. MATLAB® offers an excellent RAD environment,
with its image processing toolbox, and high level programming methodology [10]. To
test the system, a data set of eye images will be used as inputs: database of 756
greyscale eye images courtesy of The Chinese Academy of Sciences – Institute of
Automation (CASIA) [14].

In Masek’s [10] method, the automatic segmentation system is based on the Hough
transform [10], and it is able to localize the circular iris and pupil regions. The extracted
iris region is then normalized into a rectangular block with constant dimensions to
account for imaging inconsistencies and finally, the phase data from 1D Log-Gabor
[10] filters is extracted and quantized to four levels to encode the unique pattern of the
iris into a bit-wise biometric template. The Hamming distance [10] is employed for
classification of iris templates, and two templates are found to match if a test of
statistical independence has failed. The input to the system is an eye image, and the
output is an iris template, which will provide a mathematical representation of the iris
region.

4.1 Segmentation

The Hough transform is used, which first involves Canny edge detection to generate
edge map using Canny edge detection MATLAB function [11]. Eyelids detection is
done using Hough transform [11, 12].

The Hough transform is a standard computer vision algorithm that can be used to
determine the parameters of simple geometric objects, such as lines and circles, present
in an image. The circular Hough transform can be employed to deduce the radius and
center coordinates of the pupil and iris regions [10].

First, an edge map is generated by calculating the first derivatives of intensity
values in an eye image and then thresholding the result. From the edge map, votes are
cast in Hough space for the parameters of circles passing through each edge point.
These parameters are the center coordinates xc and yc, and the radius r, which are able
to define any circle according to the equation:
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x2
c þ y2

c � r2 ¼ 0 ð7Þ

A maximum point in the Hough space will correspond to the radius and center
coordinates of the circle best defined by the edge points. Wildes et al. and Kong and
Zhang also make use of the parabolic Hough transform to detect the eyelids,
approximating the upper and lower eyelids with parabolic arcs, which are represented
as [10]:

� x � hj
� �

sinhj þ y � kj
� �

coshj
� �2¼ aj x � hj

� �
coshj þ y � kj

� �
sinhj

� � ð8Þ

The range of radius values to search for was set manually, depending on the
database used. For the CASIA database, values of the iris radius range from 90 to 150
pixels, while the pupil radius ranges from 28 to 75 pixels. In order to make the circle
detection process more efficient and accurate, the Hough transform for the iris/sclera
boundary was performed first, then the Hough transform for the iris/pupil boundary
was performed within the iris region, instead of the whole eye region, since the pupil is
always within the iris region. After this process was complete, six parameters are
stored, the radius, and x and y center coordinates for both circles [10].

4.1.1 Open Source Matlab Functions

• createiristemplate: generates a biometric template from an iris eye image.
• segmentiris: performs automatic segmentation of the iris region from an eye image.

Also isolates noise areas such as occluding eyelids and eyelashes.
• addcircle: circle generator for adding weights into a Hough accumulator array.
• adjgamma: for adjusting image gamma.
• Circlecoords: returns the pixel coordinates of a circle defined by the radius and x, y

coordinates of its center.
• CANNY - Canny edge detection: function to perform Canny edge detection.
• Findcircle: returns the coordinates of a circle in an image using the Hough trans-

form and Canny edge detection to create the edge map.
• Findline: returns the coordinates of a line in an image using the Hough transform

and Canny edge detection to create the edge map.
• Houghcircle: takes an edge map image, and performs the Hough transform for

finding circles in the image.
• HYSTHRESH - Hysteresis thresholding: Function performs hysteresis thresholding

of an image.
• Linecoords: returns the x, y coordinates of positions along a line.
• NONMAXSUP: Function for performing non-maxima suppression on an image

using an orientation image. It is assumed that the orientation image gives feature
normal orientation angles in degrees (0–180).

4.1.2 Test Results
The automatic segmentation model proved to be successful. The CASIA database
offers good segmentation, since those eye images had been taken specifically for iris

658 S. Kichou et al.



recognition research and boundaries of iris pupil and sclera were clearly distinguished.
For the CASIA database, the segmentation technique managed to correctly segment the
iris region from 624 out of 756 eye images, which corresponds to a success rate of
around 83% [10].

The issue is that images had slight intensity variances between the iris region and
the pupil region as shown in Fig. 5. One problem confronted with the implementation
was that it needed different parameters to be set for each database. These parameters
were the radius of iris and pupil to search for, and threshold values for creating edge
maps. However, for set-ups of iris recognition systems, these parameters would only
need to be set once, since the camera, imaging distance, and lighting conditions would
usually remain the same.

The eyelid detection system also proved quite successful, and managed to isolate
most occluding eyelid regions. One problem was that it would sometimes isolate too
much of the iris region, which could make the recognition process less accurate, since
there is less iris information (Fig. 6). However, this is preferred over including too
much of the iris region, if there is a high chance it would also include undetected
eyelash and eyelid regions.

Fig. 5. A MATLAB successful result of segmented image for CASIA database, B. An example
where segmentation fails for the CASIA database. Here there is little contrast between pupil and
iris regions, so Canny edge detection fails to find the edges of the pupil

Fig. 6. Automatic segmentation of various images from ‘CASIA’ database. Black regions
denote detected eyelid and eyelash regions.
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The eyelash detection system implemented for the CASIA database also proved to
be successful in isolating most of the eyelashes occurring within the iris region as
shown in Fig. 7.

A small issue was that areas where the eyelashes were light, such in the Fig. 8, were
not detected. However, these undetected areas were minor when compared with the
size of the iris region.

4.2 Normalization

For normalization of iris region, a technique based on Daugman’s rubber sheet model
[13] is implemented. The center of the pupil is considered as the reference point
and radial vectors pass through the iris region. A number of data points are selected
along each radial line and this is defined as the radial resolution. The number of radial
lines going around the iris region is defined as the angular resolution. A constant
number of points are chosen along each radial line, so that a constant number of radial
data points are taken, irrespective of how narrow or wide the radius is at a particular
angle. The normalized pattern is created by backtracking to find the Cartesian coor-
dinates of data points from the radial and angular positions in the normalized pattern.

Fig. 7. The eyelash detection technique, eyelash regions are detected using thresholding and
denoted as black.

Fig. 8. Outline of the normalisation process with radial resolution of 10 pixels, and angular
resolution of 40 pixels. Pupil displacement relative to the iris centre is exaggerated for illustration
purposes.
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4.2.1 Open Source Matlab Functions

• normalise iris - normalization of the iris region by unwrapping the circular region
into a rectangular block of constant dimensions.

4.2.2 Test Results
The normalisation process proved to be successful and some results are shown in Fig. 9
below:

4.3 Feature Encoding and Extraction

Feature encoding is implemented by convolving the normalized iris pattern with
1D Log-Gabor wavelets. The 2D normalized pattern is broken up into a number of
1D signals, and then these 1D signals are convolved with 1D Gabor wavelets. The
output of filtering is then phase quantized to four levels using the Daugman method [1],
with each filter producing two bits of data for each phasor. The output of phase
quantization is chosen to be a grey code, so that when going from one quadrant to
another, only 1 bit changes (Fig. 10).

4.3.1 Open Source Matlab Functions

• encode - generates a biometric template from the normalized iris region, also
generates corresponding noise mask.

• gaborconvolve - function for convolving each row of an image with 1D log-Gabor
filters.

4.4 Matching

For matching, the Hamming distance is chosen, since bit-wise comparison is required.
The Hamming distance algorithm employed also incorporates noise masking, so that
only significant bits are used in calculating the Hamming distance between two iris
templates. When taking the Hamming distance, only those bits in the iris pattern that
correspond to ‘0’ bits in noise masks of both iris patterns is used in the calculation
involved in the matching of pattern [10].

The example below illustrates the hamming distance for different templates
(Table 1):

Fig. 9. Illustration of the normalisation process applied on an image of iris from CASIA
database
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4.4.1 Open Source Matlab Functions

gethamming distance - returns the Hamming Distance between two iris tem-
plates incorporates noise masks, so noise bits are not used for calculating the HD.
shift bits - function to shift the bit-wise iris patterns in order to provide the best
match. Each shift is by two bit values and left to right, since one-pixel value in
the normalized iris pattern gives two bit values in the template.

5 Conclusion

This paper has presented an iris recognition system, which was tested using a universal
open source database of greyscale eye images in order to verify the claimed perfor-
mance of iris recognition technology.

A segmentation algorithm was presented, which localizes the iris region from an
eye image and isolate eyelid and eyelash. In the implemented algorithm, automatic
segmentation was achieved through the use of the circular Hough transform for

Table 1. Examples of hamming distance

Iris template 1 Iris template 2 HD

10 00 11 00 10 01 10 00 11 00 10 01 0.83
00 11 00 10 00 10 00 11 00 10 00 10 0.00
00 11 00 10 01 10 01 10 00 11 00 10 0.33

Fig. 10. An illustration of the feature encoding process.
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localizing the iris and pupil regions, and the linear Hough transform for localizing
occluding eyelids.

Then, the segmented iris region was normalized to eliminate dimensional irregu-
larities between iris regions. This was realized by implementing a version of Daug-
man’s rubber sheet model, where the iris is modelled as a flexible rubber sheet, which
is unwrapped into a rectangular block with constant polar dimensions.
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Abstract. Cloud Computing is one of the most recognized computing para-
digms in our time, where Information Technology (IT) resources and services
are supplied on-demand over the Internet. Nowadays, almost everyone is using
the cloud whether it is an email platform, an online storage or a complicated
online datacenter for business high-scale deployments. Following the recent
statistics and analytics, cloud computing business market is growing each year
in term of demand and revenue. This business growth is pushing cloud providers
to expand their infrastructures in order to manage the users’ increasing level of
requests. In the same context, this paper presents the importance of task
scheduling algorithms in the optimization of the cloud providers’ infrastructures
exploitation, thus a significant cost reduction in term of new hardware invest-
ments and maintenance.

Keywords: Cloud Computing � Task scheduling � Scheduling algorithms
First Come First Served � Round Robin � Artificial neural networks

1 Introduction

In the past few years, there has been an ongoing investigation of Cloud Computing
paradigm in the interest of enhancing the most substantial characteristics and aspects of
this new model of computing. Cloud computing is a service-focused computing model
that provide high quality and low-cost IT services in a pay-per-use manner in which
guarantees are offered by the cloud service providers through customized Service Level
Agreements (SLA) [1]. Actually, cloud users’ needs only an internet connection in
order to access one or many IT resources (Software, Platform, Storage, Hardware
Servers…) as services [2]. With the increasing demand on cloud services, many cloud
providers are struggling with new infrastructures deployments and management, in the
aim of diversifying their cloud portfolio, and therefore promoting their profits. While
the implementation of new IT infrastructures is expensive and time consuming, many
studies are in progress in order to improve the existing infrastructures to host more and
more services, thus reducing the cloud providers’ expenses. Under the same topic, the
current paper exhibits task scheduling as one of the most important characteristic of
Cloud Computing model that needs more investigation in order to optimize the
infrastructure utilization.
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2 Cloud Computing Service Delivery Model

Cloud Computing proposes a new service delivery model for IT services, which can be
abstracted to the following three basic layers [4, 5] (Fig. 1):

• Infrastructure as a Service (IaaS): This layer offers basic hardware access as a
service. It covers storage services, computing resources, an entire server or a mix of
all of these services in the form of a cloud datacenter.

• Platform as a Service (PaaS): This is the second layer that proposes IT platforms
such as operating systems, middleware systems, database management systems…

• Software as a Service (SaaS): The last layer is a combination of applications that
can be offered as a service to an end user: Email, document treatment, Agenda…
This layer proposes also specific business applications such as: Customer Rela-
tionship Management, Invoicing, Accounting, Human Resources Management,
Enterprise Resources planning and many more others…

Recently, many dedicated cloud computing service delivery models have been
emerged based on the previous three models, such as:

• Database as a Service.
• Communication as a Service.
• Process as a Service.
• Security as a Service.

Taking into account the specifications of this service delivery model, Cloud
Computing architecture combines several modules communicating with each other
over Application Programming Interfaces (API) [3] to better respond to each cloud
service layer. Whereas the basic cloud modules are:

• Infrastructure: It consists of one or many clustered servers located on one or many
datacenters (They can be geographically separated) connected over a private

Fig. 1. Cloud Computing abstraction layers
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network. The infrastructure includes also the necessary networking components
(Switches and routers) to interconnect the different hardware.

• Platform: It involves the essential operating systems to run the infrastructure. This
module includes the required hypervisors for hardware virtualization.

• Cloud Services: It is the most important module and it comprises the different
software that constitutes the cloud provider offer.

The functioning mechanism of cloud computing architecture consists of a front-end
and a back-end. The front-end is what the cloud user sees, generally, a web based
interface that can be accessed from any type of internet browsers over the public
network however it can be a soft application developed to run on the user side terminal
in order to access the required cloud services. On the other hand, the back-end is the
three modules mentioned above, in addition to a cloud orchestration platform for the
infrastructure provisioning and monitoring (Fig. 2).

In the last past few years, the Cloud Computing market grew 28% to $110B in
revenues in 2015. Whereas the public IaaS/PaaS services attained the highest growth
rate of 51%, followed by private & hybrid cloud infrastructure services at 45% [6].
With this massive evolution in term of revenue comes an extensive development in
term of new cloud infrastructure investments. While developing the infrastructure is the
best way to generate more profits for cloud providers, it is becoming more difficult to
manage and maintain, thus many research studies are ongoing to improve the existing
cloud infrastructures in order to host more and more services and therefore reducing the
costs of new infrastructures, which can be a major advantage for cloud providers.

3 Cloud Computing Characteristics

Cloud Computing paradigm is characterized with the following essential features [7]:

• On-demand self-service: it includes processing power, storage and virtual machines
that will be allocated automatically to satisfy a cloud user request.

Fig. 2. Cloud Computing architecture
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• Network Access: it is one of the mandatory characteristics of cloud computing in
order to give access to the cloud services.

• Resource pooling: gathering the infrastructure resources needed to run a cloud
service in a pool that will be assigned to a cloud user.

• Elasticity: This characteristic gives the cloud user the possibility to scale-up or
scale-down cloud resources without having to worry about any new installation,
updates or upgrades.

By studying these characteristics and features radiates the fact that the infrastructure
is the most important aspect of cloud computing model and it will be discussed more on
the following section.

4 Cloud Computing Infrastructure

The cloud computing infrastructure is a mandatory stage for creating a cloud service or
offer. This stage incorporates two basic steps:

• Hardware implementation (Servers, Storage and Networking).
• Operating system (or hypervisor in case of virtualization) installation.

This two steps are required to create the essential resources for a cloud service
execution:

• Compute resources.
• Memory.
• Storage.

This resources are managed by the operating system side and this is by controlling
the access to each resource using specific scheduling algorithms. Despite the fact that
these resources are used combined, the compute resources is the key element for cloud
services, whereas it controls the celerity of execution and the number of services (tasks)
that can be executed simultaneously.

To the extent of our knowledge, the computes resources scheduling algorithms (or
task scheduling algorithms) used on the majority of the operating systems (or hyper-
visors) on the cloud, were developed on the past two decades (Like the First Come First
Served algorithm FCFS) and lacks the intelligence required for such new computing
model.

5 Task Scheduling Algorithms

The key purpose of scheduling algorithms is the appropriate allocation of task or a job
to the appropriate resource [4]. While compute resources are the most significant mean
for task execution, it is the first factor that should be addressed on a high level
computing model such as cloud computing.
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The most important Compute resources scheduling algorithms are the following:

• First Come First Served algorithm: Tasks get aligned in waiting queue and which
come first get served. This algorithm is simple and fast [2, 8, 9].

• Round Robin algorithm: it was designed based on the distribution of Core Pro-
cessing Unit (CPU) time among the scheduled tasks. All tasks get on a queue list
whereas each task get a small unit of CPU time [2, 8, 9].

• Min–Min algorithm: In this algorithm, small tasks are executed first and large tasks
are delayed [2, 8, 9].

• Max-Min algorithm: It consists of the same principal of Min-Min algorithm, this
time larger tasks are executed at first [2, 8, 9].

• Priority scheduling algorithm: each task is assigned a priority index, and the task
with the highest priority is allowed to run [2, 8, 9].

These algorithms are largely used in most cloud providers’ infrastructures with
some minor changes. While these algorithms still gives an outstanding performance, on
most cases, they lack the required intelligence to adapt to cloud computing architecture
and service delivery model. From this originates several research activities to add more
intelligence to the existing algorithms and making them more effective in such inno-
vative computing model and this will be discussed by reviewing the research literature
on the next section.

6 Optimized Task Scheduling Algorithms for Cloud

In the past few years, several research activities have been conducted in order to
optimize the cloud computing infrastructure and specifically speaking about task
scheduling algorithms in the aim of enhancing the compute resources consumption.
From these studies:

Hicham et al. [2] designed an algorithm based on the original Round Robin
algorithm that calculates the time quantum (time portion that will be allocated to each
task submitted for execution) from the average burst time of all tasks on a waiting list,
hence, the algorithm produced an intermediate time quantum that will be recalculated
dynamically from tasks that are ready for execution in the queue and this is a major
enhancement that adapts the CPU resource allocation to the required jobs or tasks. The
authors used the cloud computing simulation toolkit “CloudSIM” in order to carry out
the necessary tests. The authors also proposed a second version of this Round Robin
based algorithm [4] called Smarter Round Robin that injects a new layer to the first
algorithm in order to adapt it to different situations that comes with the new delivery
model of Cloud Computing.

Kumar et al. [10] proposed a genetic based algorithm that combines the principal of
Min-Min and Max-Min scheduling algorithms in order to generate the initial popula-
tion (tasks) that will be selected for execution and then this operation will be
dynamically repeated to find the best solution (best response time). The researchers
used “CloudSIM” simulation toolkit to examinate their proposed algorithm.

Ghanbari et al. [11] introduced a priority based job scheduling algorithm which can
be applied in cloud environments. The algorithm orders the jobs (tasks) submitted for
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execution based on priority on a list, then the list is compared to a matrix of available
resources. Afterwards, the proposed algorithm select the job with the highest priority
where the computing resources are available and executed, then the job is removed
from the list and the same procedure is repeated for the rest of the jobs.

Tawfeek et al. [12] presented an Ant Colony Optimization scheduling algorithm for
cloud computing. This algorithm uses a positive feedback mechanism and imitates the
behavior of real ant colonies in nature to search for food and to connect to each other by
pheromone laid on paths travelled. The algorithm Find the optimal resource allocation
for tasks in a dynamic cloud system to minimize the make span of tasks on the entire
system. The authors used CloudSIM simulation toolkit to test their solution and
compared it to other scheduling algorithms such as First Come First Served and Round
Robin.

Lawanya Shri et al. [13] proposed a scheduling algorithm named “GPA” (gener-
alized priority algorithm). The algorithm start initially by prioritizing the tasks
according to their size (highest size -> has highest rank). Afterwards, the algorithms
execute the task with the highest rank and move down to the others.

7 Comparison of Methods and Discussions

According to Hicham et al. [4] (Fig. 3), the proposed Round Robin based algorithm
showed a great benefit in regards to the average waiting time which represents the
average time spent by each task on the waiting queue before getting to the CPU and
that is a major improvement in comparison with the simple version of the Round Robin
algorithm and also to different versions of the First Come first Served algorithm.

The authors in paper [10] demonstrated the performance of their proposed Genetic
based algorithm according to the make-spans of scheduled tasks (The time elapsed
from submission of the task until its execution). Figure 4 showed that the improved
genetic algorithms proposed by Kumar et al. gave the best outcome.

In Fig. 5, Tawfeek et al. displays a comparison between their proposed Ant Colony
based algorithm, FCFS and Round Robin algorithms in regards to the average

Fig. 3. Smarter Round Robin scheduling evaluation [4]
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make-span of scheduled tasks. Their proposed algorithms exhibits a better result than
the other algorithms.

By looking at Fig. 6 we can see how the generalized priority scheduling algorithm
(In yellow) proposed by Lawanya et al. [13] gave a notable result in comparison to the
FCFS and Shorter Job First scheduling algorithms.

By reviewing the outcomes mentioned above, we can sense that each one of the
authors is trying to add more intelligence to the existent compute resources scheduling
algorithms in order to improve its performance especially for cloud computing.

Fig. 4. Improved genetic scheduling evaluation [10]

Fig. 5. Optimized Ant Colony scheduling evaluation [12]

Fig. 6. Generalized priority scheduling evaluation [13]
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Accordingly, the optimized scheduling algorithms discussed above define the basic
characteristics of a scheduling algorithm which can be deduced on: Tasks execution
time (make-span), priority and foremost the tasks amount.

8 Conclusion

The cloud computing infrastructure is the most expensive component of this paradigm,
due to the high costs of acquiring new hardware, maintenance, electricity, cooling
systems and human resources. In this paper, the cloud computing infrastructure has
been tackled, discussed and furthermore decomposed to numerous components in order
to assess the significance of each part, thing that drove us to the most substantial one,
which is compute resources scheduling algorithms (or task scheduling algorithms).
Afterwards, several task scheduling algorithms has been analyzed based on literature in
order to raise interest of cloud computing providers and investigators about this key
factor of this revolutionary computing model.
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Abstract. In this article, we study the use of the Apache Spark solution to
improve the online search process from the Big Data flow as part of the
refinement of our new Big-Learn solution for online search, used by a learner in
an e-Learning environment. The purpose of this study is to evaluate the Spark
system in terms of fast data processing, large-scale complex analysis, and also in
terms of ease of use, execution and integration of this solution with other layers
related to the data search process and especially with the Solr Framework.
Apache Spark is considered better than Hadoop in terms of fast processing large
data, and also in the real-time analysis. It is in this context that we propose to
study the integration of the Spark solution in order to offer a technique that
better processes the massive data and thus allows to improve and organize the
results of the online search. Our solution is based on the combination of Spark
technology for massive data processing, with the Solr search platform, in
addition to the use of the Lucene engine for data indexing.

Keywords: Big Data � Online search � Spark � Hadoop � Solr

1 Introduction

The data explosion on the Internet and especially on the Web has made it difficult for
traditional search engines to find interesting relationships between objects and to
analyze and extract knowledge from the raw data generated by the Big Data phe-
nomenon [10]. This article follows our previous work on the design and implemen-
tation of an architecture model for online search in the Big Data environment used by a
learner in a context of learning or distance training, this solution is called Big-Learn
[4]. As we have presented in our previous work, it is to design a complete system that
relies on the collection of data corresponding to the user request of the online search,
and then this data is processed by the MapReduce technique of the Hadoop tool and
stored in its file system HDFS (Hadoop Distributed File System). Then, these data will
be indexed by the Lucene engine so that they can be easily queried and returned to the
user using the Solr Framework [2]. However, our solution architecture model as pre-
sented can be improved to cover a better process both in terms of data processing speed
and in terms of complex and large scale analysis. The following paragraph describes
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the use of Apache Spark in the Big Data environment by comparing the two systems:
Hadoop and Spark specialized in the processing of massive and heterogeneous data;
Sect. 3 presents the concepts and approaches of the Spark technique for processing
voluminous data and its contribution to the online search process. Then we present in
Sect. 4 the solution used, which is based on the Apache Spark tool integrated into our
Big-Learn search system, which tends to the fast processing of raw data generated by
the Big Data layer and to customization search results for better organization and
presentation of information for the user of the online search. The last paragraph pre-
sents a general conclusion outlining a series of perspectives.

2 The Use of Apache Spark in the Big Data Environment

2.1 Spark and the Big Data Phenomenon

With the arrival of the Big Data phenomenon, existing data search algorithms are no
longer able to function efficiently due to the enormous size of data to be processed [10].
Although search engines have been able to develop highly qualified skills, web pages
generated by search engines are based on search terms that require sophisticated
algorithms that can handle a large number of queries [2]. Hadoop is appeared at the
origin of the Apache Nutch, which is an open source search engine. It was in February
2006, that part of Nutch became independent and created Hadoop. And since 2010, a
new version of Hadoop began designing, called YARN (Yet Another Resource
Negotiator). YARN changed the management of Hadoop’s resources and supported a
wide range of new applications with new functionalities [9].

In 2009, the AMP Lab group at the University of California, Berkeley, started the
Apache Spark project to design a unified engine for distributed data processing. It went
on to open source as an Apache project in 2010 [11]. Spark is a Big Data processing
framework built to perform sophisticated analysis and designed for speed and ease of
use, it exceeds Hadoop in the fast processing of large data, and also in the real-time
analysis. It relies on a programming model similar to Hadoop’s MapReduce but
extends with an abstraction of data sharing called RDD (Resilient Distributed Datasets)
[8]. Using this extension, Spark can capture a wide range of processing loads that
previously needed separate engines including SQL, streaming, machine learning and
graphics processing [11].

Apache Spark has several advantages over other big data technologies like Hadoop
and Storm. First of all, Spark offers a unified and flexible framework to meet the needs
of Big Data processing for different types of data (text, image, video, etc.). Then, the
Spark system can run applications up to 100 times faster in memory on Hadoop
clusters, 10 times faster on disk [11]. Apache Spark system is composed of Spark Core
and a set of components in the form of libraries. The core consists of the distributed
execution engine and the Java, Scala, and Python APIs offer a platform for distributed
ETL application development. In addition, a set of libraries, built atop the core, allow
diverse workloads for streaming, SQL, and machine learning. Figure 1 shows the
ecosystem of Apache Spark with all their components and libraries.
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As shown in this figure, Spark allows to quickly develop applications in Java, Scala
or Python since it uses a unified API. In addition, it can be used interactively to query
data from a Shell. Finally, in addition to the main API, Apache Spark contains addi-
tional libraries to work with Big Data and Machine Learning. These libraries include:

• Spark SQL: allows to execute SQL queries;
• Spark Streaming: allows real-time processing of flow data;
• Spark MLlib: is a Learning machine library that contains all classical learning

algorithms and utilities;
• Spark Graph X: is designed for processing graphs.

Although Apache Spark is a new platform, it is constantly evolving with new
additions and it has already been adopted as a real-time processing framework in many
big companies, such as: Amazon, Yahoo, Samsung, Nokia, IBM, eBay, etc.

2.2 Spark Versus Hadoop

In this section, we present the main differences and similarities in the engines of both
platforms Spark and Hadoop in order to explain which are the best scenarios for one
platform or the other. Afterwards, we highlight the main differences according to
several criteria implemented in both platforms.

Hadoop is positioned as a technology for processing large volumes of data. It is
based on the MapReduce technique which exposes two functions called Map() and
Reduce() which operate on pairs of (key, value). The Map() function stores the pairs of
(key, value) and the Reduce() function reduces a set of pairs (key, value) that

Fig. 1. The Apache Spark ecosystem.
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correspond to a single key in one (key, value) pair. Before reducing, the Framework
run a grouping operation called shuffle [6]. Hadoop employ a resource management
system called YARN (Yet Another Resource Negotiator) and uses the MapReduce
technique to process the data. Each processing step is constituted by a phase of Map()
and a phase of Reduce(). The output data of the execution of each step must be stored
on the Distributed File System (HDFS) before the next step begins [7]. This approach is
slow because of the replication and disk storage. In addition, Hadoop solutions gen-
erally rely on clusters, which are difficult to implement and administer. They also
require the integration of several tools for the different Big Data usage cases (like
Mahout for Machine Learning and Storm for flow processing). However, Spark is
designed to cooperate with Hadoop, especially through the use of its HDFS storage
system. To resolve these disadvantages, Spark introduces an abstraction called Resi-
lient Distributed Datasets (RDD) that represents a read-only collection of partitioned
objects across a set of machines. It allows to load a data set in memory once and read
multiple times of the executor process without having to load it in each iteration as
happens with Hadoop. Not only introduces Spark an in memory storage but also it
provides a complete set of programming primitives allowing users to implement much
more complex distributed applications than those implemented in the classic MapRe-
duce. It allows to implement several distributed models like MapReduce, SQL like or
even Pregel [10].

Spark enables the development of complex, multi-step data processing pipelines
and data sharing in memory so that multiple jobs can work on the same dataset. Spark
runs on HDFS infrastructures and offers additional features. Instead of seeing Spark as
a replacement for Hadoop, it is more correct to say that it is an alternative to the
MapReduce. Spark was not intended to replace Hadoop but to provide a complete and
unified solution for Big Data processing. Table 1 outlines the major points of difference
and improvement between the use of Hadoop and Spark.

As shown in this comparative table, the big difference between Hadoop and Spark
is that Hadoop processes the data on the disk while Spark processes them in memory
and tries to minimize disk usage. In this way, it achieves an increase in performance
especially for applications that perform many iterative calculations on the same data.

Both Apache Spark and Hadoop MapReduce are popular frameworks today for
cluster management and processing and analyzing big data. Both of them provides an
abstraction level that directs the focus towards solving the real problem and lets the
framework handle the low-level implementation details. The key difference is that
Spark is a more general framework with a flexible pipeline of execution due to its DAG
based execution engine where as MapReduce requires the problem to be reformed so it
fits into the Map and Reduce paradigm [1].

Indeed, the choice between Apache Spark and MapReduce should not entirely land
in the performance measured. Some thought should be given if the problem fits the
MapReduce paradigm, if not then maybe Apache Spark can be the choice due to its
flexibility with its execution engine and use of resilient distributed datasets.
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3 Towards a Fast and Real-Time Processing of Massive Data
Using Spark

3.1 How Spark Processes the Massive Data

Apache Spark is another increasingly popular alternative to replacing MapReduce with
a more efficient execution engine, but still uses Hadoop HDFS as a storage system for
large datasets. Spark brings improvements to MapReduce through less expensive

Table 1. The differences between Hadoop and Spark.

Hadoop Spark

Data
processing

Processes the data on the disk Processes the data in memory and tries
to minimize disk usage

Data analysis For static data operations and
applications that do not need direct
results

Allows real-time data analysis and
processing of multiple transactions

Data storage HDFS HDFS
Memory
usage

Minimal, since it processes the data
directly on the disk

Needs a lot of memory to cache the
data

Infrastructure Uses medium resources Needs more resources and an
expensive infrastructure to function
properly

Performance Less efficient, Performance is
relatively poor when compared with
Spark

In-memory performance

Security Is more secure and has many security
projects like Knox Gateway and
Sentry

Can use Kerberos authentication,
HDFS file permissions and encryption
between nodes

Extensions None, it needs additional platforms Several modules for flow processing,
SQL query, Machine Learning and
graphic processing

Ease of use Not easy to code and use Provides a good API and is easy to
code and use

Iterative
processing

Every MapReduce job writes the data
to the disk and the next iteration reads
from the disk

Caches data in-memory

Fault
tolerance

Its achieved by replicating the data in
HDFS

Spark achieves fault tolerance by
resilient distributed dataset
(RDD) lineage

Runtime
architecture

Every Mapper and Reducer runs in a
separate JVM

Tasks are run in a preallocated
executor JVM

Operations Map() and Reduce() Map(), Reduce(), Join(), Cogroup(),
and many more

Execution
model

Batch Batch, Interactive, and Streaming
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Shuffle steps. Also, using memory storage and real-time processing, performance can
be faster than other Big Data technologies. Spark maintains the intermediate results in
memory rather than on disk, which is very useful especially when it is necessary to
work several times on the same dataset. The runtime is designed to work both in
memory and on disk. Operators run external operations when the data does not fit in
memory, this allows larger datasets to be processed than the aggregated memory of a
cluster. Spark tries to store as much memory as possible before switching to disk.
Indeed, it allows to work with one part of the data in memory, another one on disk. It is
necessary to review its data and use cases to assess its memory requirements, as Spark
can offer significant performance benefits based on the work done in memory [11].

Spark was normally designed to work with static data through its Resilient Dis-
tributed Datasets (RDD). Spark uses batch program to deal with streams. This tech-
nique divides incoming data and processes small parts one at a time. The main
advantage of this approach is that the structure chosen by Spark, called DStream, is a
simple queue of RDDs. This technique allows users to switch between streaming and
batch as both have the same API. Unlike Hadoop MapReduce, Spark has support for
data re-utilization and iterations. Spark stores data in memory through iterations via
explicit caching. However, Spark perform its executions as acyclic graph plans, which
implies that it needs to schedule and run the same set of instructions in each iteration
[5]. The following Fig. 2 present a comparative technique of Apache Spark and
Hadoop’s implementation of the MapReduce programming model. The performance
analysis involves processing data to give an indication on how the fundamental dif-
ferences between MapReduce and Spark differentiates the two framework in terms of
performance when processing massive data.

As described in the figure, Spark performs operations in memory by copying the
data from the distributed storage to RAM which is much faster. As a result, the
Read/Write operation time is reduced. However, at the Hadoop-MapReduce the

Fig. 2. Processing data by Spark and Hadoop.
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process tends to be slow because each MapReduce operation stores the data on the
disk. Consequently, multiple requests on the same dataset read data separately and
create a lot of Read/Write operations on the disk. In addition to Spark’s main APIs, the
ecosystem contains additional libraries to work with Big Data and Learning machines.
Table 2 shows all of these libraries with their descriptions.

In addition to the libraries shown in Table 2, Spark allows other features that
include:

• More Features other than Map() and Reduce() functions;
• The optimization of graphs of arbitrary operators;
• The lazy evaluation of queries, which helps to optimize the overall processing

workflow;
• A concise and consistent APIs in Scala, Java and Python;
• An interactive Shell for Scala and Python (that is not yet available in Java).

Apache Spark is written in Scala language and runs on the JVM (Java Virtual
Machine). The currently supported languages for application development are: Scala,
Java, Python, Clojure and R.

3.2 Towards a Fast, Real-Time Processing Model for Online Search

With its data processing technology, Spark is able to cache data in memory using its
resilient distributed data set (RDD) concept. These properties allow Spark to be faster
for iterative algorithms because it avoids the use of the disk. A RDD is defined as a

Table 2. Spark framework libraries.

Description

Spark
Streaming

It can be used for real-time data flow processing. It is based on a “micro
batch” processing mode and uses DStream real-time data, i.e. a series of
Resilient Distributed Dataset (RDD)

Spark SQL It allows to expose Spark datasets via JDBC API and to execute SQL queries
using traditional Bl and visualization tools. Spark SQL allows also to extract,
transform and load data in different formats (JSON, Parquet, database) and
expose them for ad-hoc queries

Spark
MLLIB

It is a Machine Learning library that contains all the
classical learning algorithms and utilities, such as classification, regression,
clustering, collaborative filtering, dimension reduction, in addition to the
underlying optimization primitives

Spark
GraphX

It is the new API (in alpha version) for graph
processing and parallelization of graphs. GraphX extends Spark’s RDDs by
introducing the Resilient Distributed Dataset Graph, an oriented multi-graph
with properties attached to nodes and edges. To support these processes,
GraphX exposes a set of basic operators, as well as an optimized variant of the
Pregel API. In addition, GraphX includes an evergrowing collection of
algorithms and builders to simplify graph analysis tasks
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collection of records that can only be created from a stable storage or through trans-
formation from other RDD’s. The other features of an RDD is that it’s a read-only after
its creation and partitioned. In Apache Spark the programmer can access and create
RDD’s through the in-built language API either in Scala or Java. Indeed, the pro-
grammer can choose to either create the RDD from storage, a file or several files that is
stored in any of the supported storage options like the HDFS. The other option is to
create a RDD through transformations such as map and filter, their primary use is often
to create new RDD’s from already existing RDD’s [1].

Therefore, in our architecture model for the online search process, the Spark system
will be able to replace the conventional data collection and data mining layer with its
distributed and real-time data processing technique and thus improve the operation of
the massive data processing. Figure 3 shows the architecture model of the online search
solution in the Big Data environment by integrating the Apache Spark system.

As shown in this figure, the user accesses the online search page via the Web
browser to initiate his query. The search engine intercepts the user’s request and starts
searching the data on the Internet based on the entered keywords. In this context, the
Spark system will intercept the collected data and process it at the same time it is stored
in memory, without transmitting it to another engine as required by the previous Big
Data processing systems like Hadoop’s MapReduce technique. The collected data is

Fig. 3. Online search model using Spark in Big Data environment.
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referenced and indexed before presenting it to the user on the results page. The ana-
lyzed data includes all raw data from the Internet such as: websites, social networks,
user-generated data and other external data sources than web data.

4 Using a Spark-Based System to Improve the Online Search
Process

4.1 The Integration of Apache Spark into the Big-Learn System

The Big-Learn system for online search in Big Data environment, as already presented
in our previous work [2] intercepts data from the Big Data layer via the Hadoop system
which stores them in its HDFS storage system after their processing through its
MapReduce technique. Thus, the data is loaded and transformed during the Map()
phase, and then combined and saved during the Reduce() phase to write the Lucene
index. The Lucene layer reads the data stored in HDFS, and stores it using Lucene
Scheme, which in turn records the data as Lucene document in an index. Once all files
are indexed to the Lucene layer, their queries are possible via the Solr layer. However,
based on our assessment of both Spark and Hadoop solutions with respect to mass data
processing, it is now essential to see Spark as a replacement for the Hadoop-MapReduce
technique in the processing of raw data generated by the Big Data layer. Figure 4 shows
the new architecture of the Big-Learn system after integrating Apache Spark system.

As shown in this figure of the new architecture, data coming from the Big Data will
be intercepted and processed by the Apache Spark system this time and will always use
the HDFS system for storing processed data. These data will be indexed at the Lucene
layer so that they can be interrogated via the Solr interface.

Fig. 4. Integrating Apache Spark in the Big-Learn system.
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4.2 Results and Discussion

Our study consists of the performance analysis between Apache Spark and MapReduce
and how they can be applied for processing massive data and integrated with our
Big-Learn Solution. Indeed, Both Spark and MapReduce are giants in the open-source
big-data analytic world. At first glance we have the old and refined MapReduce
framework that has many implementations in different languages, but on the other side
we have a new but very promising framework Apache Spark that has one imple-
mentation but can be executed almost everywhere and can be seen as more flexible in
that approach.

One of Apache Spark’s key advantages is its ability and flexibility in working with
all types and formats of unstructured data coming from different data sources such as
text or CSV to well-structured data such as relational database. On the other hand,
Apache Solr is a fast search platform built on top of Apache Lucene.

The combination of Apache Spark and Solr allows to easily explore a lot of data,
and then provide the results quickly via a flexible search interface. Using this com-
bination of open-source frameworks in a distributed environment is proven in this
paper as a feasible approach to improve the online search process using large data sets.

5 Conclusion and Future Work

In this article, we have seen how the Apache Spark Framework, with its standard API,
helps us in processing and analyzing data. We have seen also how Spark positions itself
in relation to traditional MapReduce implementations like Apache Hadoop. Spark
relies on the same file storage system as Hadoop, so it is possible to use Spark and
Hadoop together in case applications have already been made with Hadoop. Spark can
also combine other types of processing via its libraries such as Spark SQL, Spark
Machine Learning and Spark Streaming. Thanks to its different modes of integration
and adapters, Spark also allows interfacing with other technologies like Java, Scala,
Python, etc.

As a perspective of this work, we will implement the scenario of using online
search with this new architecture model of the Big-Learn solution. Then, in a second
step, we will study the degree of integration and participation of our solution to
improve learning and scientific research for students and which will take as case study
students from Abdelmalek Essaadi University [3].
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Abstract. Every year, several thousand students in Morocco participate in
practical laboratory activities of science and technology in order to acquire new
skills and verify equations already presented in the theoretical courses. In recent
years, these practical activities have, unfortunately, been interrupted because of
the problems of overstaffing of students in the faculties of science in Morocco.
In order to remedy this situation and allow our students to stay in touch with the
world of experience, we proposed the Experes project in the Erasmus+ frame-
work to all Moroccan universities. This initiative is coordinated by the
University of Murcia (Spain) and the Abdelmalek Essaâdi University (Morocco)
with the involvement of all Moroccan universities, the ministry and European
partners. In this paper we described the approach and the current results of the
Experes project. This paper is presented according to six sections. The first gives
an introduction to the work that has been done. The second section presents the
Erasmus+ project Experes. The third part of the paper describes the method-
ology followed for the Experes project development. The fourth section is
technical and in which we define the tools used and the output programmed
applications of the project. The fifth part revolves around the testing phase of the
applications produced by the Experes project. Finally, we conclude this article
with a conclusion.

Keywords: E-learning � Labs platform � Experes Erasmus+ project

1 Introduction

Over the past decade, educational technologies have grown considerably, particularly in
developing countries, thanks to the solutions they offer in the face of the many situations
and constraints of modern educational systems: a sharp increase in the number of
students, Human resources, low staffing rate, high capacity utilization rate, costly
instrumentation, dilapidated and insufficient existing equipment, etc. These new tech-
nologies also offer the possibility of introducing new learning methodologies that are
more flexible, adaptable to learners [1], exploiting the interactive features of innovative
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techno-teaching devices, and allowing, among other things, collaborative work through
more networks And the abundance of educational resources available on the net.

While the supply of e-learning sites in the field of theoretical education is
increasing, especially when it comes to courses and exercises, the availability of sci-
entific experiments and practical work remains rather limited [2], and Despite the
developments in ICST. At the level of universities in the Maghreb, these e-TP
e-tutorials are still in their embryonic stage, even if their implementation would enable
learners to realize or follow experiments at a distance with less space constraints And
on the other hand, to manage and optimize their learning.

In this context that the Erasmus+ project on ICTE (Information and Communica-
tion Technologies for Education) applied to scientific experiments - EXPERES has
been proposed to the supervising Ministry and to all Moroccan universities. This
project will allow the setting up of a virtual laboratory through a platform of practical
work remotely [3]. These e-TPs will be proposed as part of pedagogical activities
leading to a strengthening of science and technology education and to enhancing the
quality of learners’ knowledge in Moroccan universities.

To achieve this objective of learning practical instruction, the implementation of
simulated practical exercises online will give students the opportunity to repeat the
experiment as many times as they want, at any time and any place [4]. In addition to
this flexibility, students will also have the advantage of communicating interactively
with tutors who will be trained in parallel to answer their questions and the possible
needs for formative evaluations on the educational platform to be developed and put
online as part of this project. As a first step, we were interested in developing a virtual
practical work platform dedicated solely to the physics and engineering sciences.

2 The Erasmus+ Project EXPERES

The Erasmus+ project on ICTE applied to scientific experiments - EXPERES was thus
approved and supported by the Ministry of Education and all the Moroccan universities
which were involved in the elaboration of the digital contents of dedicated e-labs in the
sciences of physics and engineering. The coordination of this project was entrusted to
the University of Murcia (Spain) in collaboration with Abdelmalek Essaadi University
of Téouan (Morocco). Knowing that the Moroccan universities, members of this
project, are: Ibn Toufail University of Kénitra, Ibn Zohr University of Agadir, Cadi
Ayyad University of Marrakech, Sidi Mohammed Ben Adellah University of Fès,
Hassan II University of Settat, Hassan I University of Casablanca, Sultan Moulay
Sliman University of Beni Mellal, Moulay Ismail University of Meknes, Mohamed I
Universityof Oujda, and Chouaib Doukkali University of EL Jadida. The other
European partners of the project: University of Bologne, University of Vigo, KTH
Institute of Stokholme, University of Léon and Erasmus Expertise Agency in France,
have been selected for their experience in order to ensure quality training in e-learning
and meet international standards. In the next section, we will describe the different
elements on which was based the Experes methodological approach implementation.
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3 Project Methodology

The methodological approach adopted to achieve the Experes expected results is based
on a range of activities and actions of preparation, development and management
throughout the project duration of three years. The implementation of this approach
was based on 5 steps that are detailed in the following.

3.1 Study and Analysis

A careful analysis of the state of the premises with the Moroccan universities partners
of the project was the first step. To this end, on the one hand, a summary census was
carried out. It concerned both the level of scientific equipment and available human
resources, but also, it listed the various constraints and specificities that could be linked
to the implementation of e-Labs. On the other hand, an analysis of the technologies
available and used within the universities has been carried out in order to better
optimize the choice of the appropriate IT tools, hardware and software, which will be
used in the e-Labs development phase.

An adequate survey targeting the e-TP experiments and meeting the specifications
of the project was then initiated. In particular, it was necessary to define the type of
structure capable of offering to the greatest number of students all the resources that
would be available: digital documents, software tools, methodological guides, exper-
imental protocols, etc.

A first assessment was then made on the basis of the answers provided by the
partners. The analysis of these results made it possible to determine the practical
content most appropriate for physics e-labs to integrate in the program of the license
degree. The different activities of this stage constitute the first work package of the
project. A total of 12 practical manipulations have been proposed. They are divided
into four disciplinary fields, namely mechanics, electricity, optics and thermodynamics.
These are mainly the same physics labs delivered in face-to-face semesters S1 to S4 in
institutions of higher education in Morocco. These are precisely the following
manipulations: Static and dynamic study of a spring, Simple pendulum, Conservation
of mechanical energy, Measurement of resistances, Wheatstone Bridge, Cathodic
oscilloscope, Prism, Lensometer, Diopter, Measurement of the gamma adiabatic
coefficient of a gas, Calorimetry, and Thermal machines.

3.2 Conceptualization and Scripting

The second stage of this work involved the preparation of the conceptualization and
scripting sheets for the 12 labs cited above. This work was distributed among the
Moroccan universities with the support of the European universities partners of the
project. Each Moroccan university has been in charge of the preparation of a TP in one
of the four pre-defined themes. After several working meetings of the thematic teams
and coordination between the partner universities of the project, several points were
raised and defined more precisely, such as:
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• Objectives definition;
• Labs contents (theory, simulation, audiovisuals, etc.);
• Prerequisites, target audience, keywords, etc.;
• Resources organization;
• Envisaged evaluation methods;
• Labs conduct.

Another issue raised and discussed by the various partners was the design of the
overall system to be put in place at the end of the project. This concerns both the
pedagogical aspect and the aspects related to the instrumentation and the tools and
products needed to carry out these e-labs.

Design scenarios for these e-TPs have been developed. The evaluation of the
relevance of the various actions and the acquisition of knowledge by the students
should be considered in order to provide answers to any particular situation.

3.3 Project Team Qualification

The third stage of this project will be devoted to the qualification of teachers and
technician personnel in the field of educational platforms management and e-labs
programming. This type of training, conceived in collaboration with the European
partners, was conceived in order to meet the expectations of the Moroccan universities.
More specifically:

• Teacher training in the European partner institutions in order to acquire a good
knowledge of the pedagogical methods used in e-learning, scripting, interactive
multimedia developing, and tutoring and self-evaluation. This training will enable
teachers to access information and skills that will enable them to effectively manage
the e-TP that they will be responsible for;

• Training of media technicians and designers (basic techniques of multimedia and
internet for e-learning and e-labs), in addition to training for administrators, ani-
mators and managers (e-learning device exploitation, organization modes, etc.).

3.4 Applications Labs Implementation

The fourth phase of the project consists of the implementation and implementation of
online applications, with:

• Installation of equipment, software and organizational methods. It consists in the
implementation and adaptation of a platform within the Moroccan universities
allowing the assimilation of these methods of organization,

• Transfer and adaptation of existing distance learning courses to European partners
and the development of new content, which will enable them to complement their
offer.

Testing of e-TP by a sample of teachers to ensure proper design of the platform and
evaluate the developed interface.
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3.5 Project Activities Management

Finally, for this last step, a management, monitoring and evaluation strategy has also
been defined. Indicators of progress of each activity carried out were introduced to
measure over time the rate of achievement and the quality of each result, taking into
account the assumptions and associated risks highlighted.

4 Labs Applications Development

4.1 Easy JavaScript Simulations Tool

Easy Java or JavaScript Simulations is a modeling and editing-creation tool that is
specifically dedicated to the creation of discrete computer simulations to study and
analyze a wide variety of phenomena ranging from the simplest to the most complex.
These computer simulations as shown in the next figure are used to obtain numerical
data from our models as a function of the progression in time and to show this data in a
way that the human being can understand them.

EjsS has been designed to enable their users to work at a high conceptual level to
focus most of their time on the scientific aspects of our simulation and to ask the
computer to automatically perform all the necessary tasks but which are easily auto-
mated. Each tool, including EjsS, has a learning curve. Modeling is a science and an
art. Easy Java/JavaScript Simulations is a tool that allows their users to express your
knowledge of science by facilitating the necessary techniques of art, and by providing
you with simple access to many examples of modeling created by other authors
(Fig. 1).

Easy Java Simulations is a modeling and authoring tool expressly devoted to this
task. It has been designed to let its user work at a high conceptual level, using a set of
simplified tools, and concentrating most of his/her time on the scientific aspects of our

Fig. 1. An example of Ejs computer simulations
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simulation, asking the computer to automatically perform all the other necessary but
easily automated tasks.

Nevertheless, the final result, which is automatically generated by EJS from your
description, can, in terms of efficiency and sophistication, be taken as the creation of a
professional programmer.

In particular, EJS creates Java applications that are platform independent, or applets
that can be visualized using any Web browser (and therefore distributed through the
Internet), which read data across the net, and which can be controlled using scripts from
within web pages.

There exist many programs that can be used to create Experes labs applications.
What makes EJS different from most other products is that EJS is not designed to make
life easier for professional programmers, but has been conceived by science teachers,
for science teachers and students. That is, for people who are more interested in the
content of the simulation, the simulated phenomenon itself, and much less in the
technical aspects needed to build the simulation, and through this special feature, users
of the Experes platform, Moroccan science teachers and students, without having
advanced computer skills, will have the access to develop their own practical novel lab
applications, so we guarantee the richness and durability of the Experes project
services.

4.2 Applications Labs Experimentations

The main objective of the Experes project is the development of a digital interactive
learning environment by creating a virtual laboratory offering License students in
particular free access to practical activities without space and time constraints.
12 physics manipulations were then conceptualized, scripted and programmed by the
12 public Moroccan universities, supported by the supervisory Ministry and 6 Euro-
pean university institutions involved in the project.

The 12 manipulations of physics that covering the themes of optics, mechanics,
electricity and thermodynamics, and they have been selected to perform the Experess
labs applications are:

• Conservation of mechanical energy;
• Static and dynamic study of the spring;
• Single pendulum;
• Electrical resistances measurement;
• Wheatstone bridge;
• Cathodic oscilloscope;
• Prism;
• Diopter;
• Lensometer;
• Thermal machines;
• Gamma coefficient measurements;
• Calorimetry.
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4.3 Applications Labs Package

All the labs applications have been programmed by EjsS modeling tool except the
practical work of cathodic oscilloscope which has been programmed by HTML5
language. The results of the 12 applications labs are available at the universities web
sites and among their results can be presented as follows:

• Conservation of mechanical energy

The programmed practical work on the conservation of mechanical energy is
composed of two main environments: energy study of the vertical fall of a body
environment: free fall and fall in a fluid, and energy study of an oscillating system
environment: mass on spring (Fig. 2).

The student launches the manipulation by clicking the play button and observes the
evolution of the kinetic energies EC, potential EP and total E = EC + EP (Fig. 3).

After several manipulations, the student must select the correct answer (s) to the
proposed questions in the application of this manipulation (Fig. 4).

• Cathodic oscilloscope

The objective of this application lab is to familiarize the students with the basic
functions of the oscilloscope as in the reality, through measurements of continuous
tension voltages, characteristics of alternating voltages and phase shift (Fig. 5).

As shown in the figure below, several activities are proposed in this lab framework
which simulates the different characteristics and possibilities of the oscilloscope.

Fig. 2. Simulation of the vertical fall of a body experimentation

Fig. 3. Vertical fall of a body control panel interactive interface
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Fig. 4. Graphic presentation of student manipulations

Fig. 5. Cathodic oscilloscope experimentation interactive interface

Fig. 6. Wheatstone bridge experimentation graphic
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• Wheatstone bridge

The Wheatstone bridge lab is a manipulation used to measure unknown resistances.
This application lab environment consists of four resistors (two known R1, R2, Rv
variable and an Rx to be determined) and a galvanometer (Fig. 6).

It will, in the particular case of equilibrium, determine the value of the resistance
Rx to be measured.

5 Publication and Evaluation

The phase of the testing of the labs applications is an important step for the final
shaping of the labs and for the development of the Experes platform. Each Moroccan
university participating in the Experes project has made the access available and public
to the 12 developed applications labs for their students and teachers, also they have
given them the opportunity to evaluate the applications labs environment pedagogically
and technically.

At least, in each Moroccan Experes partner university, a group of 25 students,
enrolled in undergraduate studies, under the supervision of their physics’ teachers, have
the opportunity to realize the different experimentations of the 12 labs applications. As
approved by the Experes consortium, two questionnaires tests was adopted to evaluate
the application lab experimentations, the first one for the teachers and the second one
for the students.

The results of this project phase will be especially presented and discussed in a
future work and will provide a detailed description of all the procedure of publication
and evaluation of the Experes Labs.

6 Conclusion

In this work we presented the EXPERES project set up within the framework of
Erasmus+ in Morocco. This project aims at the design and the on-line launching of
virtual practical works of physics at the undergraduate university level. In our future
work, we will present and discuss in detail the result of the survey carried out at the
level of Moroccan universities on the situation of practical work of physique. We also
plan to discuss the models of the conceptualization and script sheets as well as the
simulation program that allowed the various activities to be carried out.

Acknowledgments. Our thanks to the European Commission for the Experes project financing.
Our thanks are also devoted to all the Experes project participants and collaborators for their
contribution and involvement.
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Abstract. The work presented in this paper is part of a global approach pro-
viding answers to solve the problems encountered by the Moroccan education
system [2], especially in the primary school, as well as eradicating illiteracy. The
article deals with the choice of the most suitable and efficient pedagogical reading
skills method for young and illiterate public. The paper presents several peda-
gogical methods and focuses on their four most important (Phonics Method,
Global Method, Mixed Method and Montessori Method). In order to choose the
right reading teaching method, the paper proposes a study of a theoretical
approach, based on the application of the decision making method AHP (Ana-
lytical Hierarchy Process) one of the MCDM/A methods (Multi-criteria
decision-making and analysis methods).

The methodological context is based on an identification and representation of
the most appropriate criteria and sub-criteria for the four pedagogical methods
studied in order to rank them. Complementary research is in progress by the
authors completes the work presented here, which focuses on other learning
(calculation, comprehension, written and oral expression), including the inte-
gration of ICT (Information and communications technology) and multimedia.

An illustration of the application of this framework is also presented here.

Keywords: Education � Pedagogy � Primary school � Reading methods
Phonics Method � Global Method
Combination of phonics and whole language method � Mixed Method
Montessori Method � AHP � ICT � MCDM/A

1 Introduction

Education reduces poverty, increases employment opportunities and promotes eco-
nomic prosperity. It offers everyone the chance to live a healthy life, builds democracy
on a solid foundation, strengthens the autonomy of people and changes attitudes for a
better and protected environment. On the other hand, the uneducated children of today
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will be the illiterate adults of tomorrow. However, the World Monitoring Report on
Education [22] shows that 81 per cent of pupils at the beginning of the primary cycle
do not reach the minimum level in reading skills. Several international reports [21, 22]
and rankings focus on the alarming situation of the Moroccan educational system and
the worrying level of illiterate people in Morocco.

The work presented in this article is part of a global approach to help improve the
Moroccan educational system (and even elsewhere) on the basis of scientific and
pedagogical methods to provide concrete and effective solutions to improve learning
skills in primary and for an illiterate population.

The article is structured around a section that presents the problem of primary
education and recalls the pedagogical most used reading learning methods [13]. It then
puts in application one of the MCDM/A methods of decision making, namely the AHP
method.

This method is explained according to a search for classification of the 4 major
methods used for learning to read (Syllabic, Global, Mixed and Montessori). This
implementation begins by specifying the criteria and sub-criteria that relate to the
learning of reading by a young or illiterate public. It continues with the treatment
followed to arrive at an outcome that makes it possible to choose the most appropriate
and efficient method of teaching. These analyzes are the result of some evaluations
carried out at the primary level, nationally and internationally, in order to gauge the
acquisition of basic skills in Reading and Mathematics. However, the application of the
theoretical approach illustrated by this article will allow to frame and formulate a
project of its experimentation in a school environment and also with the associations
working in literacy.

2 Presentation of the Learning Context

2.1 Problematic

In many countries, mainly in Africa, the majority of pupils reach the end of primary
school without achieving the most basic goals in reading, writing and arithmetic [6].

According to the report by the UNESCO [20] “… recent analyzes show that, in 21
out of 85 countries for which all the data are available, less than the half of the children
learn only the basics. Seventeen are located in sub-Saharan Africa; the others are India,
Mauritania, Morocco and Pakistan …”.

This makes Morocco ranked among the 21 worst education systems in the world
[20], and shows that our country is experiencing a major crisis in its primary learning
system.

According to the Human Development Index (HDI) [5], Morocco is ranked in the
bottom ranks [4]; 124th (out of 177) and the 11th among the 14 Arab countries.
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2.2 Methods Used in Developing Reading Skills in the World

This article focuses on the development of the reading skills that is part of the process
research of authors’ work to make their contribution to the improvement of learning
especially for the primary cycle.

The authors’ investigations in the literature [1, 5, 10, 11, 13, 14], have revealed
several pedagogical methods used in the development of the reading skills: The Syl-
labic, the Whole language, the combination of Phonics and Whole Language, the
Montessori, the phonics, the Boscher, the natural, the Ideo-Visual, the interactive, the
Borel-Maisonny phonetic and gestural, the phonomimic method, the Alphas method,
the Jean-qui-rit method, the Bordesoules.

For the learning of reading, two opposite major theoretical currents stand out: the
first one use a synthetic method which privileges an ascending approach going from the
visual decoding to the production of meaning; the second is based on an analytical
method which favors reasoning in a downward flow of information where the prior
knowledge of the subject predominates [13].

The work presented here focuses on four main methods: syllabic and global
methods (first current), mixed and Montessori methods (second current). The afore-
mentioned methods constitute variants of the four.

3 Application of MCDM/A Methods for the Choice
of the Appropriate Learning Method

The multi-criteria decision-making (MCDM) domain is divided into two sub-domains,
Multi-Attribute Decision Making (MADM) and Multi-Objective Decision Making
(MODM):

• MADM: selection of the best alternative in a finite set and predetermined set of
alternatives [15];

• MODM: Selection of the best action in a continuous or discrete decision space [3].
The Multi-objective optimization is a branch of MODM [17].

Multi-criteria Methods: There are 3 families of approach to adopt. These
approaches can be categorized in terms of aggregation, depending on how to aggregate
judgments:

• Complete aggregation: a single criterion is distinguished on the basis of n starting
criteria. The judgments are transitive (a > b, b > c therefore a > c).

• Partial aggregation: the output is an upgrade of the inputs. In this case there is
incomparability between the criteria because they are from different origin.

• Local aggregation: the output is finding a better solution than the existing one.

The methodological framework for decision-making based on an MCDM method,
in order to make a relevant choice among the four pedagogical methods studied,
involves a representation and an identification of the criteria and sub-criteria. For this,
we use here the Analytic Hierarchy Process method (AHP), which is part of the
complete aggregation family.
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3.1 General Presentation of the AHP Method

Created by Professor Thomas Saaty [18, 19], AHP is a multicriteria decision-making
method that allows us to take into consideration several criteria in order to make the
best decision.

When several criteria are considered, decision-making becomes critical. AHP helps
in this process by hierarchically structuring the selection criteria. It is one of the
strongest and the most used methods in the context of multi-criteria analysis.

This analysis makes it possible to formulate a conception, justification and trans-
formation of preferences during the decision-making process.

The steps to be followed are:

• Development of an hierarchical structuring of the problem;
• Construction of a matrix of judgment;
• Determining a priority vector containing the weights of criteria;
• Study of the consistency of the matrix of judgment;
• Comparative study of alternatives to choose the best one.

Steps of an AHP analysis:
This section is dedicated to the study of the case on which the decision making method
AHP has been applied for the choice of the pedagogical method most appropriate to the
development of reading skills. Each pedagogical method uses more or less strongly a
criterion than the other (to a certain degree).

The hierarchy of criteria reveals 3 major classes that describe how the child per-
ceives the information presented to him, the ways in which he can reinforce his
learning and the energy he must put into it:

• The «sensory organ» used by the child to acquire learning: vision (visual), hearing
(auditory) and/or touch (Kinesthetic).

• The «acquisition mode» that allows him to consolidate his learning: repetition,
intuition and/or understanding.

• The “energy” necessary to his learning: the flow (intensity or speed) and the effort
(force) provided.

Figure 1 presents the hierarchy of criteria and sub-criteria [7] used to evaluate the
pedagogical methods using the AHP method.

Sensory organ: this criterion has 3 sub-criteria:

• Visual: photographic memorization of the forms of words and/or sentences,
• Auditory: phonic correspondence following a logical progression of the letters’

decryption,
• Kinesthetic: gestural mechanics that allows the child to feel what he reads to better

remember.

Acquisition mode: this criterion includes 3 sub-criteria:

• Repetition: a training session during which the child repeats the same letters or
repeats the same gestures,
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• Understanding: the child has a mental representation attached to the word he is
about to read,

• Intuition: in the context where there is emission of hypothesis or dependency of the
context.

Energy: this criterion incorporates 2 sub-criteria:

• Flow (speed or intensity) of learning,
• Mental and physical effort provided by the child to assimilate the presented text.

Development of the Architecture of the AHP Method. Using the AHP method [8, 9]
will allow us to determine, for each pedagogical method, the weight of use of the
criteria and sub-criteria.

The step following the development of our architecture enables to construct the
judgment matrix. For this we need to set the preference table that the Expert will use to
define his preferences for each pair of criteria and sub-criteria.

These preferences expressed verbally or qualitatively will be numerically quantified
according to the grid illustrated in Table 1. This is the fundamental scale of absolute
value proposed by Professor Saaty [19].

Fig. 1. Hierarchy of criteria and sub-criteria, using the AHP method, for evaluating a reading
pedagogical method
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Construction of the Judgment Matrix. We present in this section the initial judg-
ment matrices of the main criteria of the four selected pedagogical methods: the Syl-
labic, the global, the mixed and the Montessori.

All the data presented below are taken from the literature according to the results of
experts of the different pedagogical methods [5, 10, 13].

The judgments are expressed according to wi/wj ratio which indicates the impor-
tance of the attribute ‘i’ with respect to ‘j’.

A ¼

c11 c12 � � � � � � c1n

c21 c22 � � � � � � � � �
� � � � � � . .

. � � � � � �
� � � � � � � � � . .

. � � �
cn1 � � � � � � � � � cnn

0
BBBBB@

1
CCCCCA

¼ cij
� �

1� i;j� n ð1Þ

The judgment matrix is a square matrix whose weights are w1, w2, … The weights
of the attributes are measured according to:

cij ¼ wi

wj
8 i; j ¼ 1; . . .; n ð2Þ

Where: cij ¼ 1 8 j ¼ i and cij ¼ 1=cji8 i; j
The Tables 2, 3, 4 and 5 respectively present the judgment matrices including the

calculation of the weights of the three criteria for the Syllabic, Global, Mixed and
Montessori methods.

Let note that the syllabic method favors the 2nd criterion “Acquisition mode” with
a weight of 0.723; the Global method privileges the 2nd and 3rd criterion with a weight
of 0.428; and the Mixed and the Montessori methods put on the same pedestal the 1st
and 3rd criterion with a weight equal to 0.428.

Table 1. The fundamental scale of absolute value

Digital
scale

Reciprocal Linguistic scale

1 1 The 2 criteria are equivalent
2 1/2 The first criterion is almost equivalent to the second criterion
3 1/3 The first criterion is slightly important that the second criterion
4 1/4 The first criterion is moderately important than the second criterion
5 1/5 The 1st criterion is generally more important than the 2nd criterion
6 1/6 The first criterion is more important than the second criterion
7 1/7 The first criterion is much more important than the second criterion
8 1/8 The first criterion is extremely more important than the second

criterion
9 1/9 The first criterion is infinitely more important than the second

criterion
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The following tables (Tables 2, 3, 4, and 5) represent the judgment matrices of the
criteria according to preferences of each expert of the four pedagogical methods.1

This matrix points out the fact that the 2nd criterion is infinitely more important
than the 1st or 3rd criteria.

Determination of the Priority Vector. A normalized comparison matrix, such that
the sum of the columns is equal to 1, is established in order to determine the relative
weight of each criterion.

Table 2. The 1st degree judgment matrix of criteria for the Syllabic method

Criterion/Criterion Sensory organ Acquisition mode Energy W

Sensory organ 1 1/5 3 0.193
Acquisition mode 5 1 7 0.723
Energy 1/3 1/7 1 0.083

Table 3. The 1st degree judgment matrix of criteria for the Global method

Criterion/Criterion Sensory organ Acquisition mode Energy W

Sensory organ 1 1/3 1/3 0.143
Acquisition mode 3 1 1 0.428
Energy 3 1 1 0.428

Table 4. The 1st degree judgment matrix of criteria for the mixed method

Criterion Sensory organ Acquisition mode Energy W

Sensory organ 1 3 1 0.428
Acquisition mode 1/3 1 1/3 0.143
Energy 1 3 1 0.428

Table 5. The 1st degree judgment matrix of criteria for the Montessori method

Criterion Sensory organ Acquisition mode Energy W

Sensory organ 1 1 4 0.458
Acquisition mode 1 1 3 0.416
Energy ¼ 1/3 1 0.126

1 The data used are derived from a literature investigation on the basis of coherence.
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The weights of the attributes are measured with respect to each other according to
the Eq. (3).

w ¼

w1

w2

. .
.

. .
.

wn

0
BBBBB@

1
CCCCCA

ð3Þ

By using the above equations, the weights of the sub-criteria are calculated as
presented in the following tables from Tables 6 7, 8, 9, 10, 11, 12, 13, 14, 15, 16
and 17.

Table 6. Weights of sub-criteria of the criterion Sensory organ for the syllabic method

Sensory organ
Sub-criterion Visual Auditory Kinesthetic

Weight of sub-criterion 0.267 0.669 0.064

Table 7. Weights of sub-criteria of the criterion Acquisition mode for the syllabic method

Acquisition mode
Sub-criterion Repetition Intuition Comprehension

Weight of sub-criterion 0.776 0.068 0.155

Table 8. Weights of sub-criteria of the criterion Energy for the syllabic method

Energy
Sub-criterion Flow Effort

Weight of sub-criterion 0.5 0.5

Table 9. Weights of sub-criteria of the criterion Sensory organ for the Global method

Sensory organ
Sub-criterion Visual Auditory Kinesthetic

Weight of sub-criterion 0.723 0.193 0.083

Table 10. Weights of sub-criteria of the criterion Acquisition mode for the Global method

Acquisition mode
Sub-criterion Repetition Intuition Comprehension

Weight of sub-criterion 0.091 0.454 0.454
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Table 11. Weights of sub-criteria of the criterion Energy for the Global method

Energy
Sub-criterion Flow Effort

Weight of sub-criterion 0.5 0.5

Table 12. Weights of sub-criteria of the criterion Sensory organ for the Mixed method

Sensory organ
Sub-criterion Visual Auditory Kinesthetic

Weight of sub-criterion 0. 58 0. 349 0. 07

Table 13. Weights of sub-criteria of the criterion Acquisition mode for the Mixed method

Acquisition mode
Sub-criterion Repetition Intuition Comprehension

Weight of sub-criterion 0. 25 0. 25 0. 5

Table 14. Weights of sub-criteria of the criterion Energy for the Mixed method

Energy
Sub-criterion Flow Effort

Weight of sub-criterion 0.334 0.666

Table 15. Weights of sub-criteria of the criterion Sensory organ for the Montessori method

Sensory organ
Sub-criterion Visual Auditory Kinesthetic

Weight of sub-criterion 0.346 0.11 0.544

Table 16. Weights of sub-criteria of the criterion Acquisition mode for the Montessori method

Acquisition mode
Sub-criterion Repetition Intuition Comprehension

Weight of sub-criterion 0.4 0.4 0.2

Table 17. Weights of sub-criteria of the criterion Energy for the Montessori method

Energy
Sub-criterion Flow Effort

Weight of sub-criterion 0.5 0.5
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Study of the Coherence. First, we have the Random Index (RI) which varies
according to the number of criteria as the Table 18 is showing [16]:

Next, the consistency indicator is calculated by the equation:

CI ¼ k max � n
n � 1

ð4Þ

Where:

kmax ¼
Xn

i;j

Cij:Wj

Wj

� �
ð5Þ

After the construction of judgment matrices and determination of priority vectors,
the consistency of each matrix must be studied [18] by the calculation of the ratio CR,
as follows:

To achieve this, a ratio is calculated to reflect the degree of consistency. A ratio
more than 0.1 indicates a too high level of inconsistency.

CR ¼ CI
RI

ð6Þ

Table 18. The Random Index (RI) [16]

n 1 2 3 4 5 6 7 8 9 10

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49

Table 19. Coherence Ratio for the four pedagogical methods

Method CR

Syllabic Criteria: Sensory organ, Acquisition mode, Energy 0.057
Sub-criteria of criterion Sensory organ 0.025
Sub-criteria of criterion Acquisition mode 0.071
Sub-criteria of criterion Energy 0

Global Criteria: Sensory organ, Acquisition mode, Energy 0
Sub-criteria of criterion Sensory organ 0.057
Sub-criteria of criterion Acquisition mode 0
Sub-criteria of criterion Energy 0

Mixed Criteria: Sensory organ, Acquisition mode, Energy 0
Sub-criteria of criterion Sensory organ 0.028
Sub-criteria of criterion Acquisition mode 0
Sub-criteria of criterion Energy 0

Montessori Criteria: Sensory organ, Acquisition mode, Energy 0.008
Sub-criteria of criterion Sensory organ 0.046
Sub-criteria of criterion Acquisition mode 0
Sub-criteria of criterion Energy 0
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In our case n = 3. By applying Eqs. (4), (5) and (6) we calculated the coherence
ratio and we obtained, for the four methods a CR lower than 10% as shown in the
Table 19. This means that the initial judgment matrix is coherent. Otherwise, a
re-evaluation of the judgment matrix is necessary.

3.2 Classification of the Four Studied Pedagogical Methods

After checking the consistency, we have used the results of Tables (from Tables 6, 7, 8,
9, 10, 11, 12, 13, 14, 15, 16 and 17), which are shown graphically in Fig. 2.

The graph can be interpreted as follows:
The syllabic method takes more time and it is based on the auditory. It is very

precise and it uses the deciphering principle.
The Global method is based on the development of intuition and it is interested in

understanding the texts read. It requires more effort but it is fast and it introduces the
learner to the world of reading by making him appreciate it.

The mixed method is based on the visual and auditory senses. It allows the
development of the basic reading of the learner and motivates him to read because it
promotes understanding.

Fig. 2. The use of each sub-criterion according to the different pedagogical methods
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The Montessori method is a multi-sensory reading method. It is based on the
learner’s desire to learn by combining the different channels and giving him autonomy.

4 Conclusion and Perspectives

The paper proposes to provide some answers to help improve primary education and
takes into account the development of the reading skills by identifying the most
appropriate pedagogical method to be used during the teaching process. Comple-
mentary research is in progress by the authors completes the work presented here,
which focuses on other learning (calculation, comprehension, written and oral
expression), including the integration of ICT and multimedia in a collaborative learning
context. The article describes the application of the decision making method AHP, one
of the MCDM/A methods to classify the four major methods used in the reading
learning process, namely: Syllabic, Global, Mixed and Montessori.

The result, illustrated by the graph of Fig. 2, confirms the specificity of each of the
4 methods studied. Following the use of another level of AHP application on the basis
of the aforementioned values (which will be the subject of a Next publication), the
Global method is distinguished from the others.

In order to consolidate the approach taken by the authors, experimentation in a
school and associative environment must be carried out. Therefore, the theoretical
phase presented here is necessary to build the basis for experimentation in a real world.
Discussions with the ministry and some NGOs (non-governmental organization),
working in literacy projects, are underway for planning and conducting a tangible and
costly evaluation.
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Abstract. Compared to traditional learning, serious games have a huge
advantage in promoting learners motivation and positive feelings. Despite
advantages and efforts invested by researchers to ensure the continuity of
learning through serious games, many studies show that learners are able to
abandon the experience in complete freedom, without achieving learning
objectives. However, analyzing the motivational factors by maintaining a syn-
ergy between motivation and learning is the main key of success. In this paper,
we will study in the first place similar works. Then we will present our moti-
vational analysis approach based on a combination of several machine learning
algorithms and learning analytics methods. Finally, a detailed discussion with
the analysis of our obtained results will conclude the paper.

Keywords: Serious game � Learning outcomes � Game play � Experience
Adaptability � Game based learning � Service oriented architecture
Motivation � Data analysis � Expectation Maximization

1 Introduction

The term “serious games” has only risen to prominence in the last decade and also
recently became accepted as an academic research topic [1]. However, the origin of the
term can be traced back to Clark Abt who defines serious games as:

‘We are concerned with serious games in the sense that these games have an
explicit and careful thought-out educational purpose and are not intended to be played
primarily for amusement [2]’.

Serious games as each interactive tools that let students practice, analyze their
interactions, give feedback on learners actions, and help them to make progress [3].
Due to this variety of advantages, a growing number of professionals are looking for
learning interactive tools to improve motivation in educational solutions [4]. However,
it is almost universally accepted that there is a positive correlation between motivation
and learning [5]. Indeed, motivation has a huge role in learning, and thus it is important
that learning environment provides the learners with an appropriate level of challenge,
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always balancing on limits of learners competences and skills [6]. Learners motivation
have a significant role in an accomplishment learning process and a successful game for
educational purpose [7].

Despite of their effectiveness in the term of learning [1, 8], professionals style
suffering from students learning left due to a number of reasons which can be related to
motivation, capacity and level of learning which differs from a learner to another. In
this paper, we study the existing motivational models and their correlation with serious
games. Then, we propose an approach to measure the learner motivation through the
game and help the professionals to attract more learners’ attention. Afterwards, we
present an implementation of the proposal algorithm in a waste sorting serious game,
which aims to teach kids how to recycle different waste. Finally, we conclude by an
evaluation and discussion of how emotional state model proved successful along with
an outlook on future research.

2 Theoretical Background

2.1 Related Works

At the beginning of century, a growing number of reformers are looking to computer
and video games to improve motivation in educational settings [7, 9–12]. For example,
Dewey, American philosopher, noted that interest and pleasure were powerful moti-
vational forces, with regard to the specific problem of learning, asserted that people
would be totally absorbed in the learning material only if they were sufficiently
interested in learn [13]. Thus, serious games may enhance learning, not because of
something inherent to video games, but because well-designed games utilize mechanics
that increase engagement and motivation in their learners [14]. However, it is important
to distinguish between engagement and motivation, although they are similar con-
structs, as a participant could be motivated to play a game, but if the game no longer
offers adequate challenge, they may not be engaged by the game, potentially reducing
future motivation [15].

Engagement is a psychological state experienced during activity that has both
affective and cognitive components [16, 17]. In games, engagement comprises concepts
of enjoyment, immersion, flow, and presence [18, 19]. Game mechanics that are thought
to contribute to engagement include viscerally pleasing stimuli, interactivity/choice,
clear goals/mechanics, feedback, novelty/exploration, and adaptive difficulty [11, 12].

The term motivation in psychology is a global concept for a variety of processes
and effects whose common core is the realization that an organism selects a particular
behavior because of expected consequences, and then implements it with some mea-
sure of energy, along a particular path [21]. Motivation is the set of forces/energies that
drive an individual to act and/or allow him to control and regulate his behaviors.

Lack of intrinsic motivation ¼ [ less engagement

To summarize, serious games have always been considered to be intrinsically
motivated, several mechanics employed in this purpose; the challenge, curiosity, control,
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interaction and simulation. The motivated learners are more engaged and enhanced skills
performance; however learners with a negative emotional state appear a boredom
behavior on their interaction with technology and decrease learning benefits [22].

2.2 Motivational Methodologies

In our study of motivation field, we find several works focused on the learner moti-
vation in serious game in order to enhance the level of learner motivation related to
their interaction with the game.

First, Clark in 2005 has stressed that the motivation in learning is defined as a
pyramid in layers such as environmental factors, psychological factors, motivated
behavior, knowledge and learning strategy, and performance. Then, James Keller,
educational psychologist, ARCS KELLER model at Florida State University devised a
motivational model based on a synthesis of existing research on psychological moti-
vation [23]. His ARCS is an acronym that represents these four classes: Attention,
Relevance, Confidence/Challenge, and Satisfaction/Success. Finally, Malone [24] goes
much further because it provides a conceptual framework for explaining the four
conditions that must be met for a video educational game is intrinsically motivating.
For him, all the ingredients for good video games are a challenge, curiosity, control and
fantasy.

To conclude, Malone model shows the main interest to summarize in a coherent
and compact disparate elements belonging to various motivational theories. This
method was also used by Keller [23] as part of another motivational model applied also
to edutainment software. Although this meta-categories Keller (ARCS care for (A),
relevance (R), confidence (C), and satisfaction (S)) are different from those that offer
Malone, both designs are based on many common references in terms of motivational
theories. However, unlike Malone, Keller goal is what he calls the motivational design,
that is to say it provides more of a method of design and development.

2.3 Perception of Flow Condition

Flow theory [25] is based on a symbiotic experience between challenges and the skills
that need to be implemented to address them. However, flow experience arises when
skills are not overtaken or underused, when the challenge is optimal. When the indi-
vidual plunges into the flow, the involvement in the activity is such that he forgets time,
fatigue and everything around him except the activity itself. In this state, the individual
operates to the maximum of his abilities and for the flow experience. The activity is
performed for itself (as defined in the context of intrinsic motivation), even if the goal is
not yet attaint (Fig. 1).

The calculation of state of flow after each interaction to adapt the game based on the
mental state of a learner in order to achieve an optimal state of immersion to attract the
learner to complete the experience.

Four symptoms of a task producing a flow state:
The loss of the ego: the concentration is only on the task to be accomplished, the

primary physiological needs such as eating, drinking or sleeping are no longer
perceived.
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Optimal concentration: the person is almost hypnotized by the task.
The alteration of the perception of time: the individual is no longer aware of the

time that elapses while he performs his task.
Instant feedback: the person observes the difficulties and at the same time seeks

solutions. Feedback is the reaction of learner about the result of the game.
The literature helps us to apply some concept as presented in the next section, in

order to evaluate the impact of adaptation of the learning process through serious
games.

3 Case of Study

The main objective of this current paper is to analyze the emotional state of learning
across serious games according to Difficulty, learning objectives and learner compe-
tence during the game. The description of the proposed serious game and the estab-
lishment of the hall system will be described in this section.

Waste sorting serious game [27] is to teach kids how to recycle different waste. The
learner should sort different waste into different trash, according to their types e.g.
“paper, plastic, metal, glass, and organic, etc.” The sorting is done by catching different
objects generated randomly and dropping them in the appropriate container according
to their types, this mechanism will be done by using either a mouse or an input device
called leap motion.

The waste sorting serious game will be equipped by the timer, and the assessment
system that evaluates the learners according to their performances; if they make a good
choice the reward will be the gain of some points, although however in opposite case
the punishment will be the loss of some points. With the assessment system, the timer,
and the interactivity based on hand movement the proposed serious game will be more
challenging and attractive especially for kids, it will allow them to live a beneficial and
unforgettable experience.

Fig. 1. Flow state [26]
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3.1 The Proposed Architecture

The proposed architecture Fig. 2 is based on service oriented architecture, where the
deployed serious games invokes several services e.g. “Motivational service, analysis
service, etc.” by the JavaScript API, each service has a specific task in order to improve
the learning process by motivating the learning during the game sequence, all the
learners behavior during the game sequence are saved into the database. In addition, all
the services are developed by using Axis framework that facilitates the establishment of
the web service by coding java classes.

This architecture can be reused, in other realization by invoking those services,
independently of logic or technology used.

Motivational service has specific inputs (Difficulty Double; Competence Double; X
Double; Y Double) and does a specific task, in order, to motivate the learner during the
game.

Input: Difficulty; Competence; X; Y 
Processing: Y= 1/2X-2 <= Flow <=Y= 1/2X+2 
Output: 0; 1; 2 
The result is resumed in the emotional state of  the learner: 
0 : The learner is in the flow state 
1 : The learner is in the state of anxiety 
2 : The learner is in the state of boredom 

Fig. 2. Serious game architecture
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Analysis service has as a purpose to classify collected data into a cluster by using
Expectation-Maximization [28] algorithm and the data will be analyzed with a decision
tree by using C4.5 algorithm. Data will be saved into the database, as shown in the
Table 1, these data will be operated also by the tools of learning analytics and edu-
cational data mining, to have a global view on the progression of all the learners.

3.2 Decision Tree

The current paper focused on the implementation of interest service as proof of concept
of the global service. It is based on decision tree one of the learning machine algorithms

The proposed decision tree uses the C4.5 algorithm as learning algorithm, it is an
algorithm used to generate a decision tree developed by Ross Quinlan often referred to
statistical classifier [29]. It will be feed by the motivational output; in the next section,
the result of such service will be discussed.

The decision tree is formalism for expressing such mappings and consists of nodes
linked to several sub-trees and leafs or decision nodes labeled with a class which means
the decision.

The C4.5 [29] is the learning algorithm that will generate the three according to the
data saved in the database; the proposed algorithm is an extension of ID3 algorithm; it
builds decision trees from a set of training data in the same way as ID3 by using the
concept of information entropy (1) and The splitting criterion is the normalized
information gain (2), the algorithm of C4.5 for building the decision tree is described
below:

H Sð Þ ¼ �
X

x2X
p xð Þlog2p xð Þ ð1Þ

Where:

• S: The current (data) set for which entropy is being calculated.
• X: Set of classes in S.

Table 1. Database attributes

Knowledge

✓ Id_session
✓ Name
✓ Age
✓ Sexe
✓ Average of response time
✓ Number of wrong answers
✓ Score
✓ Question
✓ Learning objectives
✓ Difficulty
✓ Learner Competence
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• p (x): The proportion of the number of elements in class x to the number of
elements in set S.

IG A; Sð Þ ¼ H Sð Þ �
X

t2T
p tð ÞH tð Þ ð2Þ

• H(S) Entropy of set S.
• T The subsets created from splitting set S by attribute A such that S = U t 2 T.
• P (t) the proportion of the number of elements in to the number of elements in set S.

H (t) Entropy of subset t.

Below the algorithm of C4.5:

• Check for base cases
• For each attribute a:
• Find the normalized information gain ratio from splitting on a.
• Let a_best be the attribute with the highest normalized information gain.
• Create a decision node that splits on a_best.
• Recur on the sub lists obtained by splitting on a_best, and add those nodes as

children of node.

The Fig. 3 presents an example of the decision tree generated dynamically from
database. The attributes “Inputs” that feed the decision tree are: difficulty, competence,
state, id_session. By cons the classes “Outputs” are: Flow, Boredom and Anxiety.

The resulting decision tree provides the learner emotional state Flow, Anxiety and
Boredom as the potential interest attributes of study.

Following the current analysis, the motivational services provides the employment
of decision tree to help the definition of the learner emotional state based on data set of
96 students, but it requires more data set of play to propose good decisions.

Fig. 3. Decision tree of learner emotional feeling
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The establishment of such service by using several technologies/frameworks based
on web service, during the development process has allowed a big flexibility to
improve the approach and use other motivational factors as to progress of development.
As known the service will be reused regardless to the technologies or the language used
to develop such video games, therefore this solution will be generated to many other
realizations by invoking the proposed services.

3.3 Clustering

The clustering is the task of grouping a set of elements in such a way that elements in
the same group called a cluster. A Cluster is a collection of objects which are similar
between them and are dissimilar to the objects belonging to other clusters.

Among the clustering algorithms there is Expectation Maximization (EM) algo-
rithm; it’s an iterative method for finding maximum likelihood or maximum a poste-
riori estimates of parameters in statistical models [20].

The EM iteration alternates between performing an expectation (E) step, which
creates a function for the expectation of the log-likelihood evaluated using the current
estimate for the parameters, and a maximization (M) step, which computes parameters
maximizing the expected log likelihood found on the E step. These parameter-estimates
are then used to determine the distribution of the latent variables in the next E
step. The EM iteration consists of two steps expectation (E) step and maximization
(M) steps.

The Expectation (E) Step: Each object assign to clusters with the center that is
closest to the object. Assignment of object should be belonging to closest cluster.

The Maximization (M) step: For given cluster assignment, for each cluster algo-
rithm adjusts the center so that, the sum of the distance from object and new center is
minimized.

The obtained results will be interpreted and discussed in the next section, in order to
evaluate the impact of the adaptation of the learning process through serious games.

4 Result and Discussion

The aim of this part is to analyze and predict the emotional state of the learner in an
experiment in order to ensure optimal emotional state. However, we have seen the flow
which is defined as an optimal psychological state that can be felt in various domains,
particularly during an experiment and manifested during the perception of a balance
between his personal skills and the difficulty of the task.

The game development consisted of two major parts:

Part 1: Difficulty generated arbitrary from database
Part 2: Difficulty is recognized by group of students according to the results of the
first experience (competence, difficulty)

The current application has been experimented by data set of 96 young students.
There are between 14 and 21 years old. They play the game in classroom supervised by
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their teachers. We find below the distribution of the data generated by learners which
helps us to generate the decision tree.

The data obtained after several uses of the proposed game by several learners, as
presented below in the Table 2, have been clustered in three categories by using
Expectation-Maximization [28] algorithm, an algorithm often used in educational data
mining to cluster learner’s performances, the criteria used to cluster the learners are
“id_session, Competence, right answers, wrong answers, and difficulty”, Fig. 4.

As presented in Fig. 4, there are three categories of learners, clustered according to
their emotional state “Flow, Boredom and Anxiety”. 54% of them are in the Flow state;
26% are bored, by cons 20% are anxious, according to the given results the majority of
the learners are satisfied but the rest have the ability to quit the game according to their
feelings as presented in Fig. 5.

Another way to prove the effectiveness of the proposed serious game, and its
impact on the learners, is comparing the adapted and the non-adapted game. This
comparison is based on finding the difference of learning degree of each step “Before”
the group that uses the non-adapted version of game and “After” the group that uses the
adapted version. The Table 2 details this comparison.

Table 2. Database attributes

Level Nbr student Correct answers Wrong answers Nbr abandons

Non adapted game 96 376 564 18
Adapted game 96 792 168 3

 

Fig. 4. Learners emotional state
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After this study we observed the importance of the adaptation of the game
according to the level of competence of each student to keep them in an optimal
emotional state during the experiment.

In order to prove the effectiveness of adapting serious games difficulty according to
the learner performance, we take a sample of a learner results before and after adapting
the game according to skill and difficulty level.

This graph shows that the learner may not finish the game because the questions are
easy for him. As a result, the learner will have a better chance to leave the game.
However, students who feel excited about playing a video game have a higher tendency
to experience flow may not have helped them to learn from the game. After the game
regulation difficulty, as presented in Fig. 6, according to the skill of the learner, we
obtained the results as shown in the figure below.

Fig. 5. Pie chart of emotional state before game adaptation

Fig. 6. Distrubtion of learner result before game adaptation
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As present in the Fig. 7 there is harmony between competence and question dif-
ficulty. The combination of these element, results a feeling of well-being that the mere
fact of being able to feel it justifies a great expense of energy. This feeling creates an
order in our state of consciousness and strengthens the structure of self. Self-
development occurs only when the interaction is experienced as positive by the person.

The pie chart Fig. 8 presents the distribution of learner interest according to
parameters presented above after adapting the game difficulty according to learner’s
competence, which they have been designed: F, A, B. We notice that the Anxiety takes
15%, Boredom takes 11%, however the Flow state 74% of the distributions. The

Fig. 7. Distrubtion of learner result after game adaptation

Fig. 8. Pie chart of emotional state after game adaptation
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obtained results show that the adapted game is more beneficial for the learners than the
non-adapted one.

The attractive field of motivation systems opens the opportunities not only for
educational researchers but also for software engineers. The motivational system allows
learners to be more immersed across the educational tools especially serious games. As
presented below in the decision tree the players or learners are even in the flow
emotional state if there is a harmony between competencies and difficulty.

The analysis results based on this study are:

Performance on a knowledge test
Perception of the state of flow during the gambling experience:
The main contribution of this research: A better understanding of Flow in an
educational context; Detection of Students at Risk; A new theoretical model linking
difficulty and competence; Improvement of the game according to the results of the
experiments

The adaptation based on the learners’ competence has proved its success, according
to the obtained results of both learning analytics or the comparison of the tow version
of the proposed game. Results show that students have more facilities to use the game
and to progress through out problems after adapting the solution thanks to clustering
result.

5 Conclusion

The objective of this paper was to analyze and predict the emotional state of a group
based on the flow concept. In the first part, we have seen the motivational method-
ologies and the flow concept that was initiated by the research of Csikszentmihalyi
which defines it as an optimal psychological state that can be felt in various fields and
which manifests itself during the perception of a balance between personal competence
and the demand of the task. Then, we have seen the case of study with a brief
presentation of algorithms. Finally, we concluded with a discussion of obtaining
results.

Education using games turns learning more enjoyable by maintaining a high
interest. Assessments methodologies are likely to disrupt the interest. Our tendencies
are embedding assessments of motivation behavior in serious game. Thus there would
be implicit in the flow experience in a game.

The implementation of such service will allow the improvement of the learning
process by attract the learner interest, and motivate him to continue learning with the
game progression. Thanks to the obtained result the proposed solution will be more
interesting with a large scale of data saved on knowledge base. Among the perspectives
related to this work is the establishment of a system that will adapt serious games
according to the prediction given by the proposed system, in order to increase learners’
motivation, and keep them playing for more educational benefits.

Learners Motivation Analysis in Serious Games 721



References

1. Vermeulen, H., Gain, J.: Experimental methodology for evaluating learning in serious games
2. Abt, C.C.: Serious Games. University Press of America, Lanham (1987)
3. Heeren, B., Jeuring, J.: Feedback services for stepwise exercises. Sci. Comput. Program. 88,

110–129 (2014)
4. Parsons, J., Taylor, L.: Improving student engagement. Curr. Issues Educ. 14(1), 1–32

(2011)
5. Bixler, B.: Motivation and its relationship to the design of educational games. NMC Clevel.,

Ohio, vol. 10, no. 07 (2006). Accessed
6. Kickmeier-Rust, M.D., Albert, D.: Educationally adaptative: balancing serious games. Int.

J. Comput. Sci. Sport 11(1), 15 (2012)
7. Syufagi, M.A., Hariadi, M., Purnomo, M.H.: A motivation behavior classification based on

multi objective optimization using learning vector quantization for serious games. Int.
J. Comput. Appl. 57(14), 23–30 (2012)

8. Mortara, M., Catalano, C.E., Fiucci, G., Derntl, M.: Evaluating the effectiveness of serious
games for cultural awareness: the icura user study. In: De Gloria, A. (ed.) GALA 2013.
LNCS, vol. 8605, pp. 276–289. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-
12157-4_22

9. Fenouillet, F., Kaplan, J., Yennek, N.: Serious games et motivation. In: 4eme Conference
francophone sur les Environnements Informatiques pour l’Apprentissage Humain (EIAH
2009), vol. Actes de lAtelier Jeux Serieux: conception et usages (2009)

10. Fryer, L.K., Bovee, H.N.: Supporting students’ motivation for e-learning: teachers matter on
and offline. Internet High. Educ. 30, 21–29 (2016)

11. Harandi, S.R.: Effects of e-learning on students’ motivation. Procedia Soc. Behav. Sci. 181,
423–430 (2015)

12. Leiker, A.M., Bruzi, A.T., Miller, M.W., Nelson, M., Wegman, R., Lohse, K.R.: The effects
of autonomous difficulty selection on engagement, motivation, and learning in a
motion-controlled video game task. Hum. Mov. Sci. 49, 326–335 (2016)

13. Dewey, J.: Interest and Effort in Education. Riverside Press, Cambridge (1913)
14. Hunicke, R., LeBlanc, M., Zubek, R.: MDA: a formal approach to game design and game

research. In: Proceedings of the AAAI Workshop on Challenges in Game AI, vol. 4 (2004)
15. Ryan, R.M., Deci, E.L.: Intrinsic and extrinsic motivations: classic definitions and new

directions. Contemp. Educ. Psychol. 25(1), 54–67 (2000)
16. Leiker, A.M., Miller, M., Brewer, L., Nelson, M., Siow, M., Lohse, K.: The relationship

between engagement and neurophysiological measures of attention in motion-controlled
video games: a randomized controlled trial. JMIR Serious Games 4(1), e4 (2016)

17. O’Brien, H.L., Toms, E.G.: What is user engagement? a conceptual framework for defining
user engagement with technology. J. Am. Soc. Inf. Sci. Technol. 59(6), 938–955 (2008)

18. Boyle, E.A., Connolly, T.M., Hainey, T., Boyle, J.M.: Engagement in digital entertainment
games: a systematic review. Comput. Hum. Behav. 28(3), 771–780 (2012)

19. Zimmerli, L., Jacky, M., Lünenburger, L., Riener, R., Bolliger, M.: Increasing patient
engagement during virtual reality-based motor rehabilitation. Arch. Phys. Med. Rehabil. 94
(9), 1737–1746 (2013)

20. Lohse, K., Shirzad, N., Verster, A., Hodges, N., Van der Loos, H.F.M.: Video games and
rehabilitation: using design principles to enhance engagement in physical therapy. J. Neurol.
Phys. Ther. 37(4), 166–175 (2013)

21. Heckhausen, J., Baltes, P.B.: Perceived controllability of expected psychological change
across adulthood and old age. J. Gerontol. 46(4), P165–P173 (1991)

722 O. Bakkali Yedri et al.



22. Derbali, L., Frasson, C.: assessment of learners’ motivation during interactions with serious
games: a study of some motivational strategies in food-force. Adv. Hum.-Comput. Interact.
2012, 1–15 (2012)

23. Keller, J., Suzuki, K.: Learner motivation and E-learning design: a multinationally validated
process. J. Educ. Media 29(3), 229–239 (2004)

24. Malone, T., Lepper, M.R.: making learning fun: a taxonomy of intrinsic motivations for
learning. In Snow, R., Farr, M.J. (eds.) Aptitude, Learning, and Instruction, Conative and
Affective Process Analyses, vol. 3, Hillsdale, NJ (1987). http://ocw.metu.edu.tr/mod/
resource/view.php?id=1311. Accessed 24 Sep 2016, CEIT506-EN

25. Csikszentmihalyi, M., LeFevre, J.: Optimal experience in work and leisure. J. Pers. Soc.
Psychol. 56(5), 815–822 (1989)

26. FlowFig1.png (298 � 246). http://edutechwiki.unige.ch/fmediawiki/images/4/46/FlowFig1.
png. Accessed 10 Apr 2017

27. Lotfi, E., Amine, B., Mohammed, B.: Players performances analysis based on educational
data mining case of study: interactive waste sorting serious game. Int. J. Comput. Appl. 108
(11), 13–18 (2014)

28. Dempster, A.P., Laird, N.M., Rubin, D.B.: Maximum likelihood from incomplete data via
the EM algorithm. J. R. Stat. Soc. Ser. B Methodol. 39(1), 1–38 (1977)

29. Salzberg, S.L.: C4. 5: Programs for machine learning by j. ross quinlan. morgan kaufmann
publishers, inc., 1993. Mach. Learn. 16(3), 235–240 (1994)

Learners Motivation Analysis in Serious Games 723



Scoring Candidates in the Adaptive Test

Tarik Hajji1(&) , Zakaria Itahriouan1, Mohammed Ouazzani Jamil1,
and El Miloud Jaara2

1 Private University of Fez (UPF), Fez, Morocco
{hajji,itahriouan,ouazzani}@upf.ac.ma

2 Mohammed First University Oujda (UMP), Oujda, Morocco
emjaara@yahoo.fr

Abstract. In this paper, we present a methodology able to make an automatic
and rapid evaluation of the candidates in adaptive tests. The objective is to
evaluate candidate level related to specific skills using minimum number of
asked questions. Our proposed approach is based on quadratic algorithm in
terms of compatibility. We begin this work with an introduction to the adaptive
tests where we present its limitations. The second part is about main algorithms
used in this work. In the third part, we present our approach of relevant selecting
items. The last part is about results and its analyses.

Keywords: Item response theory � Computing adaptive testing
Quadratic method

1 Introduction

1.1 Adaptive Tests

Adaptive tests have shown multiple advantages in learning domain, firstly, from tester
side because he can have back the candidates’ answers to improve its item bank.
Secondly, the candidate benefits from optimized test according to his scope and his
level. However, Adaptive tests has some limitations manifested in methodological
constraints [1] (Constraint Programming, dynamic approache and numerical calcula-
tion) or theoretical constraints that are particularly delicate (e.g. difficulty to guarantee
the absence of item differential functioning).

Current approaches of adaptive tests have a tendency to favor the information
maximization (fisher’s information, likelihood estimation [2]) provided after each
answer according to previous responses. An iterative procedure for selecting items,
respecting the area of coverage to evaluate, test validity and fairness of the scores
awarded to the candidates. To overcome some of these constraints, we have designed a
quadratic algorithm [3, 4] based on some models of item response theory, to improve
the calculations and optimize resources.

1.2 Item Response Theory and Quadratic Algorithm

Item Response Theory (IRT) currently acts a central role in the analysis and study of
adaptive testing. IRT models are effectively used to estimate the ability of a candidate

© Springer International Publishing AG, part of Springer Nature 2018
M. Ben Ahmed and A. A. Boudhir (Eds.): SCAMS 2017, LNNS 37, pp. 724–731, 2018.
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and to determine estimation parameters of item difficult. These lasts are obtained based
on other parameters related to the item and candidate [5]. The IRT can be used in
several domains: education, psychometrics, medicine…

Applicable logistical models of IRT to dichotomous items (where possible results
are whether false (X = 0) or true (X = 1) [6]) consider that the probability that a
candidate gives a good answer depends both on his skill and characteristics of the item.
Thus, this probability increases with the skill:

P x ¼ 1jhð Þ ¼ cþ 1 � cð Þ 1
1þ ed�a b�hð Þ ð1Þ

Where:

• c >= 0 is the index of guessing the item,
• h is the skill level of the candidate,
• b is the index of difficulty.
• a the discrimination index (item is more discriminating than the other). It is pro-

portional to the slope of the characteristic curve of the item when the skill level of
the candidate is equal to the difficulty level of the item (h = b);

• It is established that d = −1.7.

One advantage of the IRT is ability to position individuals and items on the same
continuum. So if the item is too difficult, it means that the difference (h - b) is large, and
therefore a smaller probability to have a good answer. If this difference is negative, it
means that the candidate has a high probability of responding correctly [7]. In general,
an adaptive test is composed of four phases:

• The initial phase, in which the first or the items are selected and administered to
respondent;

• The test phase, which is to select the next item to get the answer and to update the
response pattern and the estimator of skill level.

• The stop phase, which interrupts the adaptive process when the stop criteria selected
is satisfied;

• The final phase, which provides the final estimator skill level based on administered
items.

There is two main parts in a CAT system: the estimation of the skill and the
selection of the next item. The first gives an estimation of the ability of a candidate
knowing his answers to the previous items, while the second allows you to select the
next item, from the bank of items, based on the skill level.

We have to mention that the constitution of the bank of items is a central element
[8]. An items bank is a large collection of available items, including questions already
asked. In adaptive testing, we suppose that these items already calibrated by estimating
their parameters in advance.

There are currently two main strategies for items selection based on Item Response
Theory, which are generally used: the strategy of maximum information and Bayesian
strategy. In our algorithm, after estimating the competence of the candidate consider
ing its responses to all previous items, the function of information is been evaluated for
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different items at this level of competence, and we choose as next item the one who
gives the following maximum information among the items included in the next
step. Whenever the subject gives response to this new item, we reestimate h and repeat
the procedure. At the end of the test, the latest estimation of h is the score obtained by
the subject.

2 Quadratic Algorithm for Selecting the Next Item

In this section, we present a description [9] of a first version of a quadratic algorithm
for estimating the skill of each candidate. We assume that we have only one parameter:
the difficulty of the item b (Fig. 1).

2.1 Initial Phase

Bank of items: contains 17 items with multiple choice question of 1 to 5, sorted in
increasing order of difficulty (between 0 and 1) [10]:

• The first row contains labels item,
• The second row contains the identifier of the item,
• The third row contains the difficulty level of the item,
• The last row contains the correct answer number (Table 1).

The present item shave been extracted from ‘Evapmib’ database. A mathematics
assessment base, online, developed by APMEP (association that represents mathe-
matics teachers from kindergarten to university) in close collaboration with the
National Educational Research Institute and Institute of research on mathematics
Education [11]. This database is composed of evaluation questions from large or
medium scale studies, each one is been provided with a set of descriptors: ID card,
results recorded at various reversals, pedagogical and didactic analysis. The candidates
are 50 students, with a level of skill already held (Table 2).

Fig. 1. Principal of algorithm
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2.2 Test Procedure

The candidate receives the first item from the database of the items. According to his
response, the first part calculates his (estimated) level of skill (Fig. 2).

Table 1. Items bank

Item ID Difficulty Response

17 0,05 4
16 0,15 2
18 0,28 1
15 0,38 3
7 0,49 4
3 0,58 1
19 0,63 1
5 0,64 5
13 0,67 4
1 0,71 3
4 0,75 4
2 0,84 3
12 0,86 5
6 0,89 1
11 0,92 5
14 0,93 3
9 0,97 5

Table 2. Example of student ability

CandidatID 1 2 3 … 50

Ability 0.9 0.55 0.47 0.08

Fig. 2. Test procedure

Scoring Candidates in the Adaptive Test 727



The second part allows giving the next item, which corresponds to the skill level
estimated by the first part. The individual responds to the second item, and so on, until
there will be no item to administrate or there is a threshold value reached [7].

2.3 Selecting Items Part

The algorithm that we use in this work is based on a quadratic method for the research
of the next question according to the last difficulty level reached:

As we see in the diagram above, once the candidate gives his first response to the
first item, we try to give an item with a higher weight (difficulty) than last asked. If the
answer is correct, we offer him another item with greater weight, otherwise, a less
difficulty level item is proposed. The operation continue until there will be no question
to ask which means we reached the max level of the candidate (Fig. 3).

According to this algorithm, candidates will not necessarily receive the same
number of items. We present as follow an overview of the algorithm:
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3 Results

After all the candidates have completed their tests, we retrieve the results as follows:

• The first line contains the correct answers for each item on line 3.
• The second line contains the levels of difficulty of each item.
• The first column identifies the candidate.
• The Second contains the estimated difficulty level before the test.
• The 17 next columns represent the candidate’s answer for each item.
• The last column represents the max difficulty level achieved by the candidate

(Fig. 4).

Fig. 3. Selecting items part

Fig. 4. Extract from the bank of knowledge
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Comparing the estimated skill level (based candidates) and those returned by the
algorithm, there is a slight difference between the two results, as we see in Fig. 5(the
blue is the estimated skill and orange is the value after the test).

4 Conclusion and Perspectives

In this article, we have realized an algorithm of items selection to ask a candidate in an
adaptive test. The proposed algorithm is newly based on quadratic approach consid-
ering only one parameter (the difficulty of each item). In order to have a better result,
we will develop a new module to administer three bases of items with the same
algorithm and calculate the standard deviation for each candidate. The smaller this
value is, the more our algorithm is reliable. Theoretically, the algorithm is capable of
handling a large number of items.

As perspective to this work, we consider developing another research where the
objective is to make a faster and optimal algorithm. The next algorithm will be based
on the following principles:

• Modeling the items base: Increasing the number of items in the used databases,
instead of working with a single parameter. We will add other criteria related to the
item in addition to the difficulty (discrimination, index guessing …).

• Improve the algorithm to administer any kind of questions.
• Using neural networks [12] for the selection of the next administered item, maxi-

mization of the information after a response to the current item and the estimation of
the skill.

• Add a module to avoid administering easy items several times.
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Abstract. The problems of most Learning Management Systems (LMS) are
first of all of a pedagogical nature and then of a technical one. Studying these
problems, which are interrelated, provides a useful conceptual reference that
enables us to design a new model for a more relevant solution. In this paper, a
conceptual model of an LMS is presented, based on the hybridization between
four learning theories, namely the traditional pedagogy, the behaviorism, the
cognitivist, and the social constructivism. We will present at first each of these
learning theories by discussing both their advantages and limits. Then, together
the main principles of these learning theories and the technical functionalities of
the proposed LMS that result from the hybridization of these principles are
outlined, fit the needs of their final users, in particular learners.

Keywords: Learning management system � Learning theories
Conceptual model � The modeling of LMS

1 Introduction

During the last decade, e-learning platforms have evolved considerably. However, a
number of comparative studies [7, 13, 17, 22, 23, 26, 29, 30, 33] have shown that their
life cycle continue to change at a fast pace. Therefore, we have conducted a com-
parative and analytic study on free e-learning platforms based on our own approach of
evaluating the e-learning platforms quality [1, 2, 11, 36]. Our main objective was to
provide a useful tool that can help educational institutions to make the right and best
choice among the available e-learning platforms. Different approaches of evaluating the
e-learning platforms quality have been already proposed [24, 25], but no one of them
has been adopted here because they focus only on technical aspects and neglect other
important aspects such as security, maintainability, portability, compatibility, perfor-
mance efficiency and usability.

In light of our studies and the previous ones we think that most of e-learning
platforms including the LMS were initially developed a decade ago, based on a clas-
sical training model. The teacher is considered as the one who holds the knowledge and
transmits it, according to different modalities, to future learners in order to foster their
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learning. They are mostly TMS1, that is to say tools at the teacher’s service to create
and manage courses rather than at the service of learners and the learning process.
Therefore, we have decided to work on a new conceptual model that combines between
learning theories in order to promote both the teaching and learning processes.

The proposed LMS which results from our new conceptual model and which we
plan to implement at a later stage, will be based on collaborative learning. Both
teachers and learners are able to create, organize and propose different types of
activities (forum, wiki, blog…) as they like. Furthermore, they are able to access and
manage their interactions via these activities where and when they want according to
their needs and objectives in terms of learning.

Our LMS will be built on the idea that we should give the same possibilities of
action to both teachers and learners by distributing their control on the platform.

It is evident that the use of any tool in the field of education must be justified
according to its pedagogical support and its capacity to address the real needs of its
final users, particularly learners. However, it should be noted that although seen as an
effective solution for overcoming space-time restrictions, the platforms might be an
obstacle for the learning process to the extent that the pedagogical principles are
neglected during their design. Thus, when designing our LMS we have tried to answer
at first the following questions:

• How an LMS should be modeled to fit better the requirements of standards and
norms of e-learning programs?

• To what degree of specificity could the LMS respond as an innovative technical
system?

• To what degree of specificity the learning theories could promote the online
learning?

These and many other questions were investigated within our work. Our objective
was to test and to check if our hybridization is worthy and useful for the design,
development and diffusion of e-learning systems, particularly the LMS.

The present study attempts to bring some light into the questions above by
exposing at first the four learning theories that were judged the most important and
relevant to our modeling, namely the traditional pedagogy, the behaviorism, the cog-
nitivist, and the social constructivism. Then, these learning theories which have
inspired for a long time the design of computer applications are combined and put into
perspective with several emergent pedagogical functionalities to build an original
modeling for our new LMS.

2 LMS and Online Learning

2.1 Definition

An LMS (Learning Management System) or e-learning platform is a software including
a range of services that assist teachers with the management of their courses. It offers

1 TMS: Teaching Management System
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many services allowing the management of content, particularly by creating, importing
and exporting learning objects. The set of the available tools in the LMS represent all
these services that help in managing the teaching process and the interaction between
users. More precisely these services are linked to the following variety of
functionalities:

• The management of pedagogical content (creating, importing and exporting
learning objects),

• The creation of individual’s personal paths in the training modules,
• The availability of sharing tools,
• The distribution of communication tools,
• The student registration and the management of their files (training tracking and

results),
• The distribution of online courses and many other pedagogical resources.

Figure 1 illustrates the general principle of the operation of an e-learning platform
LMS by presenting the key features associated with the main actors: learners, teachers,
tutors, coordinators, and administrators. The learner can consult and/or download the
resources made at his/her disposal by the teacher, he/she can create his/her learning
activities while following his/her progress in training. The teacher, who is responsible
of one or more modules, can create and manage the educational content he/she wishes
to broadcast via the platform. He/she can also build tools for monitoring learners’
activities. The tutor accompanies and monitors each learner by providing the tools of
communication and collaboration. Concerning the coordinator, he/she ensures the

Fig. 1. The general architecture of an LMS
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management of the overall system. Finally, the administrator is responsible for the
customization of the platform having the rights of the administration deriving from it
(system installation, maintenance, access management…).

2.2 Benefits of LMS

The LMS on which we increasingly rely as a means of learning have a considerable
potential in the construction of knowledge and competence development. Thanks to the
different services offered by these e-learning platforms, individuals can access and use
interactively the multiple sources of information available to them everywhere, at all
times. They can also compose customized training programs and thus develop their
abilities to the highest level of their potential according to their needs [12].

Based on the work of De Vries [35], the main pedagogical functions that may be
assigned to the LMS as computer applications for learning are:

• Presenting information,
• Providing exercises,
• Really teaching,
• Providing a space of exploration,
• Providing a space of exchange between educational actors (learners, teachers,

tutors…

These different pedagogical functions, that correspond to one or many learning
theories, allow the learner to acquire individual and collective knowledge according to
the type of interaction that takes place between him/her and the sources of information
made at his/her disposal. In practice, each individual has a set of tasks to deal with
such as:

• Consulting and reading the pedagogical resources,
• Realizing the interactive exercises,
• Exploring the learning environment,
• Solving the problem situations,
• Discussing via synchronous and asynchronous tools of communication.

3 The Main Theoretical Currents

Education sciences draw their theoretical foundations, among others, in psychology,
sociology, philosophy and cognitive science. This diversity of theoretical fields at the
base of the different approaches to teaching and learning can sometimes be confusing
insofar as some authors may find themselves inside of more than one theoretical
current. Currently, a majority of educational theorists agree to group teaching and
learning models according to four currents: traditional pedagogy, the behaviorist, the
cognitivist and the social constructivism.

This paper describes the four previously mentioned currents, in a synthetic way that
identify the main characteristics and technological adapted tools. In addition, it contains
examples that illustrate the underlying key concepts and make the link with the LMS
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e-learning platform. Addressed in a historical perspective, this document intends to
nourish the reflection of teachers who want to situate their educational practices inside
a conceptual framework and who want to be able to appreciate the complexity and
impact of their pedagogical actions.

Table 1 shows a schematic summary of the four main currents by linking them to
the act designs of teaching and learning that correspond to them.

4 LMS and the Underlying Learning Theories

Although their considerable potential in the construction of knowledge and competence
development, the LMS can generate a real pedagogical success only if, their use relies
on solid and proven learning theories [12].

In the next part, we will evoke the transposition of the use of four learning theories
in the design and development of LMS. For that purpose, we will do the correspon-
dence between the tools available in LMS and the learning theories to which they refer.
As a latter part will show, the hybridization of these learning theories that we have
judged more important and relevant to our modeling work can only be a source of
enrichment to improve the quality of online learning.

4.1 LMS and the Traditional Pedagogy

The conception of learning as supported by traditional pedagogy is essentially relying
on a direct and systematic mode of transmission. Indeed, we put forward the

Table 1. Schematic presentation of the main theoretical currents

Traditional
pedagogy

Behaviorist Cognitivist Social constructivist

Teaching is …

Present
information in a
structured,
hierarchical, and
inductive way

Stimulate, create
and reinforce
appropriate
observable
behaviors

Present
information in a
structured,
hierarchical, and
deductive way

Organize learning
situations conducive to
dialogue with a view to
provoke and resolve
sociocognitive conflicts

Learning is …

Following the
course: unfolding
the course and the
tutor.

Associate, by
conditioning, a
reward to a
specific response

Treat and store
new information in
an organized way

Co-construct his/her
knowledge by
comparing the
representations with
those of others

Appropriate teaching methods
Learning by
course, exercises
and assessments

Assisted
self-study
program

Formal
presentation,
solving closed
problems

Projects, discussions,
exercises and work based
learning
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authoritarian role of the teacher who must deliver fixed and unchanging knowledge,
evaluate and involve learners by following the different stages of a pre-established
scenario. From this perspective, learners are only passive recipients of information who
respond ideally to external factors provided by their teacher in advance in a particular
environment. In this way, they develop their knowledge. Among the main ideas that are
associated with the traditional pedagogy [15], we mention:

• Lecture-based teaching: this idea generally refers to the teaching-centered pedagogy
in which the teacher is the main provider of subject content to learners. The
acquisition of knowledge is assessed through various operations of reproduction
such as recitation, examination and practical exercises. Only the teacher has overall
authority over learners who must follow his/her instructions and show goodwill to
construct their knowledge in a more effective manner.

• The idea of transmission and reception: we consider that the teacher delivers
knowledge in ways that are clear, concise and transparent and the learner receives it
without any difficulty of memorization, understanding and reproduction. Trial and
error learning seems not having its place in that perspective. The learner must listen,
deploy efforts to study well and recite in accordance with the teacher expectations.
The pedagogical relation is ideal from the teacher’s point of view, the learner’s
spirit and the object of transmission.

• Individualism: the learner is a part of a group but still works individually. No
exchange between learners is allowed. Obviously, this implies absence of debate,
dialogue and communication. Everything is centralized around and by the teacher.
No cognitive and social dimension exists in the learning process.

• The sanction: the role of teacher is to identify errors. Learners are classified in order
to generate the spirit of competition between them. Those who fail to learn are those
who commit one or many errors. Making errors is not considered as a necessary
step for learning but it is seen as being the fault of the learner who had not shown
goodwill to learn.

These main ideas from the traditional pedagogy have had an impact on the design
and development of LMS, which focus on learning by reception. Indeed, this kind of
software integrates different spaces in order to allow teachers organizing, structuring,
exposing their knowledge and particularly assessing the learning progress. Thus, a
central place is given to teachers, who do have the necessary tools to deliver knowledge
and engage learners in the proposed learning activities of reproduction, consultation
and execution.

In general, we think that the contribution of the traditional pedagogy is so valuable
to the extent that it allows teachers to facilitate and assist learners by making at their
disposal well-structured information based on over-prescriptive scenarios. However,
traditional pedagogy has its limits that rely very much on the fact that learners who are
considered as the main actors in the teaching learning process are widely neglected.
Their needs are not taken into consideration and they are only seen as passive receivers
of knowledge.
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4.2 LMS and the Behaviorism

The behaviorism is a learning theory concerned with the study of human observable
behavior without recourse to inner mental states [8]. It is built on the assumption that
the brain is only a black box that no one can access.

The term “behaviorism” appeared at the beginning of 20th century in parallel with
works of the American psychologist John Watson. This latter is considered as the
pioneer of the behaviorism. He proposed making the general psychology a scientific
discipline by using experimental laboratory methods to set exploitable results that can
then statistically evaluated [9]. Works of the physiologist Ivan Pavlov on conditioning
of animals influenced Watson. This leads him to admit that all behavior operate on a
principle of “stimulus-response” or what is called “classical conditioning”.

For the advocates of the behaviorism (such as Pavlov and Skinner), the learning
process is perceived in a very simplistic way as an external change in human behavior
which results from a specific instrumental conditioning. This means that the con-
frontation of any individual with a discriminative stimulus inevitably leads usually to
the emergence of constructed responses over time. To teach a certain skill, the
behaviorist approach proposes to break it down into sub-objectives, which have to be
simultaneously assimilated and mastered. In this perspective, the teacher should be able
to present information to learners under restricted stimulus associated with reinforce-
ment. Obviously, the learners’ role here is to respond to these stimuli by adopting the
expected behavior. The teacher also proposes progressive practical exercises that allow
checking the acquisition of knowledge while giving positive and/or negative feedback
based on the responses provided. The type of the pedagogical scenario that prevails in
that case is the one, which highlights learning by reception-exercises-test (Fig. 2).

Fig. 2. LMS and underlying behaviorism model
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The mark of behaviorism can be found in the LMS which display systematic
exercises allowing learning by repetition (trial and error) and in which the principles of
conditioning are integrated.

4.3 LMS and the Cognitivist

Cognitivist is born at the same time as the Artificial Intelligence, in 1956. Miller and
Bruner propose it in reaction to Behaviorism. It focuses on the ways of thinking and
solving problems. Learning cannot be limited to a conditioned recording, but should
rather be considered as requiring complex processing of the received information.
Memory has its own structure, which involves the organization of information and the
use of strategies to manage this organization [10].

Indeed, the initial questionings of Behaviorists designers goes back to the publi-
cation by Miller in 1956 of an article entitled “The magic number 7, more or less 2”
[34] in which the physiological limits of human memory were highlighted. According
to this author, the capacity of human memory is limited to seven isolated elements.
Obviously, this is not compatible with the behaviorist design, which sees memory as a
virgin receptacle in which knowledge accumulates.

Cognitive psychology considers that there are three broad categories of knowledge:
declarative, procedural, and conditional knowledge. It invites the teacher to develop
different strategies to facilitate the integration of each of them because they are rep-
resented differently in memory; the declarative knowledge gives an answer to the
WHAT, the procedural knowledge to the HOW and the conditional knowledge to the
WHEN and to the WHY [27].

There are different categories of cognitive strategies that contain several types of
strategies. Furthermore, cognitive and metacognitive strategies can be the subject of a
systematic teaching. In addition, the authors [21, 20] insist for that the teaching of these
strategies be carried out in the learning context, in the program course. The teaching of
these strategies will be effective if these strategies are integrated in the ordinary cur-
ricula, and presented to learners as a necessary means to the achievement of the
learning objectives. However, quality education is not limited about telling learners
what to do; it consists also about showing how to learn. Tardif [19] presents a learning
model based on the importance of the gradual and effective appropriation of cognitive
and metacognitive strategies. This model has aim to stimulate cognitive and emotional
engagement, to show the learner how to treat the information in an adequate way and to
bring the learner to make transfers.

For an LMS based on the cognitivist approach, the learner is an active information-
processing system, similar to a computer: it perceives information that comes from the
outside world, recognizes them, stores them in memory, then recovers them from his/her
memory when he/she needs it to understand his/ her environment or resolve problems
[32]. Teacher is the manager of learning, he guides, animates, directs, advises, explains,
regulates, and remedies. Knowledge become an external reality that the learner must
integrate into his/her mental patterns and reuse rather than acquire observable behaviors
[31]. In addition, the favored teaching method leaves room to multiple learning path-
ways in order to take into account the different individual variables that can may
influence the way in which learners’ process information. The cognitivist teacher will be
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invited to use ICTs that promote high interactivity with learners, such as simulators,
experiments and intelligent tutorials. However, the cognitivist model has an important
limit, related to the fact that a well-structured material is not sufficient to ensure a
learning. The motivation of the learners is a determining factor because it provides the
required energy to perform learnings (Fig. 3).

4.4 LMS and the Social Constructivism

The social constructivism is the fruit of the development of learning theories under the
influence of some researchers, particularly Lev Vygotski in 1934 [27, 28], who wanted
to depart from the behaviorism by integrating other factors that are able to positively
influencing the knowledge acquisition. Thus, new ideas emerged in connection with the
possible interaction of individuals with the environment.

The social constructivism outlines learning by construction in a community of
learners. In this light, learners are expected to interact with the available human
resources (teachers, tutors, other learners…) in the proposed learning environment. In
this way, the learners’ psychological functions increase through socio-cognitive con-
flicts that occur between them. These conflicts lead to the development of the zone of
proximal development2 [14] and thus facilitate the acquisition of knowledge.

Learning is seen as the process of acquisition of knowledge through the exchange
between teachers and learners or between learners. These latter learn not only through
the transmission of knowledge by their teacher but also through interactions [5].
According to this model, learning is a matter of the development of the zone of

Fig. 3. LMS and underlying Cognitivist model

2 “The distance between actual development level as determined by independent problem solving and
the level of potential development as determined through problem solving under adult guidance or in
collaboration with more capable peers (Vygotsky, 1978, p. 86)”.
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proximal development: this zone includes the tasks that learners can achieve under the
guidance of an adult; they are not very tough or so easy. The development of this zone
is a sign that the learners’ level of potential development increases efficiently [6].

The teacher’s role is to define precisely this zone in order to design suitable
exercises for learners. Furthermore, designing collaborative tasks, which involve dis-
cussions and exchange (socio-cognitive conflicts) between learners is so important in
this model. Errors are considered as a point of support for the construction of new
knowledge.

Based on the social constructivism approach (Fig. 4), the design of LMS were
oriented towards integrating online communication and collaboration tools. In practice,
a wide range of platforms, particularly the social constructivist ones, propose a set of
tools, which allow sharing, exchanging and interacting in synchronous and asyn-
chronous mode such as blogs, wikis, forums…

In summary, the ideas of social constructivist authors have highlighted the social
nature of learning. Other authors have taken one-step further by emphasizing the
distribution of intelligence between individuals and the environment. Furthermore,
considering that learning occur in a social context is no longer enough to ensure deep
learning. Indeed, working in groups can affect negatively the quality of learning if these
following conditions are not taken into consideration: Learning styles, the way groups
are formed, interaction modality, and the characteristics of tasks.

In addition, connectivism can considered as a branch of the social constructivism. It
is not necessarily a learning theory, but rather a pragmatic concept of participatory
teaching and learning [16], which is relying on assumptions of Latours Actor-Network-
Theory [18]. If viewed as a theory by itself, it would also overlap with the social
constructivist paradigm in terms of the importance of interaction in social structures.

George Siemens and Stephen Downes who developed the connectivism, they are
based on the principles of connection, online networking and thus interactions between

Fig. 4. LMS and underlying social constructivism model
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objects of the world (material or symbolic). They stated that connectivism is based on
the use of a network composed of nodes and connections as a central metaphor of
learning [4]. In this metaphor, a node can be information, data, feelings, pictures or
simulations.

The connectivism benefits [3] as a new learning theory reside on the importance
given to the principle of connection which leads to the understanding of the learning
process by describing how and why connections are formed in different levels: neural,
cognitive/conceptual and social.

5 Synthesis

A great deal of research is focusing in one way or another on the platforms engineering
for distance education, including LMS. For example Chekour [27], presented a syn-
thesis of the main learning theories in the digital era, namely: the behaviorism, the
cognitivism, the constructivism and the social constructivism. El-Mhouti [28] high-
lighted the ICT use in the service of active pedagogies, based on the social con-
structivist approach, the principles that structure the instructional design approaches,
and the assessment of the social constructivist activities.

These works, among many others, emphasized the contribution of learning theories
in the design and development of learning systems. The direct application of each of
these theories allows particularly providing supporting methods to the design and
development of LMS.

Based on these various research works, which seemed to us incomplete, we propose
a modeling portrait of a new LMS platform [37]. This latter is anthropocentric and
relies on a learning conception that is located at the intersection of the most used
learning theories. Indeed, the idea is to orient the design work research towards a great
and optimal compatibility between the services offered by e-learning platforms and the
needs of all users, particularly learners, for better optimization of online learning.

6 Conclusions and Perspectives

In this paper, we propose the hybridization of four learning theories for the modeling of
a new LMS platform. Our first motivation was to provide a more learner-centric LMS
while opening it up dynamically to the teacher. Indeed the proposed LMS offers a range
of customizable web services that fits users’ needs. In this way, freedom of choice is
left with regard to teaching and learning concerning the creation, adaptation, and
personalization of various components of the LMS.

The modeling of the LMS is still taking place. We are looking at the implemen-
tation of its first prototype as part of university training with groups of teachers and
learners. This will allow us to check the validity of our modeling work with the target
audience and therefore take relevant decisions for better exploitation and wide dis-
semination of the LMS in the future.
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Abstract. Diabetes is a serious health problem today. Most of the people are
unaware that they are in risk of or may even have type-2 diabetes. Type-2
diabetes is becoming more common due to risk factors like older age, obesity,
lack of exercise, family history of diabetes, heart diseases. Along with good
lifestyle and healthy diet, reduces the risk of development of type 2 diabetes for
treatment of elder people, proper care of diet, exercise and medication as well is
more important. The research in developing intelligence knowledge base sys-
tems in diabetic domain is important for both health industry and diabetes
patients. Recently expert systems technology provides an efficient tools for
diagnosing diabetes and hence providing a sufficient treatment. The main
challenge in building such systems is the knowledge acquisition and develop-
ment of the knowledge base of these systems. Our research was motivated by
the need of such an efficient tool. This paper presents the knowledge acquisition
process for developing the knowledge base of diabetic type-2 diet.

Keywords: Expert systems � Knowledge representation � Diabetic diet
Type 2 diabetes � Rule-base

CCS Concepts: Artificial intelligence � Knowledge engineering

1 Introduction

Diabetes is one of the major risky diseases for health care in our lives. If people were
aware of the factors of diabetes and know how much risks they are of getting diabetes,
diabetes may be prevented early [1]. Type 2 diabetes is a disease resulting from a
relative, rather than an absolute, insulin deficiency with an underlying insulin resis-
tance. Type 2 diabetes is associated with obesity, age, and physical inactivity [2, 3]. It
is more common as compare to type-1 diabetes, usually 90 to 95%. It is diagnosed in
both adults and young people. In this type pancreas does not produce enough insulin to
control keeping blood sugar level within normal ranges. Actually it is serious type of
diabetes where mostly people are not aware they are suffering from it. Three major
causes of diabetes type 2 are lifelong bad diet, inactive or sedentary lifestyle, and
overweight [4].

Actually, in the domain of medical treatment by controlling patient food (healthy
diet) there are numerous variables that affect the decision process of selecting
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interesting food list from the patient point of view and efficient list in treatment from
the doctor’s point of view. These numerous variables causing the differences in the
opinions of the practitioners. Also, there are many uncertain risk factors resulted from
eating certain types of food with certain amount. Therefore, an accurate tool will be of a
great help for an expert to consider all these risk factors and show certain results.

On the other hand the research in developing intelligence knowledge base systems
in diabetic domain is important for both health industry and diabetes. Expert system is a
computer program that provides expert advice as if a real person had been consulted
where this advice can be decisions, recommendations or solutions. A few numbers of
expert systems are utilized in diabetic health research where each of these systems
attempts solving part or whole of a significant problem to reduce the essential need for
human experts and facilitates the effort of new graduates [5].

The paper is organized as follows. Section 2 presents major risk factors Diabetic
Diet and Diabetic Food Pyramid. Section 3 describes the related work. Section 4
present the knowledge acquisition and the representation process. Section 5 screening
of diabetics. Section 6 reasoning techniques in diabetic expert systems. Section 7 ends
up with Conclusion.

2 Related Work

Beulah et al. (2007) [6] introduced the ability to access diabetic expert system from any
part of the world. They collect, organize, and distribute relevant knowledge and service
information to the individuals. The project was designed and programmed via the dot
net framework. The system allows the availability to detect and give early diagnosis of
three types of diabetes namely type 1, 2, gestational diabetes for both adult and
children.

Szajnar and Setlak (2011) [7] proposed a concept of building an intelligence system
of support diabetes diagnostics, where they implemented start-of-art method based on
artificial intelligence for constructing a tool to model and analyze knowledge acquired
from various sources. The initial target of their system was to function as a medical
expert diagnosing diabetes and replacing the doctor in the first phase of illness.
Diagnostics the sequence of dealing with their system were as flow: (1) getting patient
information and symptoms (2) competing basic medical examination in details
(3) based on previous information the system find out whether the patient has diabetes
and decides whether it is type 1 or type 2. The systems used decision tree as a model for
classification.

Kumar and Bhimrao (2012) [8] developed a natural therapy system for healing
diabetic, they aim to help people’s health and wellness, which don’t cost the earth.
Their main goal was to integrate all the natural treatment information of diabetes in one
place using ESTA (Expert System Shell for Text Animation) as knowledge based
system. ESTA has all facilities to write the rules that will make up a knowledge base.
Further, ESTA has an inference engine which can use the rules in the knowledge base
to determine which advice is to be given to the user. Their system begins with Con-
sultation asking the users to select the disease (Diabetes) for which they want different
type of natural treatment solution then describes the diabetes diseases and their
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symptoms. After that describes the Natural Care (Herbal/Proper Nutrition) treatment
solution of diabetes disease.

Bayu et al. (2011) [9] proposed and boosted algorithm acquires information from
historical data of patient’s medical records of Mohammad Hoesin public hospital in
Southern Sumatera. Rules are extracted from Decision tree to offer decision-making
support through early detection of Type-2 diabetes for clinicians, Table 1.

3 Diabetic Diet and Food Groups

3.1 Diabetic Diet

Diabetic Diet for diabetics is simply a balanced healthy diet which is vital for diabetic
treatment. The regulation of blood sugar in the non-diabetic is automatic, adjusting to
whatever foods are eaten. But, for the diabetic, extra caution is needed to balance food
intake with exercise, insulin injections and any other glucose altering activity. This
helps diabetic patient to maintain the desirable weight and control their glucose level in
their blood. It also helps to prevent diabetes patient from heart and blood vessel related
diseases [10].

Research shows that regardless of the makeup of the diet, eating just enough
calories to maintain an ideal weight is the most effective dietary strategy to prevent the
onset of diabetic. Recommendations of diabetic diet differ for person to person, based
on their nutritional needs, lifestyle, and the action and timing of medications [11].

In Type 2 diabetic, the concern may be more oriented to weight loss in order to
improve the body’s ability to utilize the insulin it does produce. Thus, learning about
the basic of food nutrition will be able to help in adjusting diet to suite the particular
condition. Recommended daily food portion contains carbohydrates, protein and fat.
A Registered Dietitian assesses the nutritional needs of a person with diabetes and

Table 1. Expert systems for diabetes

Authors System purpose ML
technique

User interface
Application

Kumar and
Bhimrao 2012
[8]

Integrate all the natural treatment information
of diabetes in one place

rule
based

Interactive
Pc

Szajnar and
Setlak 2011 [7]

Model and analyze knowledge acquired from
various sources

decision
tree

Interactive
Pc

Bayu et al.
2011 [9]

An Early Detection Method of Type-2
Diabetes Mellitus in Public Hospital

decision
tree

Request/Response
Pc

Beulah et al.
2007 [6]

Detect and give early diagnosis of three types
of diabetes for both adult and children

Rule
based

Request/Response
Pc
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calculates the amounts of carbohydrate, fat, protein, and total calories needed per day.
He will then convert this information into a recommended list of food for daily
diet [11]. See Table 2.

3.2 Diabetic Food Pyramid

The Diabetes Food Guide Pyramid is a tool that shows how much you should eat each
day from each food group for a healthy diet. The Diabetes Food Guide Pyramid is the
best food guide for people with diabetes. The Diabetes Food Guide Pyramid places
starchy vegetables such as peas, corn, potatoes, sweet potatoes, winter squash, and
beans at the bottom of the pyramid, with grains. These foods are similar in carbohy-
drate content to grains. Cheese is in the Meat and others group instead of the Milk
group because cheese has little carbohydrate content and is similar in protein and fat
content to meat [12] (Fig. 1).

Table 2. Recommended daily food portion

Nutrition Daily calories

Carbohydrates (50..55)%
Protein (15..20)%
Fat Not more than 30%

Fig. 1. Food Pyramid
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Choosing foods from the Diabetes Food Guide Pyramid can help you get the
nutrients you need while keeping your blood glucose under control [12].

Foods that are high in carbohydrates increase blood glucose levels and are in the
Grains, Beans, and Starchy Vegetables group, the Fruits group, and the Milk
group. Other foods that raise blood glucose are Sweets, found in the top of the Pyramid.
Starchy foods, sweet foods, fruits and milk are high in carbohydrate. Foods lows in
carbohydrates are found in the Vegetables group, Meat and Others group and Fats.
Diabetes patient should eat 6 to 11 servings Grains, 2 to 5 servings Group Vegetable, 2
to 4 servings Group Fruit, 2 to 3 servings Group Milk, 2 to 3 servings group protein,
Group sugars and oils should rarely be eaten [12].

3.3 Food Groups

Food groups are exchange lists of foods that contain roughly the same mix of carbo-
hydrates, protein, fat, and calories, serving sizes are defined so that each will have the
same amount of carbohydrate, fat, and protein as any other. Foods can be “exchanged”
with others in a category while still meeting the desired overall nutrition requirements.
Food groups can be applied to almost any eating situation and make it easier to follow a
prescribed diet. There are six food groups [13]:

• Vegetables
• Starches and Breads
• Fruits
• Milk
• Fat
• Meats and Meat Substitutes

The food groups are based on principles of good nutrition that apply to everyone. The
reason for dividing food into six different groups is that foods vary in their carbohy-
drate, protein, fat, and calorie content. Each group contains foods that are alike; each
food choice on a group contains about the same amount of carbohydrate, protein, fat,
and calories as the other choices on that group [14].

4 Knowledge Acquisition and Representation

4.1 Knowledge Acquisition

Knowledge acquisition is a very important phase in developing expert systems [4]. Our
knowledge has been gained by consultation of nutritionist.

Actually, knowledge acquisition required time of three months form major Ibtehal
and Nasik nutritionist of diabetes in the military hospital in Khartoum, in addition to
some related books and internet medical web sites. In addition we determine Sudanese
food groups in Fig. 2 and analyse the amount of each item in the food groups in
Table 3.
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Fig. 2. Sudanese food servings according to the diabetes food guide pyramid

Table 3. Standards of items

Fat and Milk Sugar Proteins
Name Amount Name Amount Name Amount

Oil Spoon (20 g) Sugar Spoon(20 g) Chicken 1/4 piece(250 g)
Shortening Spoon (20 g) Jam Spoon (20 g) Egg 1 piece
Synths Spoon (20 g) Cake 1 piece Fish 125 g
Milk 1 cup Tahnia Spoon (20 g) Meat Kumsha (100 g)
Yogurt 100 g Sweet 1 piece Tamiea 4 pieces (40 g)
Cheese 50 g S_drinks 75 ml Bean Kumsha (100 g)
_ _ Basta Small piece Lentils Kumsha (100 g)
_ _ _ _ Fual Kumsha (100 g)

Fruits Vegetables Starch
Name Amount Name Amount Name Amount

Banana piece (100 g) Salad Free Custer 1 cup
Orange Small piece (100 g) Molokhia Kumsha Kissra 2 pieces (100 g)
Mango Small piece(100 g) Bazenjan Kumsha Gorasa 1/2 piece (100)
Dates 3 pieces (24 g) Okra Kumsha Bread 1 piece (120 g)
Grapes 10 pieces (120 g) Potatoes 2 Kumsha Rice 1 cup
W_melon 2 slice (120) Regala 2 Kumsha Pasta 1 cup
Apple Small piece (100 g) Taglia Kumsha Potato Big piece
Guava Small piece (100 g) Roub 2 Kumsha Noodles 1 cup
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4.2 Knowledge Representation

Knowledge representation allows one to specify and emulate systems of a growing
complexity. Knowledge representation schemes indeed have known an important
evolution, from basic schemes supporting a rather heuristic approach, to advanced
schemes involving a deeper consideration of the various dependencies between
knowledge elements [15]. The main Types of diabetes are Type 1, Type 2 and Ges-
tational [16]. Figure 3 describes Knowledge representation of the diabetic serving.

4.3 Food Groups Servings

Some diseases increase the risk of diabetic disease and affect the number of serving in
the food groups, the major diseases we get from our Knowledge acquisition are
Anorexia, Surgery, Blood pressure, Typhoid, Bitter, Liver problems, Heart disease and
Gout. Other factors affect the serving are the patient activity, and weight see Fig. 4.
Figure 5 shows a sample of this frame based representation.

4.4 Knowledge Analysis

Serving base. The following is the algorithm to specify the numbers of serving to each
patient according to Fig. 4.

• Determine whether the patient is slim or moderate or obese.
• Determine whether the patient activity is high or moderate or little.
• Determine whether the patient infected with (Anorexia, Surgery, Blood pressure,

Typhoid, Bitter, Liver problems, Heart disease, Gout).
• Calculate number of servings as follows:

Vegetable- servings = 3
If (anorexia = 1) or (surgery = 1) or (age > 65) then fruit- servings = 4 else
fruit- servings = 2
If activity = “normal” then crabs-servings = 6
Else if activity = “high” then crabs-servings = 8
If the patient underweight then crabs-servings = 10

Fig. 3. Knowledge representation
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Fig. 4. Sample of diabetics food frame representation

Fig. 5. Diabetics numbers of allowed servings
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If ((gout = 1) or (Heart disease = 1) or (Bitter = 1) or (liver problems = 1) or
(Blood pressure = 1) or (Typhoid = 1)) then protein-servings = 2 else
protein-servings = 3
If ((gout = 1) or (Heart disease = 1) or (Bitter = 1) or (liver problems = 1) or
(Blood pressure = 1) or (Typhoid = 1)) then milk-servings = 2 else
milk-servings = 3.

Calories base. The following rules are samples of the calculated total calories:

If (MBI > 30) then (patient is obese) Else if (MBI < 18.5) then (patient is slim) Else
(patient is normal).
If ((patient is slim) and (activity is very high)) then Total calories = weight * 40.
If ((patient is slim) and (activity is moderate)) then Total calories = weight * 35.
If ((patient is slim) and (activity is little activity)) then Total calories = weight * 30.
If ((patient is normal) and (activity is very high)) then Total calories = weight * 35.
If ((patient is normal) and (activity is moderate)) then Total calories = weight * 30.
If ((patient is normal) and (activity is little activity)) then Total calories =
weight * 25.
If ((patient is obese) and (activity is very high)) then Total calories = weight * 30.
If ((patient is obese) and (activity is moderate)) then Total calories = weight * 25.
If ((patient is obese) and (activity is little activity)) then Total calories =
weight * 20.

5 Screening of Diabetics

Early Warning Signs for Type 2 Diabetes a blood glucose level should be checked. The
criteria testing for Type 2 diabetes in children and adolescents is, overweight
(BMI � 85th percentile for age and gender, weight for height � 85th percentile or
weight � 120% of ideal for height). And frequency test should be every 2 years and
fasting plasma glucose is the preferred method for screening. Diabetes may be diag-
nosed based on A1C criteria or plasma glucose criteria, either the fasting plasma
glucose (FPG) or the 2-h plasma glucose (2-h PG) value after a 75-g oral glucose
tolerance test (OGTT), the same tests are used to n diabetes every 3 month to assess the
meal planning that If the patient used the meal plan before and his BGL still above 140
or A1C above 6,5, it recommend to visit the doctor [17].

5.1 Laboratory Evaluation

A1C, if results not available within the past 3 months If not performed/available within
the past year:

• Fasting lipid profile, including total, LDL, and HDL cholesterol and triglycerides,
as needed.

• Liver function tests
• Spot urinary albumin–to–creatinine ratio
• Serum creatinine and eGFR [21].

Knowledge Acquisition for an Expert System for Diabetic 755



6 Reasoning Techniques in Diabetic Expert Systems

The abilities of inference, reasoning, and learning are the main features of any expert
system. The research area in this field covers a variety of reasoning methodologies,
e.g.; automated reasoning, case-based reasoning, commonsense reasoning, multi-model
reasoning, fuzzy reasoning, geometric reasoning, non-monotonic reasoning,
model-based reasoning, probabilistic reasoning, causal reasoning, qualitative reason-
ing, spatial reasoning and temporal reasoning [18]. In this section we focus our dis-
cussion about the main characteristics of three of the reasoning methodologies which
are commonly used in developing diabetic expert systems, namely; reasoning with
production rules, fuzzy-rules, and case-based reasoning.

6.1 Reasoning with Production Rules

Production rules are the most commonly technique used in developing the inference
engine of expert system. Forward chaining can be used to produce new facts (hence the
term “production” rules), and backward chaining can deduce whether statements are
true or not. Rule-based systems were one of the first large-scale commercial successes
of artificial intelligence research [19].

6.2 Reasoning with Cases

Case-Based Reasoning (CBR) means reasoning from experiences (old cases) in an
effort to solve problems, critique solutions and explain anomalous situations. The CBR
systems’ expertise is embodied in a collection (library) of past cases rather, than being
encoded in classical rules. CBR allows the case-library to be developed incrementally,
while its maintenance is relatively easy and can be carried out by domain experts [20].

6.3 Reasoning with Fuzzy Rules

In the rich history of rule-based reasoning in AI, the inference engines almost without
exception were based on Boolean or binary logic. However, in the same way that
neural networks have enriched the AI landscape by providing an alternative to symbol
processing techniques, fuzzy logic has provided an alternative to Boolean logic-based
systems. Fuzzy logic deals with truth values which range continuously from 0 to 1.
Thus something could be half true 0.5 or very likely true 0.9 or probably not true 0.1.
The use of fuzzy logic in reasoning systems impacts not only the inference engine but
the knowledge representation itself [18].

7 Conclusions

Type-2 diabetes is the most common form of diabetes. This paper presents the first
phase of developing an efficient expert system for diabetic Type-2 diet. The structure of
the system contains three steps. First calculate total needs of calories, second deter-
mines the amount calories of the items and finally determines the proper diet.
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Self-monitor for patient of type 2 diabetes is possible by getting proper amount of
daily proper diet satisfy the amount of calories. The servings of meals calculate
according to Body Mass Index (MBI) and the type of activity for the patient and the
additional patient diseases.

The food groups contain the same amount of carbohydrate, protein, fat, and calories
Sudanese food groups contains different meals so you don’t have to eat the same foods
all the time. After collecting knowledge and perform the necessary analysis semantic
network and food serving representation, Currently we are working on developing
mobile-based expert system in Arabic language interface for diabetes diet that intended
to be used in Sudan and Arab countries.

The research field covered a variety of reasoning methodologies. Case based rea-
soning is the more efficient, powerful and less cost. Our research was motivated by the
need of such techniques, therefore the reasoning techniques for diabetics expert system
has been presented in this paper as platform towards designing and implementation
expert systems for diabetes.
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Abstract. Radiation therapy plays an important role in the treatment of malig‐
nant tumour. The quality control for linear accelerator is one of the keys to ensure
the correct and safe implementation of accurate radiotherapy.

The National Center of Oncology in Nouakchott is equipped with a linear
accelerator which provides two energies in photon regime 6 MV and 18 MV.

The aim of this work is to measure the percentage depth dose (PDD) by two
different ionization chambers: PTW 0.125 cm3 and PTW 0.6 cm3 and to compare
the measured results with the results calculated by Treatment Planning Systems
(TPS).

For the energy of 6 MV beam photon and for different dimensions of the field
size, we have measured the percentage depth dose by two ionization chambers
PTW 0,125 cm3 and PTW 0,6 cm3.

From these results, we have plotted the curves of the PDD and the relative
deviation.

We compared the measurements of the percentage depth dose by the two
ionization chambers.

We have found that the results obtained are consistent with those calculated
by TPS.

There was note a slight difference between the depths measured by the two
ionization chambers (PTW 0,125 cm3 and PTW 0, 6 cm3 chamber) and also that
the latter is related to the field size.

Keywords: Quality control · PTW 0.125 cm3 and PTW 0.6 cm3 · (TPS)
Linear accelerator

1 Introduction

The use of nuclear techniques are in speed extend in medical field in Africa.
The National Center of Oncology (CNO) at Nouakchott is equipped with equipment

and skilled personnel able to work on sophisticated medical devices.
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In addition, the Center is equipped with radiotherapy, nuclear medicine and chemo‐
therapy equipment that comply with the international standards and are controlled by
the International Atomic Energy Agency (IAEA).

In general, external radiotherapy uses ionizing radiation for the tumor treatment. The
use of these radiations requires the utmost vigilance on the part of the medical physicist
and the personnel who use them. However, the results of the treatment depend a lot on
the precision of the dose delivered to the tumor [1–3].

The main objective of radiotherapy is the treatment of cancerous tumors. All cells
are sensitive to radiation and all can be destroyed by high dose. The objective of radi‐
otherapy is to deliver a dose in order to destroy the tumor without producing significant
side effects (complications) in the healthy tissues [4, 5].

In order to check the quality of the accelerator and related equipment, we have
performed measurements (percentage depth dose and dose profile) in water phantom by
an ionization chamber for different energies and field sizes and at different Skin- Source-
Distance (SSD).

To compare the measured results we have calculated the same parameters by Treat‐
ment Planning Systems (TPS), in order to compare measurements with calculation
following the (IAEA) recommendations.

The (TPS) is a treatment planning software allowing to predict, according to a given
ballistics, an established medical prescription, a chosen energy, an anatomical config‐
uration, the dose at all points of the space [6–8].

2 Materials and Methods

Measurements of percentage depth dose and dose profile were carried out using a water
phantom, connected to a PC. The system is controlled for the acquisition of the dosi‐
metric data by MEPHYSTO mc2 software. The dosietric measurements were realized
using an ionization chamber associated with an electrometer and the chamber used for
acquisition can move in three directions [9, 10].

The material used in this work is:

(1) Linear accelerator CLINAC 2100DHX, developed by the constrictor VARIAN
MEDICAL SYSTEM, of two energies of photons of 6 MV and 18 MV (Fig. 1(a)).

(2) Mini water tank MP3-P (water phantom): The phantom used in this work is a cubic
tank with a length of 60 cm (Fig. 1(b)).

(3) Cylindrical ionization chambers: TM31010 Semiflex chamber of 0.125 cm3 and
PTW 0.6 cm3 (Fig. 1(c)).

(4) PTW electrometer: The collected charge (or intensity) produced in an ionization
chamber is extremely low, its measurement requires a very sensitive device called
electrometer (Fig. 1(d)).

(5) Medical Physics Control Center MEPHYSTO mc2: MEPHYSTO is a software for
the acquisition of therapeutic beam data and data analysis in radiotherapy
(Fig. 1(e)).
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Fig. 1. The devices used in this work

3 Results

The results of the measurements are compared with the results calculated by TPS, Fig. 2
show a comparison between the measured and the TPS calculated for 6 MV photon beam
and a (SSD) = 100 cm, and the field sizes of: (10 × 10, 20 × 20, 30 × 30, 40 × 40) cm2.

Quality Control Results for Linear Accelerator at Oncology Center in Nouakchott 761



Fig. 2. Comparison of measured and calculated results of percentage depth dose curves of the 6
MV photon beam. (a) is for field size 10 cm × 10 cm, (b) is for 20 cm × 20 cm, (c) is for
30 cm × 30 cm, (d) is for 40 cm × 40 cm.

According to Fig. 3, there is a difference between the percentage depth doses meas‐
ured by the two detectors, this difference is mainly and clearly observed in the first zone
(the buil-up zone).

relative deviation =
|
|
|
|

(A − B)

A

|
|
|
|

× 100 (1)

A: measure obtained by ion chamber PTW 0,125 cm3; B: measure obtained by ion
chamber PTW 0,6 cm3.
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Fig. 3. For photon beam energy 6 MV, (PDD) acquired by two different ionization chambers
PTW 0,125 cm3 and PTW 0,6 cm3, (a) is for field size 10 cm × 10 cm, (b) is for 20 cm × 20 cm,
(c) is for field size 30 cm × 30 cm and (d) is for 40 cm × 40 cm.

According to these figures, it is noted that the maximum of the relative deviation
between the measurements obtained by the ionization chambers that we have used, for
the energy of 6 MV, is 22.27%, for the field (10 × 10) cm2. 14, 24%, is for field size
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(20 × 20) cm2. 12, 35%, is for field size (30 × 30) cm2 (Fig. 4). 10, 36%, is for field size
(40 × 40) cm2. These results show that the difference between the curves of the

Fig. 4. Relative deviation between the ionization chambers PTW 0,125 cm3 and PTW 0,6 cm3,
for 6 MV photon beam, (a) for field size 10 cm × 10 cm, (b) 20 cm × 20 cm, (c) 30 cm × 30 cm,
(d) 40 cm × 40 cm.
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percentage depth doses measured by the two detectors is bigger if the size of the field
is lower.

4 Conclusion

In this work we performed a general quality control, based on the depth dose measure‐
ment (PDD) by two different ionization chambers: PTW 0.125 cm3 and PTW 0.6 cm3

and compared the results depth dose with the results calculated by TPS. We found that
the results obtained are consistent with the results calculated by TPS. The comparison
of the figures show differences between the curves of the percentage depth dose meas‐
ured by the PTW 0.125 cm3 and the curves of the percentage depth dose measured by
the PTW 0.6 cm3. We note that the difference between these curves is higher in the first
zone, whereas it is low in the second zone. In appearance, we have remarked that the
difference between the percentage depth doses measured by the detectors PTW
0.125 cm3 and PTW 0.6 cm3 is related to the field size of the photon beam.
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Abstract. Medical document written in natural language is available in elec‐
tronic form, and it constitutes an invaluable source for medical research. This
paper describes our system based on hybrid approach for the task of Named Entity
Recognition and Normalization of French medical documents using QUAERO
corpus [1]. To evaluate our system, we took part in three subtasks: Entity Normal‐
ization, Named Entity Extraction and Classification which involved 10 categories
including Anatomy, Chemicals & Drugs, Devices, Disorders, Geographic Areas,
Living Beings, Objects, Phenomena, Physiology and Procedures. The results on
both tasks, Named Entity Recognition and Normalization, demonstrate high
performance as compared to other methods for French Medical Entity Recogni‐
tion and Normalization.

Keywords: Medical entity recognition · Automatic categorization
Normalization · UMLS · Machine learning · Knowledge-based · NLP

1 Introduction

Over the past decades, a vast amount of medical document written in natural language
is available in electronic form, and it constitutes an invaluable source for medical
research. Therefore, Information Extraction techniques have been used to automatically
extracting terms and concepts to obtain an organized and a structured representation of
free-text documents.

Information extraction (IE) is an area of natural language processing that deals with
finding factual information in a specific domain, from one or several documents that are
written in a natural language in order to get structured information.

The task of information extraction has a particular interest in named entity recogni‐
tion (NER), where one tries to recognize (single or subsequent) tokens in text that
together constitute a rigid designator phrase, and to determine the category type to which
these phrases belong [2]. Within the task, it is often necessary to perform so called
Named Entity Normalization (NEN). One can define Normalization as standardizing
named entity into a unique form or attributing it to a unique identifier in a terminology.

We focus on the challenge of Named Entity Recognition and Normalization in the
medical domain and specifically textual biomedical document written in French. It can
be divided in three subtasks: the recognition of biomedical terms and concepts from
documents, then classification of these entities into ten categories: Anatomy, Chemicals
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& Drugs, Devices, Disorders, Geographic Areas, Living Beings, Objects, Phenomena,
Physiology and Procedures. And finally Normalization consists of assigning entities to
their Unique Concept Identifiers (CUIs).

The aim of this study is fourfold: First, we provide a brief overview of various Named
Entity Recognition approaches; second, we describe adopted approach and methodology
used to build our system of Entity Recognition and Normalization; third, we present
evaluation metrics used to assess the performance of our system followed by presenta‐
tion, analysis and discussion of results; and finally, we conclude with remarks and some
suggestions for future work.

2 Named Entity Recognition Task

The Named Entity Recognition task appeared for the first time in 1995, on the occasion
of the Sixth Message Understanding Conference (MUC-6), which basically involves
identifying entity names (people and organizations), place names, temporal and numer‐
ical expressions.

This task has been applied on a journalistic corpus which included 7 categories
divided into 3 types:

• Enamex (Person, Organization and Location).
• Timex (Date, Time).
• Numex (Money and Percent).

By changing domain, organizers realized that some important proper nouns are not
included in the MUC definition. To remedy these shortcomings, many researchers have
proposed to extend the covered named entity types. For example we find another clas‐
sification of named entity comprising approximately 150 different types [3].

Medical entity recognition is one of the most important areas in informatics research,
as the medical domain contains a very rich and complex vocabulary. To represent
medical language different techniques (Thesaurus, Dictionaries, Terminologies, etc.)
have been created for a variety of medical domains including genetics, symptoms,
anatomy, drugs, diseases, and medical codes.

2.1 Named Entity Recognition Approaches

In the following, we present different approaches for named entity recognition with a
number of previous studies applied into French medical documents:

Knowledge-Based Approach. This approach is based primarily on lexical sources
(medical terminologies and ontologies) and on a set of handcrafted rules which are
produced manually by experts, and primarily based on linguistic descriptions, indices
and dictionaries. It is simple to set up, but it takes a lot of time to construct knowledge
base because of the high terminological variation and emerging of many new terms and
new abbreviations of existing terms in medical domain.

A Hybrid Approach for French Medical Entity Recognition and Normalization 767



Many existing clinical NLP systems use knowledge-based method to identify
medical concepts, such as: a system of automatically retrieve medical problems from
free-text documents using MMTx (MetaMap Transfer) with a negation detection algo‐
rithm (NeEx), which achieved 89.9% recall and 75.5% precision [4].

Machine Learning (ML) Approach. It is based on learning techniques that aim to give
computers the ability to learn without being explicitly programmed. There are three
types of ML model: supervised, semi-supervised and unsupervised machine learning
model. Supervised machine learning model depends highly on the need of labelled
training data, it is most frequently used and has achieved the best performance in medical
NER task. However, one of the most important obstacles of this model is that labelled
data are not always available. Therefore, a number of research studies have included the
use of semi-supervised learning, which aims to improve performance by combining the
labelled and unlabelled data. Unlike the previous models, unsupervised machine
learning model does not require any training data, its objective is to create the possible
annotation from the data. However, this learning technique is not popular among the
ML models as does not produce good results without any supervised methods [5].

Among systems that are based on learning techniques for NER task, we found:
Structural Support Vector Machines (SSVMs), an algorithm that combines the advan‐
tages of both CRFs and SVMs, developed for the Concept Extraction task of the 2010
i2b2 clinical NLP challenge, which was to recognize entities of medical problems,
treatments, and tests from hospital discharge summaries achieved a highest F-measure
of 85.74% on the test set of 2010 i2b2 NLP challenge [6].

Hybrid Approach. It tends to combine the advantages of knowledge-based and those
of ML approach, while eliminating some of their weaknesses. For this approach, the
rules are either written manually by an expert and then corrected and improved auto‐
matically, or they are automatically learned and then manually reviewed [7]. In the 2010
i2b2/VA Workshop on Natural Language Processing challenge, the authors used hybrid
approach for the task of extracting clinical entities including medical, problems, tests
and treatments have achieved a maximum overall F-score of 0.8391 [8].

3 System Description

In this section, we describe resources and methodology used to build our system of
Biomedical Entity Recognition and Normalization in French narratives.

3.1 Resource

The QUAERO French Medical Corpus. Is a French annotated resource; it has been
developed for the task of medical entity recognition and normalization [1]. The
QUAERO corpus consists of two sub-corpora: titles from French MEDLINE, which
contains journal citations and abstracts for biomedical literature from around the world,
and some drug inserts published by the European Medicines Agency (EMEA). It
comprises annotations for 10 types of biomedical entities corresponding to UMLS
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Semantic Group: Anatomy, Chemical and Drugs, Devices, Disorders, Geographic
Areas, Living Beings, Objects, Phenomena, Physiology and Procedures.

The annotation process was guided by concepts in the Unified Medical Language
System (UMLS) in such a way that an entity was only annotated if the concept belonged
to one of the 10 types of biomedical entities. Entity annotated is supplied in the BRAT
standoff format and includes for each entity an id, the relevant UMLS category, the
offset position (start and end) and the textual content of the annotation [9].

The Fig. 1 belows illustrate an example of the manual annotation obtained with the
following sentence: ‘‘Le risque de réactions d’ hypersensibilité a été plus important au
cours des premières perfusions ainsi que chez les patients recevant de nouveau
TYSABRI après une exposition initiale courte (une ou deux perfusions) suivie d’une
période prolongée sans traitement (trois mois ou plus)’’.

T135 DISO 4746 4762 hypersensibilité
#135 AnnotatorNotes T135 C0020517
T136 PROC 4807 4817 perfusions
#136 AnnotatorNotes T136 C0031001
T137 LIVB 4837 4845   patients
#137 AnnotatorNotes T137 C0030705
T138 CHEM 4866 4873 TYSABRI
#138 AnnotatorNotes T138 C1529600
T139 DISO 4884 4894 exposition
#139 AnnotatorNotes T139 C2905623
T140 PROC 4925 4935 perfusions
#140 AnnotatorNotes T140 C0031001
T141 PROC 4976 4986 traitement
#141 AnnotatorNotes T141 C0087111

Fig. 1. Example of manual annotation in the BRAT standoff format.

Unified Medical Language System (UMLS). Is developed by the US National Library
of Medicine (NLM) in 1986 [10], with the aim of constituting a unified language from
existing thesauri, classifications and nomenclatures to promote automatic indexing of
biomedical documents. There are three main UMLS knowledge sources:

– Metathesaurus: This serves as the core database for the UMLS. It is the raw collec‐
tions of concepts and terms from various controlled vocabularies and their relation‐
ships. It contains approximately 3.44 million concepts and 13.7 million unique
concept names from 199 source vocabularies. The Metathesaurus is intended to be
used mainly by developers of systems in medical informatics, after having signed a
license agreement because it includes vocabulary content produced by different
copyright holders as well as content produced by NLM [11].

– Semantic Network: Consists of a set of broad subject categories (Semantic Types)
that provide a consistent categorization of all concepts represented in the UMLS
Metathesaurus, and a set of useful and important relationships (Semantic Relations)
that exist between Semantic Types. Each concept in the Metathesaurus is assigned
one or more semantic types (categories) [12].
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– Specialist Lexicon: Contains syntactic, morphological, and orthographic information
for both biomedical vocabulary and commonly occurring English words.

Google Translation API

Scikit-Learn Package. We have implemented the proposed System in Python
language using scikit-learn package; a set of python modules for machine learning and
data mining.

3.2 Methodology

Biomedical Entity Recognition and Normalization system is designed to automatically
recognize and normalize interest entities in French biomedical documents written in
natural language. As shown in the Fig. 2, it consists of two major parts:

Fig. 2. Our hybrid approach pipeline.
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Biomedical Entity Recognition. We proposed a hybrid approach to automatically
extract biomedical entity (single or compound) from French document, and classify
them into 10 categories corresponding to UMLS Semantic Group: Anatomy (ANAT),
Chemicals and drugs (CHEM), Devices (DEVI), Disorders (DISO), Geographic areas
(GEOG), Living beings (LIVB), Objects (OBJC), Phenomena (PHEN), Physiology
(PHYS) and Procedures (PROC).

The hybrid approach integrates both Knowledge-Based and Machine Learning
approach; Knowledge-Based approach was applied to extract biomedical entity from
French document. The Unified Medical Language System (UMLS) was used as unique
lexical sources with a set of handcrafted rules (string matching), which tries to match
single or compound entity from biomedical text with UMLS concepts. To build this
model, biomedical text was translated into English; using Google translation API; due
to a lack of French version of the UMLS (The UMLS already contains a number of
French vocabularies, but their coverage is rather limited), and then a set of pre-
processing was applied including tokenization, Stop word removal, Part-Of-Speech
tagging and chunking.

Once all entities were extracted, a supervised machine learning method was adopted
to classify them into 10 categories: ANAT, CHEM, DEVI, DISO, GEOG, LIVB, OBJC,
PHEN, PHYS and PROC. These entities were translated into French and undergo post-
processing steps to reduce the number of false positive detection, which include: Toke‐
nization, Remove French ligature, Remove diacritic marks and Stemming. In order to
use supervised learning algorithms, a training set was built to train classification model,
it consists of 833 MEDLINE titles and 15 EMEA documents. This data was converted
into a TF-IDF matrix after having applied the previous post-processing to deal with
imperfect data.

To build our classifier model, we have adopted an ensemble classification technique
based on Weighted Majority Vote, which is a combination of three base classifiers
including Naive Bayes, Random Forests and Logistic Regression. The main idea of
Weighted Majority Vote is to assign a specific weight to each classifier in order to work
with the weights; we collect the predicted class probabilities for each classifier, multiply
it by the classifier weight, and take the average. Based on these weighted average prob‐
abilities, we can then assign the class label. The description of each classifier is given
in the following Table 1.

A Hybrid Approach for French Medical Entity Recognition and Normalization 771



Table 1. Description of the three classifiers

Classifier Main idea Advantages Weaknesses
Naïve Bayes (NB) The method is

considered naive due
to its assumption that
every word in the
document is
conditionally
independent from the
position of the other
words given the
category of the
document
The classifier learns a
set of probabilities
from the training data
during the learning
phase. It then uses
these probabilities and
the Bayes theorem to
classify any new
documents [13]

– Fast to train/to
classify
– Requires a small
amount of training
data to estimate the
parameters
– Good results
obtained in the most of
the cases
– Can be used for both
binary and multiclass
classification
problems

– Its main
disadvantage is that it
can’t learn
Interactions between
features

Random Forests (RF) Are an ensemble
 classifier. That
consists of many
decision trees and
outputs the class that is
the mode of the classes
output by individual
trees [14]

– It is unexcelled in
accuracy among
current algorithms
– It runs efficiently in
large databases
– It gives estimates of
what variables are
important in the
classification

– Random forests have
been observed to
overfit for some
datasets with noisy
Classification/
Regression tasks [15]

Logistic Regression
(LR)

Is a discriminative
classifier. It consists of
analyzing a dataset in
which there are one or
more independent
variables that
determine an
outcome. The
outcome is measured
with a dichotomous
variable (in which
there are only two
possible outcomes)

– Easily extended to
multiple classes
(multinomial
regression)
– Quick to train
– Good accuracy for
many simple data sets
– Resistant to
overfitting

– Independent
Observations
Required
– Linear decision
boundary

Normalization. Normalization Seeks to map extracted entities to UMLS Concept
Unique Identifiers (CUIs). The system obtains normalized information from UMLS
Metathesaurus directly after identifying biomedical entities.
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4 Results and Discussion

To evaluate our solution, there are many standard performance measures to choose from.
The standard metrics used to evaluate our system are: Precision (P), Recall (R), and their
weighted mean F1-measure. They are very successful and popular, since the main issue
in these metrics lies in their binary decision process: whether a predicted entity element
is correct or not [16].

Let’s, True Positive (TP): The number of cases which were correctly predicted (entity
predicted exists in the training data), False Positive (FP): The number of cases which
were predicted entity is correct and does not exist in the training data, and False Negative
(FN): The number of cases which were incorrectly predicted (entity not predicted and
exists in the training data). Metrics are formulated as:

Recall(R) = TP∕(TP + FN) (1)

Precision(P) = TP∕(TP + FP) (2)

F1 − measure = (2 ∗ R ∗ P)∕ (R + P) (3)

The evaluation task was done using QUAERO corpus, it consists of two annotated
subsets: training set (833 MEDLINE texts and 15 EMEA texts) used to train classifier,
and test set (833 MEDLINES texts and 11 EMEA texts) used as reference to determine
entity extraction and normalization performance, as well as, to test our classifier model
against unseen data.

The results obtained for French biomedical entity extraction and normalization with
knowledge-based approach are represented in Table 2. Compared with results on
MEDLINE set, our system demonstrated better performance on EMEA texts in terms
of F-measure for both entity extraction and normalization task, maybe this is due to the
nature of data (EMEA is a long text and MEDLINE titles is very short text). F-measure
is under the overage because of two reasons: Firstly, the high number of False Positive
(FP) due to UMLS, which contains non specialized terms, such as: Octobre, Academie,
Nationale, Couleur, etc., and secondly, the high number of False Negative (FN),which
is justified by the inexact translation problem.

Table 2. French biomedical entity extraction and normalization results on the QUAREO corpus.

Entity extraction
Corpus TP FP FN Recall Precision F-measure
EMEA 1732 2892 963 0.6427 0.3745 0.4733
MEDLINE 1678 3081 1316 0.5604 0.3526 0.4328
Entity normalization
Corpus TP FP FN Recall Precision F-measure
EMEA 1630 3101 1065 0.6048 0.3445 0.4390
MEDLINE 1521 3245 1473 0.50801 0.3191 0.3920
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Fig. 3. Classification performance results, in terms of Precision, Recall, and F1-measure of
biomedical entity by different classifiers.

Figure 3 shows a graphical summary of classification performance results, in terms
of Precision, Recall and F1-measure, of biomedical entity using three different classifiers
and averaged by the Voting Classifier. The three classifiers (RandomForestClassifier,
GaussianNB and LogisticRegression) are trained and used to train a hard-voting Voting
Classifier with weights [1, 2, 4], which means that the predicted probabilities is not the
same for the three classifiers when the averaged probability is calculated. As can be seen,
Voting Classifier outperforms other classifiers in term of Recall (67.94%) and F1-
measure (66.71%), and come second with Precision of 79.64% preceded by GaussianNB
classifier with Precision of 83.49%.

Table 3 shows that voting classifier had good performance for most of the 10 cate‐
gories, especially “LIVB” with 96.64% of F1-measure, while some others categories

Table 3. Voting classifier results across the different categories.

Precision Recall F1-measure
ANAT 0.8081 0.6478 0.7191
CHEM 0.9395 0.3205 0.4779
DEVI 0.8889 0.1667 0.2807
DISO 0.4744 0.9185 0.6256
GEOG 1.0000 0.5909 0.7429
LIVB 0.9848 0.9487 0.9664
OBJC 0.5091 0.3944 0.4444
PHEN 0.7143 0.2632 0.3846
PHYS 0.6863 0.5882 0.6335
PROC 0.9707 0.8406 0.9010
Avg/Total 0.7855 0.6738 0.6618
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had low recall, such as: DEVI with 16.67% and PHEN with 26.32%. This is generally
characterised by the rare class problem.

In the last year, CLEF eHealth [17] offered challenge of named entity recognition
and normalization of biomedical entities in French narratives, using QUAERO corpus,
Named entity recognition involved the same ten types invoked in our study. Participants
adopted different approach, some of them relied on knowledge-based approach and
others relied on machine-learning approach. The best performances in terms of F-
measure are reported in the following Table 4.

Table 4. Comparison of the best French biomedical entity recognition and normalization
systems, using QUAERO corpus [17].

Authors Techniques Task F1-measure
EMEA MEDLINE

Erasmus team [18] The system is based on
knowledge-based approach,
Central in this approach is
indexing with French
terminologies from the UMLS
supplemented with
automatically translated
English UMLS terms, followed
by several post-processing
steps to reduce the number of
false-positive detections

Entity
recognition

0.749 0.698

Entity
normalization

0.666 0.605

SIBM team [19] They approached entity
extraction from the provided
QUAERO dataset as an
indexing task relying on
multiple knowledge
Organization Systems (KOS)
partially or totally translated
into French. The extraction
method, ECMT (Extracting
Concepts with Multiple
Terminologies), performs bag
of words concept matching at
the sentence level [17]

Entity
recognition

0.444 0.520

Entity
normalization

0.315 0.388

Comparing our system results with those of previous studies, we can conclude that
our proposed approach gives very good result, with second best performance after
Erasmus team approach.

5 Conclusion and Future Work

In this paper, we propose a system for French biomedical Entity Normalization and
Recognition including ten categories corresponding to UMLS Semantic Group:
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Anatomy, Chemicals & Drugs, Devices, Disorders, Geographic Areas, Living Beings,
Objects, Phenomena, Physiology, and Procedures.

Our system achieved good results in terms of F1-measure, but still under the average
because of the high number of false positive. This can be improved by avoiding the
identification of commonly occurring English words. Our classifier can also be improved
by adding into training data more examples about rare classes.
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Abstract. Cancer has become the disease of the century, it knew a great
evolution in recent years and it reaches several patients each year, it becomes
necessary to find solutions to fight against this disease. Then our thesis comes in
this direction, it will provide an analysis of the evolutionary trends of incidence
and mortality by cancers in Morocco over a period of time.

This paper presents the state of art of the existing methods of analysis, pro-
jection and prediction of incidence and mortality by cancers.

At first, we will give a vision of the research carried out by the ministry of
health that can be considered as the starting point of our subject. Then we will
explain the three projection models and we will compare the existing prediction
methods: Classical approach and Bayesian approach.

Also we will give a vision about the Material and methods that we will use.

Keywords: Cancer � Incidence � Mortality � Projection
Bayesian method � Forecasting

1 Introduction

Cancer has become the major cause of mortality in the word with approximately 14.1
million new cases (7 427 000 men and 6 663 000 women) and 8.2 million
cancer-related deaths (4 653 000 men and 3 548 000 women) in 2012 [1].

Among men, the five most types of cancer diagnosed according to the statistics of
2012 were the lung (16.7% of the total), prostate (15.0%), colorectum (10.0%),
stomach (8.5%), and liver (7.5%). Among women, the five most types of cancers
diagnosed were the breast (25.2% of the total), colorectum (9.2%), lung (8.7%), cervix
(7.9%), and stomach (4.8%) [1].

Among men, lung cancer occurs the first place in incidence with (34.2 per 100 000)
followed by prostate cancer (31.1 per 100 000). Among women, breast cancer had a
higher number of incidence (43.3 per 100 000) than the others types of cancers,
followed by colorectal cancer (14.3 per 100 000) [1].

In our study we will concentrate on cancers in Morocco because cancers occupy an
increasingly important place in Moroccan health preoccupations.

The number of deaths according to the statistics of 2012 is 22900 cases (12500 men
and 10400 women) [2], and according to the statistics of the WHO (World Health
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Organization) about the incidence of cancer in Morocco in 2012. Among women,
breast cancer had the highest incidence (6.650 cases), followed in second place by
Cervical cancer (2.258 cases), cancer of the colon and rectum (1.126), thyroid cancer
(929) and ovarian cancer (735).

Among men, lung cancer occurs the first place with (3.497 cases), followed by
prostate cancer (2.332), bladder cancer (1.429), cancer of the colon and rectum (1.358)
and non-Hodgkin’s lymphoma (1.089).

And according to the gravity of the cancer and its frequency in Morocco, cancer is
becoming an object of preoccupation more and more frequent in the Moroccan medical
community. Therefore, it was necessary to estimate and forecast the rates of mortality
and incidence by cancers over the next few years in order to control the disease and to
find solutions for the fight.

The work presented in this article is the result of bibliographic studies on the
methods of estimating of the incidence and mortality by cancers in the past years and
the prediction for the following years, conducted as part of a current thesis on analysis
of evolutionary trends of incidence and mortality by cancers.

2 Material and Methods

The data required in this research are the number of cancer incidence and deaths in
Morocco and the corresponding population size.

Populations sizes (past and future) were estimated by the High Commission for
Planning in Morocco (HCP) [3], based on the results of five censuses (1960, 1971,
1982, 1994 and 2004). The data, available from 1960 to 2050 for ages 0 to 75 years and
over, were aggregated by age groups of five year (16 classes of age from 00–04 years to
age 75 and over).

Cancer incidence data were provided by the Cancer Registry of the Region Greater
Casablanca [4–6] and the Cancer Registry of Rabat [7, 8], the officially published data
in Morocco of incidence by cancer are of the region Greater Casablanca and Rabat.

Firstly, a comparison must be made between the different projection models: the
complete age-period-cohort model, as well as the age-cohort and age-period models [9,
10], and choose the most suitable for our study.

Then, we must make a comparison between the prediction methods existing to
choose the most appropriate, there are two approaches: classical approach and Bayesian
approach.

The most used method was the Bayesian approach [11] where the past and future
mortality and incidence parameters are estimated using Bayesian inference by
assigning a probability distribution a priori to the parameters and calculating their
distribution a posterior from the information provided by the data (observation).
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3 Cancers Registries

The incidence data of cancers that are officially published in Morocco, by cancers
registries, are data of Rabat and the region of Greater Casablanca. In the register of
Rabat, new cases of cancer diagnosed are registered in from the year 2005, for the
register of the region Greater Casablanca new cases of cancer diagnosed are registered
in from the year 2004.

For the Rabat register of 2005 [7], and the three registers of Greater Casablanca
[4–6], they calculated the incidence rates without making predictions for the following
years.

The Rabat Cancer Registry of the period 2006–2008 [8], carried out by (la
Direction de l’Epidemiologie et de Lutte contre les Maladies), contains a study similar
to our research topic, they have made estimates for past periods (2006–2008) to make a
projection up to 2020, it can be considered as a starting point of our subject.

To calculate the number of incidences by cancers they are based on the estimate of
the population of Rabat, they treated all the types of cancers (by age and sex) and for
forecasts of incidences for the year 2020 they are based on the incidence rates between
2006–2008 (by age and sex) and the evolution of the total number of the Moroccan
population, the forecasts were calculated for all Morocco they assumed that the rates of
the incidence of Rabat are similar among the rest of the Moroccan population.

Then in their study they are based only on the demographic evolution of the
Moroccan population which corresponds to a hypothesis of stability of the risks, they
did not take in consideration the evolution of other factors like for example the factor
cohort, this factor plays an important role in the projection of the disease, it shows the
evolution of the disease for each generation and this can help to know the causes of the
disease and their evolutions.

Studies have been carried out in France on lung cancer mortality among French
women [12, 13], the taking of consideration of the birth cohort effect has clearly shown
the effect of the evolution of female smoking in France for each generation.

Also another study was carried out on breast cancer among French women [14],
they took into account the cohort effect which showed well the increase of incidence
rates for each generation.

4 The Projection Models

To project the incidence and mortality by cancers there are three models: the
age-period-cohort model (APC) the completed model or the models age-period (AP),
age-cohort (AC) partial models.

Those models are the most used in the projection of the evolution of the events,
they give the possibility to study the evolution over time of a phenomenon or a
measure, through the temporal effects of the cohort (birth cohort) and the period
(observation period), adjusted for the age of the individuals at the time of the phe-
nomenon. They are initially created for demographic use, but they are quickly adapted
to epidemiology to palliate the limitations of methods of standardization and to track
the progression of the diseases over time.
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The age variable represents the age of the person at the moment of his confrontation
with the phenomenon, generally it is the time elapsed between the birth of the person
and the appearance of the phenomenon.

The period variable is the period of observation of the phenomenon, it brings
together the events that are likely to affect simultaneously and in the same way, for all
cohorts of birth regardless of the age of the individuals of these cohorts.

Finally, the cohort variable represents the birth cohort. It brings together all indi-
viduals who are born in the same periods of time (precise time intervals), with the idea
that individuals of the same cohort will be treated in the same way over time.

Those models will allow to us to project the incidences and mortalities by cancers
in future and past.

The choice of one of these three models is based on the evolution of the risk factors
of the disease, the satisfaction and the precision of the results.

Age-period model was used in the study that was carried out in the region of
Birmingham (U.K.) on bladder cancer incidence among men [9], it was the more
adapted and it has given satisfactory results.

Age-period model was used in the study that has been carried out on lung cancer
mortality among French women [12, 13] they chose the age-cohort model. The choice
of this model is based on two findings. First, the age-cohort model seemed well adapted
to the nature of the evolution of the risk factor of smoking if we compared it with the
age-period model. Second, aggregation of data in five-year periods in women does not
leave enough degrees of freedom to correctly estimate the period effect [15].

Age-period-cohort model was used in the study that was carried out in France on
lung cancer mortality among men [15] and the study of the lung cancer incidence in the
Bas-Rhin [16], the age-cohort-period complete model was the more adapted because
there is a stabilization of lung cancer mortality rates on the contrary to women, because
of a decrease in tobacco consumption.

5 Forecasting Methods

The methods used to make the predictions are based either on a classical approach or
on a Bayesian approach of projection models.

5.1 Classical Approach

The classical approach of projection models consists to make a linear combination
between cohort and period effects in order to conclude the future unknown effects that
will be obtained by generalized linear models [17].

Generalized linear models. Generalized linear models, as it was explained in [22],
give us the possibility to study and search the connection between the variable of
response Y and a set of predictor variables X1…Xk. A GLM is a generalization of the
classical linear models.
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Generalized linear models are composed of three components:

• Y, is the response variable, a random component with which a probability distri-
bution is associated.

• X1….XK set of the explanatory variables (predictors), used as predictors in the
model, they are written as a linear combination that is named the deterministic
component.

• The link describes the relationship between the mathematical expectation of the
response variable Y and the linear combination of the variables X1….Xk.

The probability distribution of the response variable belongs to exponential family
which includes the Poisson, normal, binomial, exponential and gamma distributions.

The deterministic component, that is also called a linear predictor, is written as a
linear combination b0 + b1 X1 + … + bk Xk, specifies the predictors.

The component link is the relation between the deterministic component b0 + b1
X1 + … + bk Xk and the response variable Y.

It specifies how the mathematical expectation of Y denoted k is related to the linear
predictor constructed from the explanatory variables.

The expectation k can be modeled directly (usual linear regression) or model a
function f(k) of the expectation:

f kð Þ ¼ b0þ b1 X1þ . . .þ bkXk

This function f(k), that is called the link function, gives the possibility to model the
logarithm of the expectation f(k) = log (k). The Models using this link function are
log-linear models.

Poisson distribution. We know that the cancers data are non-negative, so they will be
modeled as the log-scale. The Poisson distribution, one of the generalized linear
models, will be the more appropriate because it is written as a log-scale and count data
of cancers are not proportions [17], this method was explained in [24].

Poisson law. Let k a real and Y is a real random variable, we said that Y follows a
Poisson law of parameter k, Y * P(k), if and only if for any natural integer k,

P Y ¼ kð Þ ¼ e�k kk

k!

As a result, E(Y) = V(Y) = k.
Poisson regression model. The log of the parameter k is modeled as a linear

combination of the explanatory variables (x) and their parameters b:

ln yð Þ ¼ aþ b1x1 þ ::þ bixi þ ::þ bkxk

• y is a realization of the variable Y according to a Poisson law.
• a ordered at origin.
• bi Coefficient associated with the ith explanatory variable xi.
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Estimation of the model. The goal is to estimate a and the vector b of the coeffi-
cients bi with the method of the maximum likelihood. And as result of Poisson law the
regression will be written like that:

ln E Yð Þð Þ ¼ ln kð Þ ¼ aþ b1x1 þ ::þ bixi þ ::þ bkxk

Likelihood:

L ¼
Yn

i¼1

PðYi ¼ kiÞ ¼
Yn

i¼1

e�ki
kki

i

ki!

With n the number of observations.

ki ¼ eaþbxi

xi ¼ xi1. . .xij
� �

b ¼ b1. . .bj

� �

Logarithm of Likelihood:

ln Lð Þ ¼
Xn

i¼1
ki ln kið Þ � ki½ � � c

Maximization because of the derivative:

s a; bð Þ ¼
@ln Lð Þ

@a

@ln Lð Þ
@b

¼

Pn
i¼1

yi � kið Þ
Pn
i¼1

yi � kið Þ

¼
Xn

i¼1

yi � kið Þ 1

xi

Newton-Raphson method: Algorithm:

akþ 1

bkþ 1
¼ ak

bk
þ I�1 ak; bkð Þs ak; bkð Þ

Where I�1 is the variance-covariance matrix.

We stop when
akþ 1

bkþ 1
� ak

bk
.

The deviance. The deviance allows to evaluate the fit quality of the model based on
differences between observations and estimates

Deviance ¼ 2 Lsat�L½ �
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• Lsat value of log-likelihood of saturated model.
• L value of log-likelihood of estimated model.

Related work. In the research that was carried out in England and Wales [18], they
used this classical model to project and forecast lung cancer mortality rates. So, to
estimate the future effects they are based on the nearest past effects estimated and linear
regression. In [19] they mentioned that this method has drawbacks because the choice
of past values and the regression used is arbitrary.

In the research [21] they used three methods to project the mortality by cancer in
Swiss as it was mentioned in [19]. In the first method, they projected the mortality by
caner with hypothesis that the period effect does not change. In the second method they
used linear regression which is used in [18] applied on the period effect. In the third
method they integrated the evolution of the risk factors to determine the futures effects
as for example the risk factor smoking. Despite those methods have produced results
that can lead to qualitative conclusions but those methods do not always produce the
same projections [19].

5.2 Bayesian Approach

Bayesian analysis [11] is a statistical descriptive analysis method among others. And
because of the limitations of the classical methods they are elaborated as part of the
Bayesian approach to simplify the use of all the mathematics resources. This method
can be used in several fields of application of the usual methods of analysis because it
brings appreciable changes on the existing methods which lead to more completed
conclusion.

Bayesian analysis is used in forecasting and estimation, past and future parameters
are estimated using this Bayesian method by giving a probability distribution a priori to
the parameters and calculating their distribution a posterior from the information
provided by the data.

The principle is to estimate the parameters effect of age, effect of the period of
observation and effect of the birth cohort from the data and then to project the effects
period and cohort to estimate the specific incidences and mortalities.

Principles of the Bayesian Approach. This approach was explained in [15].
Bayesian inference. Let a set of observation noted y = y1,….,yn and let h a

parameter and other unobserved quantities.
Law a priori: the information a priori on the parameter h signifies all information

available on h outside that brought by the observations, its probability noted: p(h).
Law a posteriori: it is the conditional law of h knowing y. Its probability is noted

p(h | y). Under the Bayes formula, we have:

p hjyð Þ ¼ p yjhð Þ p hð ÞR
p yjhð Þ p hð Þ dh

The density of the joint law of (h, y) is
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p h; yð Þ ¼ p yjhð Þ p hð Þ

The marginal law density of y is

p yð Þ ¼ Z
p h; yð Þ dh

¼ Z
p yjhð Þ p hð Þ dh

Applied to the conditional likelihood l(h|y), the expression of the Bayes theorem
becomes:

p hjyð Þ ¼ l hjyð Þ p hð ÞR
l hjyð Þ p hð Þ dh

Since l(h|y) = p (y|h)
From the expression of p (h | y)), it is possible to calculate the a posteriori marginal

probability density of h, the expectation (conditional) a posteriori and the covariance
matrices a posterior of h by integration in the continuous case and by summation in the
discrete case [15].

Hope a posteriori:

EðhjyÞ ¼
Z

h p hjyð Þdh

The a posterior covariance matrix:

covðhjyÞ ¼
Z

h � E hjyð Þð Þ h � E hjyð Þð Þ0p hjyð Þdh

Principle of projection. This Bayesian inference is adapted to estimate future values
in [11] as it was mentioned and explained in [15].

If yP represents the vector of the past values of the variable y, h is the vector of the
distribution parameters of y, p (yP, h) the density of the joint distribution of yp and h, p
(h) the density of the distribution of h, p(yP| h) the distribution of yp conditionally to h,
p(h |yp) the distribution of h conditionally to yp, the Bayesian model is written:

p yp;h
� �

¼ p hð Þp ypjh
� �

¼ p yp

� �
p hjyp

� �

From where:

p hjyp

� �
¼

p ypjh
� �

p hð Þ
R

p ypjh
� �

p hð Þ dh

p(h) is said to be a priori density, p (hP | y) is the density of the a posterior law of h.
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If, yF represents the future values of y. If, in addition, the model is based on a
regression with as explanatory variable W and if wP and wF are the values taken by W,
respectively for past and future times and if w is the set of past and future values of W:

p yFjyp; w
� �

¼
Z

p hjyp; wp

� �
p yFjyp; wF; h
� �

dh

p(yF|yP, w) is the density of the a posterior predictive distribution of yF, p(h | yP, wF) is
the a posterior distribution of h [15].

Prior distributions for cohort, period and age effects. We will take the example of
the completed model age-period-cohort as it was explained in [15].

To calculate the posterior we should estimate the prior correctly so the model
imposes a priori constraints between the successive parameters of the covariates age,
period and cohort.

For The age, the general dependency relation between the successive effects is
expressed by the conditional distribution of relative parameters to the age and the
relation between the expectation of an effect and the values taken by the neighboring
effects. The same thing for the cohort and period effects.

So the conditional distribution for the age will be written as follows:

aijai0 ; i0 6¼ i�N lai
;

1
xsa

� �
and lai

¼ Eðaijai0 ; i0 6¼ iÞ

For the period:

bjjbj0 ; j0\j�N lbj
;

1
sb

� �
and lbj

¼ Eðbjjbj0 ; j0\jÞ

For the cohort:

ckjck0 ; k0\k �N lck
;

1
sc

� �
and lck

¼ Eðckjck0 ; k0\kÞ

This writing means that the age effect ai, cohort effect bj and period effect ck follow
a normal law conditionally to other age effects, cohort effect and period effect,
respectively.

sa, sb and sc are the precision of ai, bj and ck (inverse of the variance), respec-
tively. x is the number of neighboring parameters on which the age effect that will be
estimated depends.

Related work. For the Bayesian analysis, it is used in all these researches [12, 13, 15,
16], these analysis was carried out with the software Bugs [20], a tool that is dedicated
to Bayesian analysis and implemented by Gibbs sampling. Gibbs sampling is a special
case of Monte Carlo methods by Markov chain (MCMC) [19].
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5.3 Comparison

It seems that Bayesian approach is more appropriate than the classical approach for
estimating and forecasting the rates of future incidence and mortality by cancer,
because in classical approaches the choice of past values is arbitrary which may lead to
not precise results so why they were elaborated as part of the Bayesian approach which
leads to more accurate estimates than other models and also allows to improve existing
procedures sometimes poorly adapted to particular situations.

In the research [23] they mentioned that the a priori that has been used in the
Bayesian approach gives more accurate estimates than classical approaches and also the
rates estimated by linear models do not last for long periods of time [19].

And from the comparison carried out in research [19] for classical age-period-
cohort that is used in [18] they mentioned that model give a satisfied results but it is not
perforce the appropriate model because before applying the regression it is necessary to
make several tests and several analysis to know the past values on which they will be
based and the most appropriate regression, in the Bayesian approach all this can be
concluded from the data.

6 Conclusion

Cancers occupy an increasingly important place in health preoccupations in Morocco,
they represent the second cause of death in Morocco and burden the resources of the
healthcare system.

This thesis consists to do an analysis of the evolutionary trends of the incidence and
mortality by cancers in Morocco in a given period.

In this article, we have given a vision on the three projection models:
age-period-cohort, age-period and age-cohort, and we have compared the two methods
of forecasting: classical approach and Bayesian approach.

The next step of this research is the choosing of one type of cancer, recovering its
data of incidence and mortality and applying the methods that were described in this
paper.

This work can be distributed in three steps, first the recovery of incidence and
mortality data by cancers, then the choice of projection model between the three
models of projections that have already been defined. And finally, the calculation of
future statistics by the Bayesian method.
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Abstract. As the utilization of imaging tools increases in healthcare domain,
cloud applications are becoming a popular approach for processing medical data.
In addition to being the most affordable solution, this approach offers simple and
efficient mechanisms to manage clients’ data. In this regard, this concept aims at
completely replacing traditional on-premises data centers and moving computa‐
tions to the cloud. These advantages would inevitably accelerate the adoption of
cloud-based data processing in the healthcare industry. Despite many advantages
of using cloud services, outsourcing data processing to an external provider could
jeopardize the duty to preserve the confidentiality of patients’ data. In fact,
security and privacy issues obstruct this paradigm from achieving greater success
in medical sector. In this context, there are several approaches and techniques to
protect clients’ data against potentially malicious cloud providers. A survey of
existing methods shows that computations on outsourcing data are either not
supported, or will pose more challenges. Moreover, they have been shown to be
poorly suited to digital records because they process each pixel separately. The
eventual goal is to propose a simple and efficient technique for handling clients’
data safely. The proposal provides also a mechanism to ensure integrity checking
of outsourced data. The novelty of our work is using K-means algorithm and
watermarking method to secure cloud services. The implementation results prove
that this methodology ensures security and QoS requirements.

Keywords: Image processing · Cloud computing · Security · K-means

1 Introduction

Cloud computing is a parallel and distributed system consisting of a collection of data
centers to offer easily accessing IT services. Moreover, it introduces a new way that
enables users to quickly store and compute their data. This model is in general the result
of many developments in computer science like smart grid, virtualization, High Perform‐
ance Computing (HPC), Service-Oriented Architecture (SOA). Basically, there are four
principal methods for deploying and accessing cloud resources, i.e., private, public,
hybrid and community. In this environment, three major services are offered by cloud
providers and tailored to better meet clients’ needs. The main features and characteristics
of this technology are defined by the National Institute of Standards and Technology
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(NIST) [1]. Clearly, this paradigm has the potential to facilitate the utilization of IT
services in medical sector. This study explores the feasibility of using cloud services to
process images remotely. In this scenario, on-demand imaging tools are delivered to
consumers to process health records without the need for traditional applications. In
other words, data processing takes place on powerful cloud servers to improve flexibility,
efficiency and performance. After the processing stage, the response is sent back to
healthcare professionals using a specific web interface. In this regard, Fig. 1 presents a
general overview of the use of cloud computing for remote image processing.

Image
Image

Cloud provider

Radiology centers Healthcare
institutions

Fig. 1. Basic idea for the medical image processing using cloud

Even with these advantages, however, the utilization of cloud may expose personal
data to serious security problems. This is caused by many risk factors, including those
related to cloud technology, such as virtualization [2], data location [3], web technology
[4] and interoperability [5, 6]. Besides these well-known problems, handling and
analyzing medical images over cloud requires additional security measures. The results
of the literature review reveal that many techniques are used to protect clients’ privacy,
especially SOA, homomorphic encryption, secret share scheme. However, these
methods still have some drawbacks regarding performance and the inability to comply
with data privacy requirements, which limits its applications in cloud computing.
Contrary to this, our novel technique to secure image processing is simple and efficient.

The present paper is organized as follows. Section 2 and 3 discuss existing methods
for protecting image processing when using cloud computing. Section 4 presents the
proposed solution to maintain privacy of patients and meet security requirements. In
Sect. 5, we discuss simulation results to highlight the proposed method. We end this
paper in Sect. 6 by concluding remarks and a discussion of future work.

2 Related Work

In [7], a novel homomorphic technique is used for processing digital records remotely.
To deal with security challenges, the authors use Learning With Error (LWE) scheme
to allow a user to perform operations on encrypted data without need of decryption. The
purpose of this work is to develop a cryptosystem that helps consumers to execute
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addition and multiplication on encrypted images. These above reasons make the
proposed technique of interest in cloud security and privacy. Because of the large size
of medical images, using homomorphic encryption has negative side effects on perform‐
ance due to its heavy computational costs, which limits its utilization in imaging tools.

Mohanty et al. [8] present a solution to process data using cloud tools. Clearly, the
proposed framework provides a mechanism to visualize data effectively. In this respect,
a user encrypts medical data using Shamir Secret Share (SSS) in such a way that each
image can be analyzed on multiple nodes. In addition, the authors apply pre-classifica‐
tion volume ray-casting method to reinforce the protection and privacy of medical data.
In this scheme, n shares are created from the original image using Shamir’s (k, n)
threshold. This ensures data confidentiality because less than k centers can never recon‐
struct the secret image. Furthermore, secured volume ray-casting is performed in a
cluster system, thereby workload will be balanced across all nodes.

In [9], Ali Mirarab et al. use an infrastructure composed of Eucalyptus system and
ImageJ tools to outsource data processing. In this approach, Eucalyptus is an open source
that offers a cluster with multiple nodes for high performance and availability. This
framework involves the integration of genetic algorithm (GA) and particle swarm opti‐
mization (PSO) to manage computational resources more efficiently. Besides, this solu‐
tion has two main components to handle digital data, namely ImageJ plug-ins to facilitate
the implementation of this framework and ImageJ Macro to process input data. Since
the measurement of security is based only on ImageJ, the proposal cannot be used to
protect confidentiality and integrity of digital data.

In [10], it is possible to process encrypted data using the proposed cryptosystem.
This scheme is based principally on Residue Number System (RNS) that allows compu‐
tations to be carried out directly on data stored in the cloud. In this concept, users need
to apply homomorphic encryption before uploading them to the cloud service. This new
method has the main objective to perform addition, subtraction and multiplication on
ciphertext. Mainly, the authors develop a mechanism that enables users to apply Sobel
filter for edge detection on images in cloud. The key goal is to reduce cyber threats and
to perform data analysis safely. However, performance is the major disadvantage of
using this technique as a data security measure.

Huang et al. [11] implement a new approach to secure image processing when using
distributed systems. In this solution, an image is processed in many nodes using MapRe‐
duce function which is implemented in Hadoop system. This concept aims at enhancing
data protection by dividing data into multiple portions, thereby avoiding disclosure of
sensitive information. However, data are not totally protected against untrusted service
providers because they are processed in a plaintext format. In addition, this framework
uses a simple mechanism that is based only on login and password to ensure access
control.

In [12], Bednarz et al. present a cloud solution for medical images analysis purpose.
To this aim, the authors develop a framework that is composed mainly on NetCTAR, a
runtime environment and toolbox called CSIRO. Typically, the proposed framework is
implemented on OpenStack system to enhance availability. The objective is to provide
the application with two main services, i.e., HCA-Vision to quantify cell features,
MILXView to process 3D images, and X-TRACT dedicated to X-ray images. The
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proposed solution, however, suffers from some limitations because it does not imple‐
ment security measures related to integrity and authentication.

Todica et al. [13] propose a new distributed computing system to protect cloud serv‐
ices, especially image processing. Typically in this approach, Service-Oriented Archi‐
tecture (SOA) is used to guarantee availability and reliability. In particular, cloud
providers leverage SOA to manage interoperability issues, which the major barriers that
health systems are facing. Moreover, this method is the simplest way to spread work‐
loads among clusters to avoid resources restrictions. Basically, the authors use XML
standard to develop this framework that helps clients to process their data remotely.
However, the proposal does not offer necessary security mechanisms to ensure data
confidentiality.

In [14], Hadoop system is used in this study to perform complex image processing.
Essentially, Vemula et al. implement MapReduce functions to distribute requests among
clusters for reasons related to the availability of cloud services. Moreover, a clustering
technique is used to split an image into multiple portions, thereby processing each part
on different nodes. This allows parallel extraction of an image to enhance system
performance and reliability. Since the secret is divided into various regions, it is hard to
extract information about the plaintext. Consequently, this solution enables a user to
process digital records remotely using Hadoop platform. For example, Laplacien filter
and Canny Edge Detection (CED) are applied on cipher data to prove the correctness of
this proposed model.

Sathish et al. [15] introduce Dynamic Switch of Reduce Function (DSRF) as an
effective way to improve MapReduce functions. Basically, this technique is used for
decreasing idle time and improving performance. This is achieved by means of a variety
of components to process images more efficiently in cloud environment, including the
Master module that divides an image, and MapReduce function which processes digital
records. Although it processes data, this framework does not provide any security mech‐
anism during data analysis over cloud.

In [16], Chiang et al. describe the promise and the potential of Service-Oriented
Architecture (SOA) in cloud computing. By effectively using SOA, many nodes of the
distributed system can participate in data processing. Meanwhile, the authors use ImageJ
software that offers necessary image processing operations. To efficiently access and
process data, the framework is composed mainly of four components: the presentation
layer, service layer, business logic and ImageJ tool. Despite its potential to process data,
security measures need more improvements to meet privacy requirements.

Moulick et al. [17] illustrate an easy and effective solution for data processing. In
this regard, SOA technique is used to implement image processing as a service. The
DIPE system offers numerous algorithms that have been proposed to handle digital
records. Essentially, the proposed framework has three models, including Programming,
Services and Messaging. The need to protect sensitive data when using cloud services
is the major barrier to accepting this proposed approach.

In [18], Kagadis et al. propose a simple system that detect brain tumor efficiently.
The proposed framework uses cloud resources to remotely process medical images. In
this study, the proposal is divided into four modules, namely the front-end, intelligent
load balancer as a dispatcher mechanism, universal storage, and processing VMs
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dedicated to image processing. Additionally, the authors use role-based authentication
model for privacy-preservation purposes.

A case study presented by Hu et al. [19], where a novel method based on Secure
Multiparty Computation (SMC) is used for data protection. In this concept, distributed
linear image filtering is applied for a secure image processing. Basically, the proposed
solution uses a combination of rank reduction and random permutation to process data
in an encrypted format. Additionally, the secure inner product protocol is implemented
to perform linear filtering safely. In this environment, the proposed scheme is composed
typically on two entities: one party holds the secret data and the other party offers
required tools to process data without revealing any confidential information. In general,
this technique is used in relatively simple cases where data processing requires just basic
operations.

Similarly, the authors in [20] focus on SMP and investigate the utilization of this
technique in cloud based image processing. Technically, feature vectors are used to
represent each digital data, especially significant portions. Hence, SMP is applied
directly on generated vectors. By using this method, users can perform face detection
in a secure manner, and hence, can be implemented in cloud environment. The main
disadvantage of this solution is that it is impossible to reconstruct the original image
from the generated vectors.

3 Analysis of Existing Approaches

In the era of cloud computing, data processing as a service has continued to grow in
popularity and application among healthcare organizations. In this concept, consumers
use on-demand, cost-efficient tools to analyze digital records. The main problem with
this technique is that it exposes clients’ data to security risks. In response to this issue,
many techniques are used to avoid accidental data disclosure that results from using
cloud computing. What all these techniques have in common is the potential to process
data remotely. However, these techniques still have some serious disadvantages that
limit their usefulness. For example, SOA is an easy way to increase performance by
dividing the workload among nodes in a cluster. However, it does not guarantee the
privacy of medical information because data are typically processed in a plaintext
format. In contrast, homomorphic approach is an efficient method to operate encrypted
data and to avoid malicious utilization of confidential data. Despite their great success,
applying these techniques will unfortunately have a negative impact on running speed.
Although the SSS technique ensures the confidentiality of data, it is difficult to directly
process shares created by SSS technique. In fact, it is necessary to adopt image
processing algorithms before applying them on shares. In general, SMP promotes
collaborative work in order to outsource computation to an external party. The utilization
of this concept in image processing involves complex tasks for designing secure proto‐
cols.

To summarize, current available solutions necessitate additional enhancement to
satisfy the demands of security and performance. This is basically due to the fact that
they require pixel-by-pixel processing approach, which affects running time. In this
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respect, a simple method based on segmentation is proposed to address security issues
in data processing over cloud computing. In addition, we propose a mechanism to keep
up data integrity for our proposal in the most efficient way possible.

4 Proposed Framework

The utilization of cloud services exposes data to increasing security risks despite its
relatively low cost and wide availability. In most cases, clients need to encode their
sensitive data before sending them to the cloud computing. Mainly, it keeps private
information secure, thereby reducing the risk of insider threat. Generally, with this
approach it is difficult to process data stored on cloud and, simultaneously, protect
patient’s data privacy. In this regard, the proposed framework aims to address this issue
by providing simple and efficient mechanisms to use cloud services safely. The novelty
of this solution is designing an architecture composed of three main elements:
consumers, third party and service providers. In this case, we introduce a new entity that
acts as an intermediary between the client and cloud providers to enhance data protec‐
tion. Furthermore, we use segmentation technique to avoid data disclosure. Meanwhile,
we rely on watermarking method to maintain data integrity.

4.1 The Fundamentals of the Proposed Framework

As aforementioned, the classical architecture of cloud computing poses many security
problems which have not been well addressed. In this respect, we design a framework
to process data securely using cloud computing. For this reason, we add a new module
called CloudSec dedicated to alleviating security and privacy concerns inherent to cloud
technology. Basically, this module relies on security measures to prevent unauthorized
use of confidential data. Additionally, it ensures authentication to check that the
consumer has permission to access to a specific cloud service. A brief overview of the
proposed solution is depicted in Fig. 2.

The proposed solution is based on distributed data processing approach to signifi‐
cantly improve performance. To this aim, a multi-cloud model is typically used to
process data on different cloud providers. So, a digital record is firstly split into many
parts. As a result, only a small part of the original data is analyzed on a cloud provider.
This would dramatically improve data confidentiality; thereby minimize the impact of
insider threats.

Normally, healthcare organizations communicate with CloudSec using SSL protocol
for authentication and data encryption. At the same time, this module stores metadata
in a secure local database. This information is often necessary to identify clients and
locate their data. In doing so, cloud providers cannot reveal personal information related
to cloud consumers; hence, it is the easiest way to ensure anonymity. As outlined above,
CloudSec is the primary element in securing the proposed architecture. In addition to
enforcing access control policy, CloudSec offers security tools to protect digital records
during cloud services utilization. In this study, CloudSec converts the secret image into
small parts composed of the subsets of pixels with similar colour. Consequently, many
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regions are generated form an image by using a clustering technique, i.e., K-means. In
this classification technique, pixels are arranged in random position in order to change
the image content. The primary objective of clustering approach is to transform a mean‐
ingful image into scrambled versions, essentially because of substantial changes in pixel
position. Interestingly, each service provider analyzes only small piece of original image
to make sure that health information is protected. In this environment, K-means algo‐
rithm is usually implemented at CloudSec module level. In this respect, CloudSec
divides the secret image into various small parts, thereby acting as a proxy server to
ensure that communication between clients and cloud providers is safe. The main func‐
tion of each module of the proposed system is illustrated in Fig. 3.

Cloud 1

Cloud 2

Cloud N

Multi-cloud

K-means

CloudSecClients

Fig. 3. The principle of our proposed approach

Besides, using multi-region segmentation would help cloud providers analyze
medical records easily. Indeed, this technique consists in the grouping of pixels on the

Radiology centersHealthcare institutions

Cloud providerCloudSec

Image

Image

Fig. 2. Architecture of the proposed framework
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basis of their gray values, which facilitates data processing and transmission. Another
mechanism of security to be considered is integrity issue. To this end, we propose a
mechanism for comparing the current state of the stored shares to a previously recorded
state in order to detect any malicious modification. In this framework, we propose a
hybrid solution for integrity checking to enhance security in cloud computing. Basically,
we use watermarking technique as an efficient approach to prevent accidental changes
due to attacks against the integrity of the original images. Specifically, we insert a digital
signature in each part to maintain the integrity of the digital records. Since medical
images are sensitive, we select a reversible watermarking method based on the Thodi
algorithm [21, 22] to avoid data degradation. Typically, the Thodi algorithm is an effi‐
cient mechanism to survive normal image processing operations.

Accordingly, we create the digital signature for each portion, relying on Secure Hash
Algorithm SHA-256 such as Message Code Authentication (MCA). Basically, we use
the Thodi algorithm for watermark embedding to easily verify that images are not
changed during data processing. So, clients rely on a digital fingerprint of an image
contents which were calculated before and after cloud utilization to ensure the integrity
of medical images, as illustrated in Fig. 4.

Restored Image (Ir)

Embedder

H (I)
Hash

Reader

H (I)Hash

= ?
No (Alarm)

Yes

H (Ir)

Watermarked Image (Iw)

Host Image (I)

Fig. 4. The principle of integrity checking mechanism

To summarize, the proposed methodology is an efficient way to meet security needs.
Therefore, it is an appropriate solution to promote image analysis using cloud computing
instead of on-premises imaging tools and healthcare applications. The proposal aims not
only to secure cloud-based image processing, but also to enhance system performance.

4.2 An Overview of the Main Used Methods

There are a broad range of issues that must be addressed before implementing cloud
services, issues related to storage, software, and virtual machines. The most common
encryption standards are widely applied to enforce data security and privacy. There are
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two major types of encryption methods. The first group only protects data against unau‐
thorized users, while the second type is designed to enable users to perform mathematical
operations securely. In this study, we present the most essential security measures for
data security, which are typically implemented in the CloudSec module.

Reversible Watermarking. Image-quality degradation caused by digital watermark
insertion is the major consideration in our choice of watermarking algorithm. Typically,
the proposed method would allow a user to easily insert and remove a message from
digital image without a noticeable degradation. In addition, it is important to select a
scheme that can provide higher embedding capacity. For integrity of electronic records,
this technique seeks to insert a digital signature in a lossless manner, thereby avoiding
damage to images. More precisely, the embedded hash function is extracted to verify
the integrity of the original. Since there are various schemes, it is necessary to evaluate
and compare existing models in order to choose to the appropriate one. In this study, we
rely on the study presented in [23] to achieve this objective. Clearly, reversible water‐
marking algorithms that use expansion approaches are usually the simplest and most
effective methods. Besides, this study shows that the Thodi [21, 22] algorithm has a
remarkable features in terms of performance and robustness. Accordingly, we select this
scheme to insert digital watermark for integrity checking purpose.

Multi-region Segmentation. In data processing, this process plays a major role in
identifying and delineating objects in images. Therefore, this technique is widely used
in medical bioinformatics to improve disease diagnosis and treatment. Basically, an
image is partitioned into a number of logical segments in order to simplify data
processing. In general, there are two main approaches to detect meaningful discontinu‐
ities in an image: edge and region based methods. The region-based algorithms take into
consideration pixel values to group similar pixels in a specific region. In the second
approach, we focus on identifying boundaries that separate one region from another.
Technically, this can be achieved by classifying pixels on edge or non-edge. In this study,
we suggest clustering technique to generate many regions based on the similarity of
pixel’s features. Specifically, we choose K-means algorithm to affect image’s pixels to
a specific cluster, thereby creating portions with homogeneous visual content. Conse‐
quently, this technique would use a medical image to generate several scrambled regions.
Meanwhile, this mechanism will enable distributed data processing by spreading data
across multiple servers. In other words, the principal concept of segmentation approach
is to provide a simple method of processing data without revealing confidential infor‐
mation. As a result, this technique allows CloudSec module to divide digital records into
predefined number of regions before sending them to the multicloud system to enforce
data security.

5 Simulation Results

The proposed framework employs the concept of clustering technique to divide a digital
image into multiple segments. The key idea behind this technique is that cloud providers
cannot view patients’ medical records or gain unauthorized access to any medical
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information. As outlined above, we suggest K-means as a segmentation method to clas‐
sify each pixel to the closest cluster. In this study, we will firstly discuss the principle
of K-means scheme, and then we implement this solution to demonstrate its correctness.
The algorithm 1 provides the pseudo code of a generalized version of the conventional
K-means clustering algorithm [24]. In this scheme, m[i] is usually used to denote the
membership of point xi.

In most cases, clustering techniques are a very attractive and promising solution to
extract the area of interest from a background area. The entire procedure involves
multiple steps in order to accomplish this goal. In such a processing model, partial
stretching enhancement is firstly performed on medical images to improve the quality
level of digital data. Second, subtractive clustering technique is performed to create
initial centroids, which are the cornerstone of K-means algorithm. Generally, we rely
on the density of surrounding data points to accomplish this task efficiently. Finally, it
is ever recommended to use a median filter to create the final image without any
unwanted objects and regions. Interestingly, we apply common image processing only
on each generated region instead of the original image.

In this study, we seek to enhance the quality of encrypted image using cloud services.
To this end, we process these generated shares in order to get the final result. After post-
processing, we reconstruct the final image using the same methodology. In this section,
we present some experimental results to simulate our solution. In this context, we use
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two colours medical images to evaluate the effectiveness of the proposed approach. First,
we apply Gaussian filter to reduce the level of noise in the secret image, as illustrated
in Fig. 5.

Fig. 5. The experimental results using Gaussian filter

In the second case, image enhancement was performed using K-means clustering
technique. Normally, this method is widely used for increasing medical image’s quality.
For this reason, we increase the value of pixels’ intensity to enhance the contrast and
brightness of the output image. In this work, we apply our method on a RGB image to
simulate the proposed approach, as shown in Fig. 6.

Fig. 6. The experimental results for intensity enhancement
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The present work proves the feasibility and utility of applications of the clustering
technique in cloud security. In particular, the simulation result shows that this technique
protects digital records against potential internal threats. In fact, this method allows
clients to process health records on different cloud providers. The basic idea behind this
solution is processing data in public cloud without revealing confidential information.
This is achieved by using K-means algorithm to creating multi regions. Consequently,
segmentation approach is a simple and efficient method to guarantee confidentiality in
cloud services, especially image processing.

6 Conclusion

In recent years cloud services have been perceived as a more prospective choice for
healthcare organizations due to better adjustment and utilization of computational
resources than is the case with traditional systems. The main novelty and contribution
of this study is the utilization of segmentation approach to process images safely. In
such a model, CloudSec uses clustering technique to create many regions from health
records. Usually, each portion is analyzed in a distinct cloud server to protect the privacy
and security of medical information. The simulation results show that the proposal is an
efficient technique to overcome security challenges in cloud services. In fact, this solu‐
tion enables cloud providers to perform practically basic image processing operations,
such as image enhancement. Technically, the multi-region segmentation based on K-
means algorithm is the core element of our proposed framework. To meet security
requirements, we suggest a simple methodology to check the integrity of outsourced
data. Basically, we use a hybrid approach based on watermarking techniques and digital
signature to detect loss of data or any accidental modifications in image content. Conse‐
quently, this solution can help address the issue of trust in cloud services, and hence,
increase cloud adoption in the healthcare domain. As for the future works, we intend to
extend this framework to integrate complex image processing operations. Additionally,
we will use some indices to evaluate the robustness of our proposed security mecha‐
nisms, such as correlation coefficient and the Number of Pixels Change Rate (NPCR).
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Abstract. In the last decade information technology is considered not just as
basic support tool but the core of all modern system such as healthcare, trans‐
portation, pollution … etc. that why this this paper come to provide a practical
reference in information technology (IT) and healthcare industry which become
under pressure to improve safety, efficiently, and to reduce human errors, and
provide secure access to timely information. Also this document explain the
reason behind implications of cloud computing in particular Amazon cloud as
one of leaders of cloud services to handle IOT real time data of heterogeneous
data sources and with revolutionel protocols suc MQTT. This documents includes
description of few services that we can use in order to handle huge traffics of data
coming from different data sources [7]. Also we provide short guidance and strat‐
egies (detection, processing, and saving) and demo designed to describe the
communications possibilities between aws services, and to help researchers in
their future projects.
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1 Introduction

In most developed countries, the aging problem has existed for many decades, while, in
developing countries, population aging has taken place relatively recently due to the
demographic changes and strong gains in life expectancy. A UN study in 2013 said the
number of older persons is 841 million in 2013 and the older population will almost
triple by 2050, when it is expected to surpass the two billion mark. The share of the
working-age population will continue to fall during the next four decades, to about 51%
in 2050 [2]. In contrast the old-age dependency ratio will grow rapidly, as a result a
society’s capacity for taking care of its elderly members could be overwhelmed.

In this Paper we describe the utility of developing healthcare system in cloud envi‐
ronment especially in amazon cloud as one of the leader of cloud services.

2 Related Work

IoT innovation incorporated twisting in the keen power matrix accompanies a cost of
putting away and handling the volume of information consistently. This information
incorporates end clients stack request, control lines blames, system’s parts status,
booking vitality utilization, gauge conditions, progressed metering records, blackout
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administration records, endeavor resources, and numerous all the more Hence, service
organizations must have the product and equipment abilities store, oversee, and handle
the generated data effectively [5]. Authors [5] proposed cloud support data management
smart cities and according to the authors the expanding significance of conveying smart
city advances and applications, [14] which brought about an expanding measure of
information produced by these applications, the requirement for a comprehensive infor‐
mation administration framework expanded because of the need for effectively gathering
and preparing these informations.

3 Cloud Computing

Cloud computing is the on-demand delivery of compute power, database storage, appli‐
cations, and other IT resources through a cloud services platform via the internet with
pay-as-you-go pricing. It provides a simple way to access servers, storage, databases
and a broad set of application services over the Internet. A Cloud services platform such
as Amazon Web Services owns and maintains the network-connected hardware required
for these application services, while you provision and use what you need via a web
application [1].

4 Amazon Cloud Services

Amazon Web Services provides online services for other websites or client-side appli‐
cations. [1] Most of these services are not exposed directly to end users, but instead offer
functionality that other developers can use in their applications. Amazon Web Services’
offerings are accessed over HTTP, using the REST architectural style and SOAP
protocol. All services are billed based on usage.

In the next paragraphs we give short introduction of services that amazon offer and
we can use it in healthcare System:

4.1 Amazon S3 (Simple Storage)

Is object storage with a simple web service interface to store and retrieve any amount
of data from anywhere on the web. It is designed to deliver 99.999999999% durability,
and scale past trillions of objects worldwide. It stores arbitrary objects (computer files)
up to 5 terabytes in size, each accompanied by up to 2 kilobytes of metadata. Objects
are organized into buckets (each owned by an Amazon Web Services account), and
identified within each bucket by a unique, user-assigned key. Amazon Machine Images
(AMIs) which are used in the Elastic Compute Cloud (EC2) can be exported to S3 as
bundles [3].

S3 have multiple advantages:

• SIMPLE: Amazon S3 is simple to use with a web-based management console and
mobile app. Amazon S3 also provides full REST APIs and SDKs for easy integration
with third-party technologies [3].
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• DURABLE: Amazon S3 provides durable infrastructure to store important data and
is designed for durability of 99.999999999% of objects. Your data is redundantly
stored across multiple facilities and multiple devices in each facility [3].

• SCALABLE: With Amazon S3, you can store as much data as you want and access
it when needed. You can stop guessing your future storage needs and scale up and
down as required, dramatically increasing business agility [3].

• SECURE: Amazon S3 supports data transfer over SSL and automatic encryption of
your data once it is uploaded. You can also configure bucket policies to manage object
permissions and control access to your data using IAM [3].

• AVAILABLE: Amazon S3 Standard is designed for up to 99.99% availability of
objects over a given year and is backed by the Amazon S3 Service Level Agreement,
27 ensuring that you can rely on it when needed. You can also choose an AWS Region
to optimize for latency, minimize costs, or address regulatory requirements [3].

4.2 Amazon EC2

A web service that provides secure, resizable compute capacity in the cloud. It is
designed to make web-scale computing easier for developers. The Amazon EC2 simple
web service interface allows you to obtain and configure capacity with minimal friction.
It provides you with complete control of your computing resources and lets you run on
Amazon’s proven computing environment. Amazon EC2 reduces the time required to
obtain and boot new server instances (called Amazon EC2 instances) to minutes,
allowing you to quickly scale capacity, both up and down, as your computing require‐
ments change [4].

Amazon EC2 changes the economics of computing by allowing you to pay only for
capacity that you actually use. Amazon EC2 provides developers and system adminis‐
trators the tools to build failure resilient applications and isolate themselves from
common failure scenarios [4].

4.3 Amazon DynamoDB

Since Big Data leads to huge traffics and a high processing time during data analysis,
NoSQL solutions are much more efficient than traditional databases. They are also more
flexible in the integration of new data, than data models, which are the basis of relational
databases [4].

A second reason to consider a NoSQL solution is that modern systems need to be
continuously available. Note that this is different from just “high availability” [4], where
unplanned downtime, although not desired, is still expected. Continuous availability
describes a feature of systems that can’t go down.

The benefits of NoSQL solutions explain why these technologies are gaining market
acceptance. Google even predicted that NoSQL will completely replace the relational
databases in the next few years [6].

Amazon provide Amazon DynamoDB as a fully managed NoSQL database service
that provides fast and predictable performance with seamless scalability. Amazon Dyna‐
moDB offers the following benefits:
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• NO ADMINISTRATIVE OVERHEAD: Amazon DynamoDB manages the burdens
of hardware provisioning, setup and configuration, replication, cluster scaling, hard‐
ware and software updates, and monitoring and handling of hardware failures. [5]

• UNLIMITED SCALE: The provisioned throughput model of Amazon DynamoDB
allows you to specify throughput capacity to serve nearly any level of request traffic.
With Amazon DynamoDB, there is virtually no limit to the amount of data that can
be stored and retrieved [5].

• ELASTICITY AND FLEXIBILITY: Amazon DynamoDB can handle unpredictable
workloads with predictable performance and still maintain a stable latency profile
that shows no latency increase or throughput decrease as the data volume rises with
increased [5].

4.4 Amazon IOT

AWS IoT provides secure, bidirectional communication between Internet-connected
things (such as sensors, actuators, embedded devices, or smart appliances) and the AWS
cloud. This enables you to collect telemetry data from multiple devices and store and
analyze the data. You can also create applications that enable your users to control these
devices from their phones or tablets [7].

AWS IoT Components AWS IoT consists of the following components: Device
gateway Enables devices to securely and efficiently communicate with AWS IoT.
Message broker Provides a secure mechanism for things and AWS IoT applications to
publish and receive messages from each other. You can use either the MQTT protocol
directly or MQTT over WebSocket to publish and subscribe. You can use the HTTP
REST interface to publish. Rules engine Provides message processing and integration
with other AWS services. You can use a SQL-based language to select data from
message payloads, process and send the data to other services, such as Amazon S3,
Amazon DynamoDB, and AWS Lambda. [12] You can also use the message broker to
publish messages to other subscribers. Security and Identity service Provides shared
responsibility for security in the AWS cloud. Your things must keep their credentials
safe in order to securely send data to the message broker. The message broker and rules
engine use AWS security features to send data securely to devices or other AWS serv‐
ices. Thing registry Sometimes referred to as the device registry. Organizes the resources
associated with each thing. You register your things and associate up to three custom
attributes with each thing. You can also associate certificates and MQTT client IDs with
each thing to improve your ability to manage and troubleshoot your things [7].

MQTT Protocol. After the 2000’ many organisation start using IoT protocol in many
implementation. The first one was MQTT from IBM as a lightweight asynchronous
publish-subscribe messaging protocol that relies on the MQTT broker to facilitate the
messages between the publisher and subscriber. MQTT employs Transmission Control
Protocol (TCP) to provide a reliable communication channel between the IoT devices.
The small header of MQTT protocol (2 bytes only) allows the message delivery with
minimal bandwidth and yet reliable connection [10]. In addition, a study of MQTT
performance in comparison with HTTPS in 3G and Wifi environnements has been made
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in [10] that shows that MQTT can handle more data with lower energy consumption (cf.
Table 1).

Table 1. Comparison between HTTPS and MQTT protocol

3G WIFI
HTTPS MQTT HTTPS MQTT

%Battery/Hours 18.79% 17.8% 5.44% 3.66%
Message/Hour 1926 21685 5229 23184
%Baterry/
Message

0.00975 0.00082 0.00104 0.00016

4.5 Amazon Elastic Load Balancing (ELB)

Automatically distributes incoming application traffic across multiple EC2 instances. It
enables you to achieve greater levels of fault tolerance in your applications, seamlessly
providing the required amount of load balancing capacity needed to distribute applica‐
tion traffic. Elastic Load Balancing offers two types of load balancers that both feature
high availability, automatic scaling, and robust security. These include the Classic Load
Balancer that routes traffic based on either application or network level information, and
the Application Load Balancer that routes traffic based on advanced application-level
information that includes the content of the request. The Classic Load Balancer is ideal
for simple load balancing of traffic across multiple EC2 instances.

4.6 Amazon SNS (Simple Notification Service)

Is a web service that coordinates and manages the delivery or sending of messages to
subscribing endpoints or clients. In Amazon SNS, there are two types of clients—
publishers and subscribers—also referred to as producers and consumers. Publishers
communicate asynchronously with subscribers by producing and sending a message to
a topic, which is a logical access point and communication channel. Subscriber. consume
or receive the message or notification over one of the supported protocols when they are
subscribed to the topic. When using Amazon SNS, you (as the owner) create a topic and
control access to it by defining policies that determine which publishers and subscribers
can communicate with the topic. A publisher sends messages to topics that they have
created or to topics they have permission to publish to. Instead of including a specific
destination address in each message, a publisher sends a message to the topic. Amazon
SNS matches the topic to a list of subscribers who have subscribed to that topic, and
delivers the message to each of those subscribers. Each topic has a unique name that
identifies the Amazon SNS endpoint for publishers to post messages and subscribers to
register for notifications. Subscribers receive all messages published to the topics to
which they subscribe, and all subscribers to a topic receive the same messages.
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5 System Architecture

The system of our demo base on three main parts [13]:

• DATA PRODUCER: this is the sender of data. This producer if represent by a Rasp‐
berry pi(in real environment it collects all the signals from the sensors and forwards
them to the Internet [8]) with programming tool called NOD-RED. This tool is used
for wiring together hardware devices, APIs and online services in new and interesting
ways. It provides a browser-based editor that makes it easy to wire together flows
using the wide range of nodes in the palette that can be deployed to its runtime in a
single-click.

• Gateway: is represented By IOT aws. Where we have create our objects, rules and
X502 certificate to secure our communication [11].

• DESTINATION: we’ll use DynamoDb to store incoming data from IOT gateway.
• EVENT: represent the alert which the system will send to physician as notification

on emergency situation, this alert part use SNS service in order to push notification
Android Application connect to another service called MobileHub.

• DATA EXPLORATION: We use Elastic MapReduce as service based on hadoop
for quickly & cost-effectively process of vast amounts of data.

The next figure shows the communication between different (Fig. 1).

Fig. 1. Components of our system.

6 Conclusion

In this article, we have studied different software technologies which amazon offer that
can be implemented for transfer, storage processing of data resulting from an IoT appli‐
cation in health care system and its combinations. This combination is constituted of
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Raspberry pi, MQTT in aws IOT, S3 for saving data, SNS and MobileHub for
notifications, and DynamoDB for storing data in NOSQL environnement.
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Abstract. The information system (IS) was becoming an indispensable manage‐
ment tool in various fields of human activity. In the health sector, it has an impor‐
tant role in improving patient management and quality of healthcare services, in
optimizing resources and in effectiveness of biomedical research. The hospital
information system (HIS) began to emerge in recent decades in many developing
countries. Our study aims at first for examining many different open source appli‐
cations and, then, selecting the most appropriate applications to use and adapt for
healthcare structures in countries where the public management allocated
budgets, in the different healthcare structures, does not allow the purchase of a
commercial solution and a necessary after-sales services. A bibliographical study
does not allow us to discover related works. From were, the great interest of our
comparative study.

We have studied nine open-source hospital information systems: OpenMRS,
OpenEMR, MediBoard, HospitalOs, HOSxP, PatientOS, Care2x, MedinTux and
OpenHospital.

We have used the SQALE method to evaluate the quality of these applica‐
tions. We have got the source code using the “sourceforge.net” website. We have
used the Sonar platform to measure the source code’s quality, and the
“OpenHub.net” website to get the evaluation of the activity of Open-Source
communities of each HIS.

The obtained results allowed us to select MediBoard and OpenEMR as a basis
to develop an application for the healthcare institution’s needs, in particular for
the first and second levels, in Morocco.

Keywords: Hospital information system · Health system · Open-Source
SQALE method · Sonar platform · Sourceforge.net · openHub.net
Technical debt
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1 Introduction

Actually, information is the most important resource of every organization. In fact, any
structure has its data that describe organizational activities. To manage this data we need
to use an information system. It is a set of peoples, services, events, features, and rela‐
tionships, which define organizations. Therefore, it is a set of information about system’s
elements. In other words, an information system is an integrated company tool dedicated
to data management, process, storage and accessibility. It is defined as a socio-technical
subsystem of the company, the term “Socio” refers to the population concerned by the
procedure’s information. The term “Technique” refers to the ways of this processing [1].
According to this definition, Hospital Information System is the set of technological
tools that ensure the management of hospital data, such as the patient information, the
service information, doctors, nurses and logistic data. According to [1], a HIS is an
application developed to manage the medical, administrative, legal and financial aspects
of the hospital.

The first HIS returns to 1965 when Lockheed Martin started a project of collecting
information concerning the usability of such systems [2]. Lockheed built a prototype of
hospital information system called the Medical Information System (MIS), which was
tested by El Camino Hospital [2, 3]. In the 1970s and 1980s, other hospitals around the
world has used hospital information systems [4] with the integrated features such as
planning, recording and instrument automation [5]. In the 1990s, Japan used HISs at the
most of hospital activities, including the preparation of health’s reclamation assurance.
In 1991, 81.6% of all Japanese hospitals used health informatics technology [6, 7]. The
integration of HIS with assurance association systems has also been prototyped, which
creates the potential for more comprehensive databases on patients’ medical records [6].
During this period, hospitals and developers also focused on two specific objectives for
the HIS: to adapt the system to the clinical environment and to establish communication
links between the HIS and other external entities, such as Laboratories and pharmacies
[6]. The achievement of these integration goals was in the mid-1990s, with many health
systems linked through interfaces. The way to integrate HIS with other health care
systems was still difficult because of the diversity of tasks, technical limitations, pref‐
erence for departmental systems and the philosophy of developers. Another key issue
in this integration process was the execution of synchronous updates between hetero‐
geneous systems and the management of communication servers [8–10]. Through the
2000s, component-based technologies, communication systems, distributed systems and
network architectures gave the possibility to homogenize and share data at a new level.
Also, in this period, communication standards was improved, such as Health Level 7
and XML packaging structures like the Simple Object Access Protocol (SOAP), which
have contributed to insure an Interoperable environment around Electronic Health
Records (EHR) [11].

HISs have been much developed to better serve different needs of health care institu‐
tions and services. There are different types of HISs, commercial, non-commercial, closed
source and open source. The major problem in HISs adoption for health institutions is the
difficulty of adaptation to its specific and local needs. In developing countries, the health
sector suffers from different management problems linked to the lack of resources.
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Adopting a solution in these countries was never that simple. Indeed, solutions that exist
have a difference in their costs and access to sources code. Developing countries, because
of its low budget allocated to the health sector, cannot use HISs or they adopt limited ones
as low-cost closed solutions, these solutions can never cover all of health care institution’s
needs. Generally, these solutions are incomplete or too complex to configure.

Open source HISs proposed in this search work as a solution that has a free and open
access to source code. This kind of solutions present an advantage summarized in the
ease of adoption despite of limited resources, it ensures a better adaptation due to the
permitted modification in source codes. However, in this moment, there are various HISs
Open Source with different qualities, which allowed us to introduce this comparative
study to evaluate and examine different open source solutions and choose a flexible one
that has a better quality and can be adapted to health care institution’s needs.

Therefore, this work consists in examining, evaluating and comparing open source
HISs qualities in order to select the one that can be adopted and adapted to health care
institutions specifications.

2 Materials

In this section, we will detail the chosen HISs in our study, and then we will describe
the platforms used to recover the source code and to implement the method adopted in
this study.

2.1 Hospital Information Systems

We looked for HISs that have active contributions. In fact, we have nine solutions:
OpenMRS is a collaborative project designed to manage healthcare, especially, in

developing countries. OpenMRS was a response to many challenges like the serious
diseases (HIV, Malaria). This system was created in 2004 by Paul Biondich and Burke
Mamlin from the Indiana University School of Medicine after a visit to the Academic
Model Providing Access to Healthcare Project in Kenya. It has many collaborators in
different specialties as volunteers. OpenMRS exist actually in many countries around
the world for research, clinical use, development, evaluation and other uses [12].

OpenEMR Is an Electronic Health Record for a medical practice management. It is
ONC Complete Ambulatory EHR Certified with international uses. It was originally
developed by Syntech organisation in 2001 as Medical Practice Professional like version
1.0. Actually, the system is on version 5 since 2017 and its code repository was migrated
to the GitHub [13].

MediBoard Is an open source web application designed to manage health estab‐
lishments. It is a Hospital Information System created by Thomas Despoix and Romain
Ollivier. This HIS is actually until version 0.4.0 developed by the OpenXtrem organi‐
zation. It is a modular system based on web technologies to handles all patient files,
workflows and planning of all health establishment activities [14].

812 Y. Bouidi et al.



HospitalOS is a HIS and a research /development project designed to every small-
sized hospital. Hospital OS was created and developed for Thailand community. It is
actually until version 3.9 and it is featured especially by the treatment of patients [15].

Care2x, Is an integrated HIS started as “Care 2002“project in 2002. The first official
release was until version 1.1 in 2004. In 2003, the project name was changed to Care2x.
The last stable release was in 2012 until version 2.6.29. Its design can handle both of
medical and non-medical services. Care2x has many features that include especially the
smart search and the multiple custom languages. [16]

OpenHospital was developed by Informatici Senza Frontiere, in collaboration with
students of Volterra San Donà di Piave Technical highschool, in 2005. It was imple‐
mented at St Luke’s Hospital, Angal, in Nebbi District, Northern Uganda. It was used
also in Kenya, Afghanistan, Benin and Congo. Actually, this HIS is at its seventh release
which is multi-user, has an extended patient database, has a historical integrated patient
and gives an internal communication, reports and statistics. [17]

MedinTux was initiated by the doctor Roland Sevin since ten years. It is distributed
under the CeCiLL V2 license which is equivalent to the GPL license adapted to the
French legislation. It was originally written for French emergency services, it can be
used in a multi users environment and offers many features like consultations, prescrip‐
tions, real time visualization and statistics [18]

HosxP is a HIS used in over 70 hospitals in Thailand. It was called KSK-HDBMS.
Its development started in 1999 by Suratemekul to be continued by employers of its
company Bangkok Medical Software. It is distributed under a GPL license and free only
for its Primary Health Care Unit version. [19]

PatientOS is a HIS for small hospitals and clinics. It is a web-based application
under the GPL license. [20]

2.2 Source Forge

This platform was our repository to get the source codes for each HIS. Source Forge is
a software forge, a website hosting the development of free and open-source software,
operated by the company Geeknet and which uses the Apache-Allura forge [21]. It
allows developers to host software projects by offering tools for their management as
well as their versions. It also offers a wiki space for documentation, as well as a subdo‐
main for each project and gives to the community an opportunity to judge projects by
selecting specific indicators that are useful in providing project’s statistics.

2.3 SonarQube

We used this platform to evaluate the source code quality of each HIS. It is an open
source platform for continuous inspection of code quality and an implementation of the
method used in this study [22]. It is a web-based application that analyzes the project
source code following a set of quality characteristics. It gives the indicators that evaluate
projects by providing numerous statistics. It has many features like the complete dash‐
board of indicators and the identification of project weaknesses [22].
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We used SourceForge to get the source code for the nine HIS that will be analyzed
and evaluated using SonarQube and OpenHub to compare their qualities. To evaluate
the quality of source codes we adopt the SQALE method that will be developed in the
following chapter.

3 Method

After collecting the source code of open source HISs, we arrive to the evaluation phase
of their qualities. In order to examine them, we used the McClain model which defines
the quality of IS on three levels. On the other hand, we used the SQALE method to
evaluate the quality of source codes by applying the concept of technical debt.

Our objective is focused on quality evaluation of HIS. To achieve this we have
adopted the concept of quality evaluation of an information system. This concept
consists of evaluating IS components according to a model that respects IS definition in
its organism. In 1992 the quality of an IS was defined by DeLone and McLean model
which splits the quality into two parts, system and information quality [23] (Fig. 1) .

Fig. 1. Information system success model [23].

The quality of the technical part of the system is determined by ease access, short
response time, a practical tool for user, which helps in a more efficient work. The quality
of the information produced is determined by the accuracy of the information, its acces‐
sibility, its exhaustiveness and its reliability.

This model was improved in 2003 by adding a third dimension which concerns the
quality of the service [23]. According to this dimension, the IS quality is also measured
by its activity, security, updating and maintenance (Fig. 2).
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Fig. 2. Updated IS success model [23].

We used the SQALE method to evaluate the technical quality of the system and
information for each IS. This method is based on the concept of the technical debt of
the source code. According to Jean-Louis Letouzey in the official documentation
published in 2016 [24], this method, in its latest version, respects nine fundamental
principles:

1. The quality of the source code is a non-functional requirement.
2. The requirements in relation to the quality of the source code have to be formalized

according to the same quality criteria such as any other functional requirement.
3. Assessing the quality of a source code is in essence assessing the distance between

its state and its expected quality objective.
4. The SQALE Method assesses the distance to the conformity with the requirements

by considering the necessary remediation cost of bringing the source code to
conformity.

5. The SQALE Method assesses the importance, the impact of a non-conformity by
considering the resulting costs of delivering the source code with this non-
conformity.

6. The SQALE Method respects the representation condition.
7. The SQALE Method uses addition for aggregating the remediation costs, the non-

remediation costs and for calculating its indicators.
8. The SQALE Method’s Quality Model is orthogonal.
9. The SQALE Method’s Quality Model takes the software’s lifecycle into account.

The SQALE method is based on four concepts presented as successive stages by
Jean-Louis Letouzey in 2016 [24]. Indeed, a quality model, an analysis model, indices
and finally indicators define the SQALE structure (Fig. 3).
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Fig. 3. The SQALE structure [25]

The quality model proposed by this method aims to organize the non-functional
requirements related to the quality of the code. It is organized into three hierarchical
levels. The first level is composed of characteristics derived from the standards as key
factors in describing the quality of the code such as stability, reliability, variability,
efficiency, safety, maintenance, portability and reuse. The second level named sub-
characteristics used to combine groups of requirements into two types: those corre‐
sponding to life cycle activities and other results of generally recognized taxonomies.
The third level consists of requirements for the internal attributes of the source code.

According to Jean-Louis Letouzey [24], the SQALE analysis model accomplish two
main tasks: first, it applies rules to normalize the measurements by transforming them
into costs, and the second defines rules to aggregate these normalized values. The
SQALE method defines the cost aggregation rules either in the quality model tree or in
the source code artifact hierarchy (Fig. 4).

Fig. 4. Levels of SQALE quality model [24]

The indices in this method represent the costs and are measured on the same scale
in order to manipulate all the operations permitted for a scale of this type. Jean-Louis
Letouzey confirmed that the characteristic indices of SQALE are the Testability Index
(STI), the reliability index (SRI), the index of changeability (SCI), the efficiency index
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(SEI), Security Index (SSI), Maintainability Index (SMI), Portability Index (SPI) and
Reuse Index (SRuI) [24] (Fig. 5).

Fig. 5. SQALE quality’s characteristics [24]

By summing all remediation costs related to all quality model requirements, the cost
of remediation for all characteristics of the quality model can be estimated. This measure
is the quality index SQALE: SQI. The SQALE quality index is a precise implementation
of the concept of “technical debt” associated with the source code.

The SQALE method defines four indicators related to the quality characteristics,
allowing a highly synthesized representation of the quality of an application [24]. The
SQALE Rating consists of producing a derived measure or an ordinary scale subdivided
on five levels from A (Green) to E (Red).

Kivat consists of presenting the SQALE Rating in concentric areas and targeting the
quality of each project according to its values. The Kiviat presents both the Rating of
all the projects compared according to the characteristics of the quality model (Fig. 6).

Fig. 6. The Kiviat indicator [25]
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The SQALE pyramid helps to make appropriate decisions, taking into account the
dependence of the characteristics of the quality model on the life cycle.

The fourth indicator is the Debt Map graph, which represents the artefacts of the
assessment scope drawn on two dimensions: the first is Technical Debt (SQI) and the
second is the Business Impact (SBII) (Fig. 7).

Fig. 7. The SQALE pyramid [25]

This method evaluates the quality of the information system by evaluating the first
two dimensions defined by W. DeLone and E. McLean [23]. Then we evaluated the
quality of the service, which presents the third dimension of the proposed model, by
evaluating activity, maintenance, security and updating rate of the IS.

This evaluation is done by combining characteristics given by the SQALE method
and confirmed information by the Open Source community. Being Open Source
projects, each HIS has its own activity indices which are summarized in the contribution
rate, the validation rate, the date of the last contribution and the date of the last stable
version (Fig. 8).

To carry out this evaluation, we called our materials mentioned in the previous
chapter. We used SonarQube to implement the SQALE method by installing the client
platform and connecting to the Sonar server to scan the source code. We also retrieved
the indices of HIS activities using the OpenHub platform.

In this section, we have stated the method adopted in this comparative study. After
defining the quality evaluation dimensions of the HISs and the SQALE method, we
implemented this method using the SonarQube platform to obtain and visualize the
evaluation results.
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Fig. 8. SQALE Debt Map Graph [26]

4 Results and Discussions

Applying this method, allowed us to have specific criteria of quality that present our
referential of comparison of HIS. Indeed, the SonarQube platform is used to evaluate
the quality of characteristics of the source code applying the concept of technical debt
(Table 1).

Table 1. The used indicators for characteristics evaluation

Evaluation dimension Characteristic Used indicators
System & information Reliability SPR

Complexity Rate
Rule Compliance SPR
Documentation Rate

Service Activity Size & Rate & Date
Security SPR
Maintainability SPR & Debt Map

The measures obtained was about Reliability, Security, Maintainability, Complexity,
Documentation and Rules Compliance.

After having implemented the SQALE method and collected statistics in the open
source community, we have put two sets of characteristics that was the basis of evalu‐
ation of the studied HISs. The first one was by the test-based selection. However, the
second one was by the verification-based selection.

In this table, we mentioned the used indicators to evaluate each characteristic. These
indicators are the SQALE Pyramid Rating, Rate, Size, Debt Map Graph and Date
(Table 2).
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Table 2. The sub Characteristics of the Evaluation

Evaluation dimension Characteristic Sub characteristic
System Complexity

Rule Compliance RCR
Documentation
Internationalization
Modularity

Information Interoperability
tractability
Reliability
Activity Contributions

Date of last activity
Commits

Security
Maintainability
Functional coverage

On this table, we present the verified-characteristics. This verification is done for the
sonar selected HISs in order to be based on the SQALE method results.

Indeed, the sonar test was done using Sonar Scanner on each HIS, and it was applied
on the following characteristics:

• Reliability
• Complexity
• Security
• Maintainability
• Documentation
• Rules Compliance

The results given by the Sonar server use the SQALE indicators to evaluate the
quality of the HIS source code according to the technical debt of each defined charac‐
teristic. Then, we obtained the following results of Characteristic’s Rating distribution
according to each HIS’s source code:

These results show that MediBoard is technically better distributed. Indeed, the
evaluation of source codes has proved that MediBoard is technically more satisfying
according to Model quality characteristics (Table 3).

Table 3. Comparative study of HISs activities in 2016

HISs Commits Contribution
OpenEMR 1566 58
OpenMRS 522 81
MediBoard 2381 12
Open Hospital 70 2
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According to OpenHub platform’s results, we got the following statistics concerning
HISs actives:

However, after evaluating the HIS we observed that MediBoard, despite of its
activity fall, has proved its technical performance (Fig. 9).

Fig. 9. The Characteristic Rating of HISs

5 Conclusion

According to importance of information systems in the business management, Hospitals
have presented a need for IS adoption to facilitate and control their complex structures
and organizations. This need was relative to the country’s categories. Therefore, it was
an adoption lag and a difference in the functional priorities ensured by the HISs. The
adoption of a HIS, especially in a developing country, requires an open source solution
due to lack of resources. For this reason, our study was a comparison for open source
solutions (Table 4).

Table 4. : the Virified Characteristics of HISs

HIS Indicators
Interoperability Traceability

MediBoard + +
OpenEMR + +
OpenMRS – +
Care2x – –
Hospital OS – –
Open Hospital + –
MedinTux – –
HOSxP – –
PatientOS – –
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In this study we used the Source Forge platform to recover the source codes of nine
HISs. We evaluated these HISs by the SQALE method by adopting its implementation
presented in the SonarQube platform. This platform allowed us to evaluate the quality
of the HIS source code. We used the OpenHub referential to evaluate the HIS’s activities
as Open Sources.

The result obtained gave us two HISs to be a basis for developing a solution that will
be adapted to the levels 1 and 2 of the Moroccan health system. These HISs were in the
order MediBoard and OpenEMR.
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Abstract. The modern radiologists and doctors often use imaging software for
a better diagnosis, and hence, to deliver improved patient care. Obviously, since
digital records contain useful biological information, they are now being
massively produced. Unfortunately, the maintenance and licenses required to
mange an on-premise solution is a costly and time-consuming approach. To over‐
come this challenge, healthcare organizations implement cloud services to
process medical images with the help of remote tools and facilities. In fact, cloud
computing has, since its emergence, changed the way we build and develop IT
services. In this new paradigm, computational resources are accessed and down‐
loaded as needed through the Internet. The aim of this concept is to outsource
computations to an external entity in order to reduce costs. In this context, the
billing system of this model is based mainly on software utilization and Service-
Level Agreement (SLA) contract. Despite its promising features, the adoption of
this technology in healthcare domain gives rise to different problems regarding
privacy and security. In this respect, we are interested in highlighting opportuni‐
ties and challenges of image processing using cloud, as well as suggestions for
future developments. We are particularly focused on homomorphic encryption
techniques and their applications in data processing. There are only a few studies
in the literature that deal with this subject. The results of the present study reveal
that homomorphic encryption is a promising technique to ensure data privacy
when using cloud services. However, existing schemes still have some limita‐
tions, especially computational costs.

Keywords: Medical image · Cloud computing · Homomorphic encryption
Security

1 Introduction

Currently, a wide range of solutions have been suggested to help healthcare professionals
process their data. In particular, advanced imaging tools have a huge potential to support
the diagnostic process. Naturally, this implies additional costs related to IT needs, i.e.,
platform and software. For this reason, healthcare organizations prefer to use cloud

© Springer International Publishing AG, part of Springer Nature 2018
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computing rather than building local applications; hence, eliminating the need to build
in-house data centers. The primary goal of this model is to increase efficiency and reduce
costs by sharing resources. In addition, clients are charged based on cloud solutions
utilization and Quality of service (QoS) requirements. Technically, numerous leading
edge technologies are the core elements of cloud computing, such as Service-Oriented
Architecture (SOA), Parallel Distributed Systems (PDS), virtualization and data dedu‐
plication. Essentially, they seek to simplify the storage and analysis of medical data by
means of multi-tenancy and virtualization techniques. Furthermore, they allow ubiqui‐
tous access to cloud services, which are delivered and released with minimal manage‐
ment effort [1]. Yet, various types of cloud deployment models have been implemented
in practice to comply with security requirements and clients’ needs. For example, public,
private, hybrid and community cloud represent possible cloud deployment models. This
study aims to investigate the opportunities and barriers of the implementation of the
software as a service (SaaS) in the healthcare domain. In this scenario, healthcare
professionals use cloud applications in order to analyze medical images. The cloud
providers perform complex image processing using cloud technologies, and then, return
the result to the client. The principle of cloud-based image processing is presented in
Fig. 1.

Upload 

Cloud provider 

Processed image 

Encrypted image Encryption 

Decryption 
Download

Fig. 1. The basic concepts of cloud-based medical image processing

Despite the significant benefits of cloud services, security and privacy are some of
the principal barriers limiting the effectiveness of this model [2–8]. Besides, it is manda‐
tory to protect medical records because they are sensitive and personal data. In spite of
its demonstrated economic advantages, the migration to cloud-based medical image
processing faces many challenges. Indeed, security and privacy are the major barriers
that obstruct the acceptance of this approach. This is due to the fact that cloud computing
inherits security risks of its preceding technologies. Additionally, a medical image is
crucial data that need to be intact during cloud utilization. In this work, we examine the
feasibility of homomorphic approach to secure data processing, particularly medical
images.

The rest of this paper is organized as follows. Sections 2 and 3 present the funda‐
mentals of homomorphic encryption and its applications in cloud-based medical image
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processing. Sections 4 and 5 present and discuss the existing implementations of homo‐
morphic approach to secure data processing. Finally, we conclude this paper in Sect. 6
by remarks and future work.

2 Homomorphic Encryption

In the case of cloud-based services such as image processing, both data and computations
are outsourced to an external provider. Accordingly, organizations are more exposed to
many security problems associated with cloud as discussed in [2–8]. In addition, medical
images are sensitive data because they are used in diagnosis process. For these reasons,
it is necessary to implement precautionary measures to secure cloud-based image
processing. The classical approach attempts to maintain data privacy by encrypting
medical records before uploading them to the cloud. Basically, clients use conventional
cryptography techniques such as RSA, DES and AES to prevent unauthorized disclosure
of confidential data. In such a scenario, the data need to be decrypted in order to process
them. A detailed description of a workflow representing this approach is illustrated in
Fig. 2.

Cloud computing 
 (Encrypted images) 

5. Result image 

3. Decrypted image 

2. Encrypted image 

6. Encrypted result 

1. Encrypted image

Vulnerable 
to attacks 

Encrypt and decrypt 

Image processing 
   (4. Operations)  

Fig. 2. Classical approach for image processing over cloud computing

Obviously, since medical images are sent to an external entity in plaintext
format, they are continuously exposed to various risks and threats. As an effective
alternative, the homomorphic approach is used to securely process data using cloud
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resources. The main benefit of this approach is that computation operations are
directly executed on the encrypted data. More formally, the decryption of the oper‐
ation performed on an encrypted image is identical to the result that takes as its input
the encrypted data of the same operation on the original image. Consequently, this
technique is an appropriate method to handle data processing matters in cloud
computing. In this regard, Fig. 3 represents the principle of homomorphic encryp‐
tion and its application in cloud-based medical image processing.

Cloud computing 
(Encrypted images) 

Image processing

Healthcare organization

1. Homomorphic encryption 

2. Operations 

Fig. 3. Image processing using homomorphic encryption approach

3 Homomorphic Schemes

The fundamental goal of homomorphic encryption is to allow a user to execute certain
types of arithmetic operations on encrypted data. This implies that clients have to encrypt
their medical images before sending them to the cloud computing. In this case, we use
homomorphic algorithms to protect sensitive data because they often support both addi‐
tion and multiplication operations. Consequently, this approach is suitable to perform
computations over cloud-based applications as shown in Fig. 4. So, the original image
is transformed into encrypted form E(x). Next, we apply basic image processing oper‐
ations, like linear image filtering h, to get F2(E(x), h). Finally, we obtain the result after
decryption process y = D

(
F2(E(x), h)

)
.

There are several schemes in the area of homomorphic encryption. Mainly, two types
are available to process encrypted data, i.e., Partially Homomorphic Encryption (PHE)
and Fully Homomorphic Encryption (FHE). In essence, the first one serves to execute
only one arithmetic operation, while the second one can simultaneously support two
operations. For instance, in the PHE category, we typically use RSA and Paillier to
execute multiplication and addition respectively. In contrast, both operations can be
carried out using a FHE algorithm, for example, Enhanced Homomorphic Encryption
Scheme (EHES).

Using Homomorphic Encryption in Cloud-Based Medical Image Processing 827



3.1 Homomorphic Addition [9–11]

Paillier’s cryptosystem is typically an encryption mechanism with respect to addition.
In cryptography, this homomorphic scheme uses three functions, i.e., key generation,
encryption and decryption. Assume that p and q are two large primes, so that the compo‐
site is evaluated as n = p ⋅ q. In the key generation process, we select g in such a way
that n and L(gλ mod n2) are coprimes. Particularly, L denotes the function L(u) = (u−1)/
n and λ denotes the Carmichael function 𝜆(p ⋅ q) = l cm (p−1, q−1), where lcm refers
to the least common multiple. In this context, Table 1 gives a detailed description of the
main functions of the Paillier algorithm.

Table 1. Fundamental of the Paillier cryptosystem

Function Input Computation Output
Key generation p, q ∈ ℙ Compute n = p ⋅ q

Choose g ∈ ℤ
∗

n2
 such that

gcd(L(L(gλ mod n2)), n) = 1 with

L(u) = u − 1
n

Public key: pk = (n, g)
Secret key: sk = (p, q)

Encryption m ∈ ℤn Choose r ∈ ℤ
∗

n
Compute c = gmrn mod n2

c ∈ ℤ
2
n

Decryption c ∈ ℤ
2
n Compute m =

L(cλ mod n2)

L(gλ
mod n2)

mod n
m ∈ ℤn

Beside data security, using Paillier algorithm allows one to perform basic mathe‐
matical operations on encrypted data. Characteristics and main features of this algorithm
are demonstrated throughout the following example. In this regard, we encode two
values m1 and m2 using the public key pk to obtain C1 and C2, respectively. Furthermore,
E is the encryption function and D stands for decryption.

x    

E(x)

Classical approach Homomorphic approach

Decryption

F2 (E(x), h)

y = D (F2 (E(x), h))

F2 (E(x), h)
Filtering operation with h

Fig. 4. Image processing using homomorphic encryption
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C1 = E
(
m1, pk

)
(1)

C1 = gm1 rn
1

(
mod n2) (2)

C2 = E
(
m2, pk

)
(3)

C2 = gm2 rn
2

(
mod n2) (4)

Then,

C1 ⋅ C2 = E
(
m1, pk

)
. E

(
m2, pk

)
(5)

C1 ⋅ C2 = (gm1 rn
1)
(
gm2 rn

2

)(
mod n2) (6)

C1 ⋅ C2 = gm1+m2 (r1r2)
n(mod n2) (7)

C1 ⋅ C2 = E
(
m1 + m2, pk

)
(8)

E
(
m1, pk

)
⋅ E

(
m2, pk

)
= E

(
m1 + m2, pk

)
(9)

Therefore, we get the following Equation [12].

D
(
E
(
m1, pk

)
. E

(
m2, pk

)(
mod n2)) = m1 + m2(mod n) (10)

As illustrated above, Paillier algorithm offers a helpful solution to perform addition
operation on encrypted data. More precisely, the product of two ciphertexts is equal to
the decryption of the sum of their corresponding. Thus, it is a promising technique in
security of image processing. Consequently, it is a suitable approach to outsource
computations to an external cloud provider.

3.2 Homomorphic Multiplication [13, 14]

Another alternative is to use the RSA algorithm, which processes encrypted data
without having to decrypt them first. In cryptography, the RSA cryptosystem is a
public-key scheme, and is widely used for executing multiplication on ciphertext. In
fact, this algorithm is designed to prevent data disclosure when processing
outsourced data. In this scheme, we arbitrarily select the two large primes p and q,
and then calculate n = p ⋅ q. We also choose e which needs to satisfy the following
condition gcd (e, φ(p . q)) = 1, where φ is Euler’s totient function and φ(n) = (p−1)
(q−1). The RSA scheme typically consists of three parts, namely key generation,
encryption algorithm (E), and decryption algorithm (D), as detailed in Table 2.
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Table 2. Fundamentals of the RSA algorithm

Function Input Computation Output
Key generation p, q ∈ ℙ Compute n = p ⋅ q;φ(n)=(p − 1)(q − 1)

Choose e such that gcd(e,φ(n)) = 1
Determine d such that e.d ≡ 1 mod φ(n)

Public key:
pk = (e, n) Secret
key: sk = (d)

Encryption m ∈ ℤp Compute c = me mod n c ∈ ℤn

Decryption c ∈ ℤ
2
n Compute m = cd mod n m ∈ ℤn

To explore this scheme, we encode two m1 and m2 via the algorithm RSA and its
public key pk = (n, e) to obtain two encrypted values C1 and C2, respectively.

C1 ⋅ C2 = E
(
m1, pk

)
⋅ E

(
m2, pk

)
(11)

= me
1 ⋅ me

2(mod n) (12)

=
(
m1 ⋅ m2

)e
(mod n) (13)

= E
(
m1 ⋅ m2, pk

)
(14)

As seen in the Eq. 14, the RSA algorithm is an efficient privacy protection mechanism
and also homomorphic with respect to multiplication. In other words, this method
enables an external entity to handle ciphertext without revealing the secret data. Conse‐
quently, it is an appropriate approach to outsource computations to a cloud provider
because the multiplication operation can be done publicly.

3.3 Fully Homomorphic

In this category, a single algorithm offers the ability to carry out addition and multipli‐
cation operations on encrypted data. Recently, a wide variety of schemes have been
developed because of the growing use of fully homomorphic encryption. In this work,
we present the most commonly used technique to perform mathematic operations on
encrypted data, i.e., the Enhanced Homomorphic Encryption Scheme (EHES) suggested
by Gorti et al. [15]. In parallel, this algorithm prevents an unauthorized disclosure of
data being stored on cloud computing. Table 3 illustrates the fundamentals of the EHES
algorithm.

Table 3. Fundamentals of the EHES cryptosystem

Function Input Computation Output
Key generation p, q ∈ ℙ Compute n = p ⋅ q Public key: pk = (n)

Secret key: sk = (p, q)
Encryption m ∈ ℤp Generate a random number r

Compute c = m + r × pq (mod n)
c ∈ ℤn

Decryption c ∈ ℤn Compute m = c mod n m ∈ ℤp
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To illustrate the main features of this protocol, we choose two values x and y that
belong to Zp. In this case, Enc and Dec stand for encryption and decryption functions
respectively. In the encryption process, we define the public key pk = (n), and also the
private key sk = (p, q).

In this scheme,

Enc(x ⋅ y) ≡ Enc(x)Enc(y) (mod n), or x ⋅ y = Dec(Enc(x)Enc(y)) (15)

≡ Enc(x)Enc(y)(mod p) (16)

Similarly,

Enc(x + y) ≡Enc(x) + Enc(y) (mod n), or
x + y =Dec(Enc(x) + Enc(y)) (17)

≡ Enc(x) + Enc(y) (mod p) (18)

As seen from the Eqs. 16 and 18, the EHES cryptosystem ensures data security and
supports both addition and multiplication operations.

4 Related Work

In [16], the authors use an efficient method to handle encrypted data. The main goal of
this technique is to prevent unauthorized disclosure of medical information in cloud
environment, where all data are being stored on external servers. In this scheme, R.
Challa et al. propose the homomorphic encryption technique to process data securely.
More functionally, the authors use Learning With Error (LWE) concept to carry out
basic mathematical operations. In other words, this method helps cloud consumers to
execute both addition and multiplication operations on encrypted images hosted in the
cloud computing. In such a scenario, clients’ digital data need to be encoded using the
homomorphic algorithms before sending them to a cloud provider. Based on these
considerations, the proposed framework is an efficient solution in order to develop cloud
applications that offer image processing as a service. Indeed, the proposal contains
necessary security measures to help protect data privacy when using remote cloud tools.
Consequently, healthcare organizations can rely on this solution to delegate image anal‐
ysis to a third party in a secure manner. Since homomorphic encryption is a time-
consuming technique, it is often not practical for cloud applications involving large data
such as medical records. Hence, it is important to address this issue to meet the quality
of services requirements.

In [17], the authors suggest a novel approach to improve homomorphic encryption.
Essentially, this function uses Residue Number System (RNS) to process encrypted data.
In other words, the proposal is homomorphic with respect to addition, subtraction and
multiplication. Of course, the main reason to implement this technique is to maintain
security and safety during cloud usage. Besides helping clients to outsource computa‐
tions, the proposed approaches allow secure sharing of the Electronic Patients Record
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(EPR). For example, this solution offers the possibility to apply Sobel filter on encrypted
data without decrypting the original medical image.

Ramulu et al. [18] illustrate a framework to process medical image in encrypted
domain. This system is useful to address security problems that occur when using cloud
computing. Typically, it provides safety measures to prevent internal manipulations of
data by an untrusted cloud provider. The proposed method uses homomorphic techni‐
ques during the encryption process. This method is a mixture of two advanced techni‐
ques, i.e., Discrete Wavelet Transform (DWT) and Paillier cryptosystem. Basically, the
Paillier algorithm is used to carry out addition operation on ciphertext without the need
to decrypt it for privacy protection reasons. This is the primary reason behind using this
algorithm to encode the approximation coefficients used in data processing. For instance,
the proposed solution is able to securely perform the 2-D Haar wavelet transform to
demonstrate the feasibility of this approach. Similarly, the original image can be accu‐
rately reconstructed by means of Paillier and IDWT (Inverse Discrete Wavelet Trans‐
form).

In [19], Habeep et al. use an efficient mechanism to solve the problem of data expan‐
sion occurring when using homomorphic encryption. The proposed technique intends
to enhance system performance, which is the major drawback of homomorphic
approach. In essence, this solution uses multilevel DWT/IDWT concept in the last step
to handle to data expansion issue. In the same line, the Multiplicative Inverse Method
(MIM) is implemented in this framework in order to limit the quantization factor during
decryption process. To accomplish this, the authors rely particularly on the Paillier
scheme as it is an additive homomorphic cryptosystem. Consequently, this model allows
users to delegate basic image processing techniques to an external cloud provider.

Yang et al. [20] illustrate a solution for online image processing services. The
primary goal of this study is to develop an efficient way to outsource computations
securely. To this aim, the authors extend the classical Gentry’s homomorphic encryption
to perform floating-point arithmetic operations. Furthermore, the proposal is a
symmetric encryption instead of public key encryption in order to ease the process of
encryption. Results of the experiment show that the proposed technique can resist the
statistical analysis attacks. Hence, it is an appropriate solution to process images using
cloud technology.

5 Discussion

In general, the fundamental goal of cryptography is to allow secure storage of sensitive
data and prevent information disclosure. Beside security reasons, homomorphic encryp‐
tion schemes offer the possibility to effectively perform mathematical operations on
encrypted data without revealing the contents to the data processor. Hence, the appli‐
cation of these types of encryption techniques is continuing to gain popularity, especially
in image processing. The main emphasis of this work is to explore the possibilities
offered by this new approach to secure cloud-based applications. Today, homomorphic
encryption has become a promising solution to process data in encrypted data. For this
reason, various secure frameworks are suggested to outsource image processing to an
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external cloud provider. In this context, there are two methods to achieve this objective.
The first one uses Partial Homomorphic Encryption (PHE) to perform only one opera‐
tion, while the second one supports many operations by using Fully Homomorphic
Encryption (FHE) algorithms. By using these techniques, users can protect privacy in
online image processing services offered by a cloud provider. However, the majority of
existing schemes encrypt each pixel separately, which increases the runtime. Addition‐
ally, this approach still faces several barriers that obstruct its adoption. Although, the
PHE schemes protect data against common attacks, they often consist of only one math‐
ematical operation. Hence, its utilization in real applications involving more than one
operation is not entirely satisfactory. To mitigate this issue, a hybrid solution based on
different schemes is suggested to meet the operational needs. Recently, the FHE scheme
is introduced to allow a user to perform both addition and multiplication operation.
Unfortunately, both schemes are still far from being practical to process on the encrypted
medical images efficiently because these cryptosystems are usually too slow [21].
Therefore, using homomorphic cryptosystems in cloud computing has often a negative
effect on system performance, especially execution time. Obviously, this has serious
consequences regarding the provider’s reputation in spite of the potential of fully homo‐
morphic encryption schemes to improve efficiency compared to partial ones. For these
considerations, tremendous efforts have been made to extend the classical homomorphic
encryption algorithms to meet cloud services requirements. For example, the work in
[20] intends to develop Gentry’s homomorphic encryption in such a way that it operates
on encrypted floating numbers efficiently. Meanwhile, it seeks to improve system
performance.

6 Conclusion

In cloud-based applications, healthcare organizations just need to upload their digital
data to cloud computing and then wait for the result of post-processing. To outsource
image processing is actually the primary reason for adopting cloud computing instead
of in-house data centers. Additionally, this model delivers only needed resource to
consumers in order to cut costs. Although this concept offers many advantages, potential
data disclosure risks are the main preoccupations when installing cloud computing. For
these objectives, several security mechanisms are suggested to process medical images
securely. In this regard, using homomorphic encryption becomes a promising solution
for addressing security problems in the Software as a Service (SaaS) model. These
classes of algorithms can operate on encrypted data and maintain privacy during data
processing. Functionally, it encodes data in such a way that an authorized user can
execute basic mathematical operations, especially addition and multiplication. To
accomplish this, there are two categories of algorithms for encryption data, namely
Partial Homomorphic Encryption (PHE) and Fully Homomorphic Encryption (FHE)
algorithms. Globally, PHE offers the possibility to do one operation, while the second
type can perform several operations. So far this technique has been applied to perform
only some basic operations. It appears from the present study that it does not fully satisfy
the necessary quality requirements of imaging tools, particularly in terms of
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computational costs. For these objectives, considerable efforts have been made to
develop and improve existing schemes to analyze data efficiently and accurately. In the
same line, the proposed architecture in [20] allows users to perform arithmetic operations
on floating point numbers to meet image processing requirements. In summary, the
results of the present study indicate that homomorphic encryption is a promising tech‐
nique, and hence, can be implemented in practical image processing using cloud appli‐
cations. In our future work, we will propose an improved scheme that uses homomorphic
encryption to enhance running time. First, we intend to implement and compare different
existing schemes. Second, we will extend the selected algorithm to meet healthcare
requirements regarding efficiency, security and privacy. In addition, we plan to introduce
segmentations techniques to split an image into two regions: Region of Interest (RoI)
and Region of Non Interest (RoNI). Accordingly, only the RoI region will be encrypted
for enhancing the system performance.
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Abstract. The international automotive market has for a long time been domi‐
nated by a few classical industries, which today increasingly fear the arrival of
competition from Asian countries, notably China and India, which promise to
“break prices”.

To cope with this competition, accentuated by globalization, companies must
always think about adapting their products while maintaining good quality and
preserving their brand images. To this end, they always use innovative methods
to create new ideas to differentiate themselves from competitors.

This paper comes to emphasize the importance of the multi-criteria methods
and more precisely the AHP method to support innovation.

Keywords: AHP method · Decrease of diversity · Multi-criteria methods
Innovation · Monozukuri

1 Introduction

Despite the euphoria that reigns in Silicon Valley - the birthplace of American innova‐
tion - many economists are pessimistic. According to them, if for a decade, the most
industrialized countries struggle to maintain growth and employment, it is because of the
lack of major innovations. For others, however, there must be optimism. Several recent
studies estimate the potential gain from the most promising innovations at tens of thou‐
sands of billions of dollars.

Today, the automotive industry devotes all its energy to innovation. This is indicated
by the 2014 ranking of patent applicants from the National Institute of Intellectual Prop‐
erty (Inpi). If the automotive is at the forefront of innovation, it is because it faces many
challenges that force builders to heighten their innovation efforts. [1] But how can they
lead to innovative ideas without getting stuck with the fateful phrase “It has already been
done”, trying to understand the reasons that made the “what has already been done” into
“a good idea “, or studying the mistakes of others and knowing how to choose the right
solution for a given problem. It is for this purpose that come the multi-criteria analysis
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methods. These methods allow the user to analyze and pinpoint the problem and thus
innovate.

In this paper, we are going to explain and expose how the AHP method –which is a
multi-criteria method-, can help the firm X (A multinational automotive company) to
create and to take the plunge to innovation.

2 Monozukuri and Decrease of Diversity

2.1 Monozukuri

Monozukuri is a Japanese concept designing art, science and craft to design and produce
technical objects. It is generally used to designate manufacturing activities.

The concept of Monozukuri appeared around 900 AD in Kyoto (Japan), during the
Edo period. But since the early 2000 s, Monozukuri has been given a place of honor by
public institutions and major Japanese industrial companies such as NEC, Nissan,
Toshiba, Sharp and Toyota. The reason is to maintain the competitiveness of the coun‐
try’s industry, on the one hand threatened by the American and European dominance of
the world market, the rise of China, and put back on the other hand because of wars and
conflicts. [2, 3]

The philosophy of Monozukuri has a broad meaning that encompasses virtually all
business activities such as process engineering, supply chain management and, to a lesser
extent, purchasing activities.

With its modern sense, the Monozukuri approach can optimize the entire value chain
to improve quality and reduce costs: from the design of the product to what the customer
really needs, detailing of each component, up to delivery to final customer, suppliers,
packaging of components, transport, stock supply and on the production line … etc. The
Monozukuri is therefore a complete approach seeking to reduce the total cost of the
product with irreproachable quality and customer value [3].

Monozukuri is a global production approach, used by different automotive ventures
such as Nissan, Denso for several years with very good results and is now deployed
since February 2011 in all the Renault Group’s industrial sites [4].

This approach aims to reduce the total cost of the car while improving its quality.
This involves working on the entire value chain of the vehicle or mechanical component
from conception to delivery to the customer. This means that the firm teams will all
follow the same indicator: the cost of the vehicle delivered to the dealers or the TdC,
even if these teams work on different criteria and are not always compatible. For
example, the purchasing department has an interest in finding the least expensive
component, while engineering is concerned with the quality of the items and
processes [5].

The Monozukuri is a global organization that includes:

• Co-operation of all business lines through a transversal approach.
• Customer expectations.
• Benchmarking and continuous improvement.
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The indicator for measuring the competitiveness of a mechanical member or a
vehicle id then the Total Delivered Cost: the full cost. This indicator is common to all
trades. For the firm X, the goal of the Monozukuri is to reduce the TdC of its products
by 12% [6].

The Total Delivered Cost (TdC) is the largest perimeter of operating costs that can
be allocated to the Product. It is the total cost of designing, manufacturing and trans‐
porting vehicles or organs to their place of consumption.

This makes it possible to provide a key indicator in the economic management of
the projects, in particular the Monozukuri Project, to improve profitability and increase
sales by optimizing the total cost.

Monozukuri is an efficient approach since it determines the total cost of the vehicle
between the start of production and the time of delivery. The Monozukuri takes into
account all the costs incurred by the various elements of production - logistics, design,
manufacturing … It was found that at the interface of these trades were productivity
deposits and that the sum of Optima did not correspond to an overall optimum. The
Monozukuri makes it possible to optimize the interfaces so that the overall optimum
cost is the only decision factor [2, 7].

The Monozukuri principles on which the firm X is based in the application of the
Japanese approach can be summarized in the diagram and detailed below (Fig. 1):

Fig. 1. Application pillars of Monozukuri in the firm X

REDUCTION OF COMPLEXITY:

• Reduction of the diversity of references
• Adjust product to customer requirements (Right content, Right sizing)
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STRATEGIC LOCATION:

• Reduction of capital expenditure
• Reduction of customs fees
• Optimization Sourcing, especially in the country/ region of the plant

IMPROVEMENT OF SUPPLIER PROCESSES:

• Integration of suppliers in the perimeter of the plant
• Optimizing the supplier value chain
• Commercial actions

IMPROVING LOGISTICS:

• Technical actions to improve the cost of purchasing parts
• Arbitration between internal production and external procurement
• Reduction of costs and inventories

CHALLENGES MATERIAL:

• Reduction of raw material costs

SPECIFICATIONS CHALLENGE:

• Adjust the workforce of the plant to its activity

2.2 Decrease of Diversity

The reduction of diversity is one of the pillars on which the firm x is based in the appli‐
cation of its Monozukuri policy. The aim is to reduce, in a rational and cost-effective
manner, the number of references per family of parts present and managed in the facto‐
ries of the company.

This diversity comes mainly from three sources:

• Technical constraints related to the functioning of the parts in their system.
• Optional requirements of the customer, especially as the car market trend in its

development to give as many choices as possible to the buyer.
• Variations from design and engineering offices, although these errors are rare given

the strict approach taken by these institutions.

The diversity of references translates into additional costs related to the management
of these articles, the greater the diversity, the more costly its management is, and the
greater the need to control the nomenclature [6].
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The reduction of the diversity takes place on several aspects of the manufacture of
the finished product; its effects are summarized in:

• Optimizing inventory management: Reducing diversity contributes directly to the
optimization of stock management by reducing the storage area for parts, since each
reference is stored separately in order to avoid Risk of confusion, which increases
the occupied area and complicates the logistical maneuver within the plant.

• Improvement of working conditions: Reduction of the risk of operator errors, which
subsequently leads to an over-quality, the cost of which is not amortized in the sale
price of the vehicle or a non-compliance with customer requirements.

• Reduction in the number of references ordered from suppliers: It is known that in all
customer-supplier relationships the greater the number of parts ordered, the more the
price is conditioned, as opposed to when the range of orders is diversified because
the supplier must adapt to the requirements.

• Improvement of the cycle time: Reduction of the cycle time by eliminating the
congestion at the edge of the assembly line and thus promoting the application of the
5S, which leads to improved operator efficiency thanks to the reduction in the number
of steps By post and the ease of selection of the parts to be assembled.

• Participation in the standardization of packaging: Reducing the diversity of the
number of references per piece contributes to the unification of packaging, which has
a positive impact on logistical costs [6, 7].

3 AHP: Analytic Hierarchy Process

The multi-criteria analysis methods are decision-support tools developed since the
1960 s. Many methods have been proposed for the evaluation of efficiency choices. The
basic idea is to consider all the criteria taking into account, to attribute to them a weight
related to their relative importance, to rate each action against all the criteria and finally
to aggregate these results [8].

The most well-known methods of multi-criteria analysis are: the PROMETHEE
method, which allows to visualize conflicts and synergies between criteria, the family
of ELECTRE methods which is based on the elimination of the worst options and the
choice of the best complexity) And the AHP (analytical hierarchical process) which
allows to structure the problem of the simple method and to evaluate the criteria and the
choice to be made.

The Analytical Hierarchical Process was designed, explained and demonstrated
mathematics in 1971 by the American theorist of Iraqi origin Thomas Lorie SAATY,
currently Professor at the University of Pittsburgh in the United States. The method
allows managers to structure the complexity problems they face by making judgments
based on their experience and available informational data. Its application is simple; it
can be done by an individual alone or in a group [9, 10].

The AHP method is subjective since it appeals to the judgment of the individuals
who apply it. Its unique weighting scale makes it possible to consider the measurable
and non-measurable criteria; it does not correspond to the unit of measurement [11].
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Among the many applications of AHP discussed in the literature:

• Decide on the location of offshore industrial project in 2002 (University of
Cambridge)

• Decide on the best way to manage US watersheds in 2003 (US Department of Agri‐
culture)

• Quantifying the overall quality of software systems in 2005 (Microsoft Corporation)
• Decide on the best way to reduce the impact of global warming in 2007 (Fondazione

Eni Enrico Mattei)
• The main characteristics of AHP compared to other methods are:
• Consideration of qualitative and quantitative aspects
• Determination of weights by binary comparison
• Amount of data required by the limited analyst
• Opportunity to consider inconsistencies of policy makers
• Ability to use dedicated software to perform Expert Choice analysis [13].

4 Application of AHP in an Automotive Industry

4.1 Analysis Phase

The aim objective of this study is to reduce the diversity of references by investing a
minimum of resources but the inefficiency of the distribution by section and the absence
of any other common indicator, between the pieces leads to a single possible solution:
to rely on the judgment of the experts for the ranking of these in order of priority, taking
into account all the factors revealing the susceptibility of presence of unwanted diversity
and gain related to suppression of the references.

The complication of this approach lies in the dual aspect of the objective Choice of
intervening factors and the difficulty of their price being taken into account jointly The
heterogeneity, or even the contradiction, existing between the latter, hence the need for
a tool Help with multi-criteria decision price.

This tool is used to enable the returns to target the most diversity It thus has an
economizer of time and effort while focusing actions and Increasing profitability into
proposals.

The decision on which families of parts are most likely to present harmful diversity
and at the same time the most cost-effective in terms of cost if the diversity is reduced.

The phases of application of the multi-criteria help tool for the classification of the
parts families are:

• Consideration of the criteria influencing the decision.
• Evaluation of the weights relative to these criteria.
• Establishing a weighting scale for each criterion.

The criteria were established at a Brainstorming meeting with the pilot, the facilitator
and the diversity reduction project team.
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A Benchmarking with the firm X was carried out in order to exploit upstream the
criteria considered for downstream judgment of the validity of the proposals. Thus, six
evaluation criteria were imported and consolidated by two additional criteria: Impact on
Design and Impact on Customer Interest [8, 10].

• Impact customer interest: The customer is the king, his judgment of the product and
the options offered by the dealer are red lines not to be exceeded during the processing
of the part. Its implicit and explicit requirements must not be subject to any.

• Price: The price of the piece reflects its importance and the complexity of packaging
during storage and handling.

• Supplier location: Delivery time is a very important concept not to be overlooked.
• Impact design: Each part in the vehicle operates in a complete system, so any changes

in the neighboring rooms (functional or dimensional) must be taken into considera‐
tion. The more complex the piece, the less useful it is to target it.

• Surface: The surface that the product or the piece takes over the stock or on the edge
of a chain directly influences the TdC.

• Reference number: the aim is to reduce the number of references by parts.
• Rate of use: The use of the part provides a key data on the profitability of the part

and also on the costs related to the logistics.
• Number of sites concerned: The interest is more important, within the framework of

the firm X policy of optimization of the “CARRY OVER”, if the part concerns several
sites.

While the eight criteria used in the Decision Support Tool for Diversity Reduction
are all influential in determining which pieces of interest to address, their order of
importance is not similar. In order to determine their relative importance levels, a relative
weight evaluation matrix is developed and distributed distinctly for objectivity on 8
experts from different trades and members of the Monozukuri team within the firm (so
that all Aspects of the product value chain are taken into consideration) [8, 14].

The calculation of the eigenvector relative to the greatest eigenvalue of this matrix
will allow obtaining the relative weights of each of the eight criteria leading to the
optimal judgment. This calculation was carried out using the “Expert Choice” software
as shown in the Fig. 2 below:
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Fig. 2. Screenshots Software “Expert Choice”

A coherence study is then carried out with the aim of eliminating non-consistent
opinions. The method of verification consists in calculating the coherence indicator of
each matrix using the following equation:

IC =
λmax − N

N − 1

Where λmax is the highest eigenvalue of the matrix and N dimension of the matrix,
and then divide this index by the index ratio relative to the size of the matrix (Number
of criteria)

RC =
IC

RI

The RI for N = 8 is 1.41

The result of the division is called a Coherence Ratio, it is that which makes it
possible to judge clearly the coherence of the matrix, if RC ≤ 0.1, the judgment is
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coherent, the matrix is admitted, if not, if RC > 0.1, the matrix is inconsistent and
therefore not considered in the study [15].

After averaging each criteria. The final weights for each criterion are (Fig. 3):
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Fig. 3. Weight of criteria

The rating scale (odd from 1 to 9) differs from criterion to criterion due to the
difference in size and the nature of the criterion (measurable or estimable). Scales
proportional to measurable criteria such as the surface are scored to take into account
all existing values and to split the domain adequately. Note 9 is affected when the piece
has a maximum interest, and so on up to 1 for those that are of no interest, and also for
the estimable criteria (design impact and customer interest) except that the ratings in
this Cases represent whether the impact is very low, low, medium, strong or extreme
[14, 16].

The table below summarizes the weighting scales approved by the experts and used
for the eight criteria (Fig. 4):

Fig. 4. Weight scale

4.2 Results

The nomenclature contains 2461 families of parts, a first filtration consisting of elimi‐
nating single-reference parts (presenting no diversity), which reduces the number of
large parts families to 607 families.

The analysis included 50 of the most important pieces in diversity chosen and
proposed by each of the preparers and the comity of the engineering department (Fig. 5).
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Fig. 5. Pieces Data

The data collection included for each of the pieces:

• Calculation of the number of references and determination of the number of sites
concerned.

• Contact the purchasing department for prices and suppliers.
• Logistics contact for usage rates.
• Manual measurement of the areas occupied by the packaging.
• Decision on the impact on the design and on the customer.

The score for the different pieces is calculated by summing the scores relative to
each criterion multiplied by the weight of this one. The scores thus obtained, the pieces
are classified and processed in priority order (Fig. 6).

Fig. 6. Pieces notes

In addition to the targeted channels and Brainstorming carried out by the project
team, the involvement of a maximum number of speakers will enrich the flow of
proposals. After ranking the sample of the pieces, searches for proposals were carried
out by means of complete technical studies of each family of parts in order of priority.
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To this end, tools and techniques have been used to structure and facilitate the inves‐
tigation of applicable and cost-effective ideas among these techniques:

• Physical examinations of the parts on the ground during the weekly chain returns.
• Dimensional and functional studies on CATIA and CAD software.
• Brainstorming organized using the process of methodical questioning.
• Collecting ideas through the guide pamphlet and fiche created and distributed for this

purpose.

Of the 50 pieces selected and classified by the multi-criteria decision support tool,
34 were studied. The results of these studies resulted in 14 proposals and 2 others thanks
to the fact sheets distributed (Fig. 7).

Decided Ongoing Abandoned
Suggestions

2 11 3
Ref No. to remove

24 20 4
Surface Area gain (m²)

23,79 51,03 12,07
Annual Gain in Euro

21280 46130 10920
Gain / vehicle in Euro

0,304 0,659 0,156

Fig. 7. Synthesis

The top innovative idea we got was the car sun visor (Fig. 8):

Fig. 8. Sun visor references

We went from 8 references to 4, we optimized in terms of space and we have allowed
the company an annual gain of about 4 K €
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5 Conclusion

In a rapidly evolving economic system, companies always seek to maximize their profits
by adapting to market needs. That’s why they use innovation.

The AHP method that we applied in this automotive company, allowed us to push
managers to have new avenues of improvement or even innovation.

The reduction of diversity allows us to broaden the strategies of work within the
company as well as to increase its competitiveness in the market.

Acknowledgment. We would like to thank the company that allowed us to do this study and
provided us with all the resources and information we needed.
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Abstract. Defects in production can appear as a result of material and human
errors. A food product with a defect may be the cause of direct and indirect losses
caused by product recalls, logistic problems, destruction of defective products,
reputation issues, possible penalties, etc. The purpose of this work is to minimize
the human intervention and substitute it to the maximum extent with an automatic
inspection system based on the artificial vision technology that will carry out the
inspection task. To do so, the main functions of the system had to be elaborated
in a specification. Examples of the inspection functions are barcode reading, label
verification, content level checking, etc. Each function is performed and tested
independently. The tests carried out made it possible to record the conditions
necessary for the execution of each inspection, which is an indispensable factor
in achieving the appropriate physical design. These functions are grouped in a
single application with three interfaces (login, inspection and configuration). It
allows the user to inspect the products according to a configuration that he can
define. This work was developed based on National Instrument platform, the
software code was made with LabVIEW software, which resources and libraries
are adequate for such a work.

Keywords: Image processing · Pattern matching · Score · Edge detection
Image binarization · Particle analysis

1 Introduction

Machine vision consist of using devices for optical noncontact sensing to automatically
receive and interpret an image of a real scene in order to obtain information and/or
control machines or processes.

Inspection by machine vision allows to increase the performances and the rates of
production, improve the quality of products and ensure the safety. The advantage of a
vision system is manifested in the possibility of systematically carrying out several
different controls on all products at the same time.

The applications of the vision machine can be technically divided into four types:
localization, measurement, inspection and identification. The applications of the vision
machine can also be classified according to the type of sector, namely Automotive,
Electronics, Pharmaceutical, Food, etc.
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2 Problem Statement

Demand for food products continues to rise, leading manufacturers to increase produc‐
tion rates. However, this is not sufficient to meet the demand, defective products may
appear as a result of systematic or random errors.

Production defects is one of the major reasons for product recall. Because of these
recalls, the manufacturer is obliged to bear additional costs in terms of transport, storage
and sometimes safe destruction of the returned products. Indirect costs may also be
incurred in the event of damage to reputation. The accumulation of these charges during
a single year can generate a large loss.

One of the methods developed in the past to overcome this problem is to mandate
an operator to perform a manual inspection. This is not very practical since a human
being may lose quickly the concentration, especially if several criteria have to be verified
on the same product. Given today’s high production rates, human inspection will not
help.

3 Purpose

The work therefore consists of designing a prototype of a system to automate the inspec‐
tion of products. Below are the inspections that this system will be able to perform:

• Labeling
– Presence
– Appropriate affixing
– Correspondence to the right product
– Readability of information

• Bottles
– Correct filling
– Cap

• Present
• Bottle correctly closed

• Barcodes
– Readability
– Matching

• Container shape
– Container intact

• Surface quality
– Intact surface

The application to be designed will be flexible, meaning that the system will not be
designed to inspect a specific food product, but will be dedicated for any food product
chosen by the user who can therefore prepare the food products to be inspected through
a configuration interface.
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4 General Architecture of the System

As shown in Fig. 1, the inspection system will use artificial vision. The image of the
scene taken by the camera [1, 2] will be analyzed by a processing unit and a decision
will be made to approve or reject the product.

Fig. 1. General architecture of the vision machine

5 The Software

The system is developed with LabVIEW software. The “Vision & Development”
module enables the development and deployment of industrial vision applications. It
includes hundreds of image acquisition functions from a large number of cameras, image
processing and analysis to meet the various challenges presented by vision applications.
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5.1 Preliminary Design

To meet the already set objectives, a group of functions has been prepared (called
SubVI’s). One or more of these functions contribute to performing one or more inspec‐
tions such as inspection of labels, shapes, caps, etc. The aim of this step is to allow a
modular programming, which will facilitate the development of the final application.
These functions are explained in detail here below.

Pattern Matcher Function. Pattern matching is a method for finding regions in a
grayscale image that corresponds to an image representing the reference model. All the
features provided by LabVIEW for model comparison can be accessed and used with
the Pattern Matcher function. As shown in Fig. 2, the various entries to this function
allow the user to define several options for the search.

For example, the Match Mode entry in Fig. 2-[1] makes it possible to define the
comparison mode, it is therefore possible to specify whether the inclined models with
respect to the reference one shall be taken into account in the final result. It is even
possible to define the comparison accuracy through the Minimum Match Score input
(Fig. 2-[2]), to limit the search area by defining the Search Area entry (Fig. 2-[3]), as
well as several other options.

When a matching model is found, the Pattern Matcher function provides important
information through the Matches output (Fig. 2-[4]), i.e. the position, the angle, the scale,
the score, and so on.

Pattern Matcher is an indispensable base for all other functions (SubVIs) that will
be used, because before operating on any scene, it will be necessary to find the model
on which a given function will operate. An example where the Pattern Matcher function
is applied will be illustrated.

Fig. 2. Pattern Matcher function

Figure 3 shows the application of the Pattern Matcher function.
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Fig. 3. Pattern Matcher function “application”

Dimensions Calculator Function. The role of this function is to ensure that the shape
of a container is intact by taking samples of the dimensions of the object under inspec‐
tions [3, 4]. In Fig. 5, 40 samples were selected (Fig. 4).

Fig. 4. Dimensions Calculator function

Fig. 5. Dimension Calculator function “application” (configuration)
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The Dimensions Calculator function is based on edge detection and begins by first
drawing lines inside the rectangle drawn by the user to determine the edges of the object.
An edge is determined by detecting sudden changes in the values of the pixels on a given
line. The next step is to calculate the distance between each edge on the same line and
then store them in a reference table.

During the inspection, it will be necessary to determine the edges of the object under
verification, then compare them with the values contained in the reference table. This
case is one of the cases where the Pattern Matcher function plays an essential role,
because before starting the process of drawing lines and determining the edges of the
object under inspection, it is necessary to identify the region or rectangle within which
this process will be performed, this region is determined by the Pattern Matcher function.

A deformed or damaged object will have dimensions different from those of refer‐
ence, which makes it possible to deduce whether the shape of the container is good or
not (Fig. 6):

Fig. 6. Dimension Calculator function “application” (inspection)

However, this function only works if the background and the object have different
and unique colors, such as white and black. To do this, the function Image Binarizator
has been created.

Image Binarizator Function. This function operates on 8-bit grayscale images, so
each pixel takes a value between 0 and 255. Thanks to the Threshold input (Fig. 7-[1]),
the binarization threshold can be set between 0 and 255 [1]. The binarized image in black
and white (Fig. 8) is obtained through the binarized Image output (Fig. 7-[2]).
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Fig. 7. Image binarizator function

Fig. 8. Image binarizator “application”

The Binarized Image function is used in conjunction with the Dimensions Calculator
function to determine edges, it’s used also with the Filling Checker 1 function to check
the level of filling of transparent bottles.

Filling Checker 1 Function. This function is designed to check the level of filling of
bottles. The image first passes through a binarization process, then through the deter‐
mination of the air level by edge detection (Figs. 9 and 10).

Fig. 9. Filling checker 1 function
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Fig. 10. Air level detection process

The variation of the level of liquid will obviously change the level of detected air,
which allows us to deduce the correct filling of the bottles (Fig. 11).

Fig. 11. Filling checker 1 “application”

This function is however not applicable on opaque bottles because the binarization
process will not be able to make appear air level. For this reason, another function called
Filling Checker 2 has been created.

Filling Checker 2 Function. For this function to work properly, it is necessary to have
the appropriate illumination, which reveals the level of liquid (Fig. 13). This function
uses the Pattern Matcher function, it looks for a shape similar to the liquid level, but it’s
limited to the area where the appearance of the liquid level represents the correct filling,
if no level form is found, the bottle is declared badly filled (Fig. 12).
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Fig. 12. Filling checker 2 function

Fig. 13. Liquid level form

Figure 14 shows the application of Filling Checker 2 function on an opaque bottle.

Fig. 14. Filling Checker 2 “application”
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Barcode Checker Function. LabVIEW already provides a function called IMAQ
READ BARCODE for reading the barcode [4]. Yet Barcode Checker function, which is
based on this same function, allows a quick and easy programming for the reading of
the barcode.

The IMAQ READ BARCODE function can be used to read the barcode after selecting
it and indicates its type. What distinguishes Barcode Checker is its ability to automati‐
cally recognize the barcode selected by the user without the need to indicate the type of
barcode it wants to inspect. In addition, Barcode Checker allows a barcode learning
process and then verifies whether the bar codes under inspection are in accordance with
the learned codes. The Barcode Checker function can recognize eight types of barcodes,
which are MSI, UPCA, EAN8, EAN13, CODE 128, CODE 93, CODE 39, CODABAR
(Fig. 15).

Fig. 15. Barcode Checker function

Figure 16 shows the application of Barcode Checker:

Fig. 16. Barcode Checker “application”

Surface Defect Checker Function. The Surface Defect Checker function allows you
to find defects on the inspected surface, whether it is folds, tears or dirt. This function,
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like most of those performed, requires an intact image of the inspected surface to be
used as a reference. The Surface Defect Surface function proceeds by comparing the
pixels of the image under inspection with the homologous pixels of the reference image.
The comparison is made according to a tolerance that can be specified since it is almost
impossible for the pixels of the image under verification to be exactly equal to the
homologous pixels of the reference image. A defect will cause a large change of the
pixels in the place where it appears, which allows us to conclude that the surface is
damaged. Defects are classified into two types (Fig. 17):

Fig. 17. Surface defect checker function

• Bright Defect, it occurs when the pixel under inspection has a lower value than its
reference counterpart.

• Dark Defect, it occurs when the pixel under inspection has a value greater than its
reference peer.

To illustrate the functioning of this function, a comparison of the two labels of
Fig. 18 is made:

Fig. 18. Intact and defective surface

862 H. B. Ibrahim et al.



The comparison result is an image with a black background, representing the light and
dark faults respectively in green and red (Fig. 19). Some defects appear as small particles,
these are not real defects, as has been said, this is due to the fact that the pixels of an image
are not exactly equal to the pixels of the reference image, even if the comparison is made
with tolerance.

Fig. 19. Preliminary result of comparison

Fig. 20. Comparison result after removal of small particles
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For this reason, small particles are removed because the actual defect causes a large
particle. Figure 20 shows the final comparison result after the suppression of the parasitic
particles.

To indicate the error, the coordinates of the center of gravity of the area representing
the defect are determined, which allows the user to see it (Fig. 21).

Fig. 21. Surface defect checker “application”

Label Tester and Plug Tester Function The Label Tester function allows multiple
inspections on product labels. It can verify that a label is present, correct (the correct
label is affixed to the corresponding product), well oriented and well positioned. The
Plug Tester function verifies that the plug is present and affixed appropriately. These

Fig. 22. Label Tester function
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two functions use the Pattern Matcher function, especially the output information such
as angle, position, etc. (Figs. 22, 23, 24 and 25).

Fig. 23. Plug Tester function

Fig. 24. Label Tester “application”

Fig. 25. Plug Tester “application”
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5.2 Design of the Final Solution

Realized Prototype. Figure 26 shows the hardware part of the system, it comprises all
the elements necessary for taking the image, this is done by a position sensor (Fig. 26-
[1]) which triggers the camera (Fig. 27) [1, 5], which takes an image of the product to
be inspected. An internal lighting (Fig. 28) makes it possible to illuminate the product
suitably for the treatment. The ejection system (Fig. 26-[2]) allows the defective products
to be pushed out of line.

Fig. 26. Global view of the prototype

Fig. 27. NI smart camera 1742

866 H. B. Ibrahim et al.



Fig. 28. Internal lighting

Developed Application. The developed application consists of two main interfaces:
configuration interface (Fig. 29) and inspection interface (Fig. 30). The configuration
interface (Fig. 29) allows the user to configure multiple products, hence the need for
proper identification of the product being inspected before loading the appropriate refer‐
ence data.

Fig. 29. Configuration interface
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Fig. 30. Inspection interface

Identification Troubleshooting. The correct identification of a product is not a simple
task and presents some problems. These problems are due to defective products whose
score falls considerably, this may lead to non-identification of the product if the scored
score is below the threshold or to confuse it with another if one of the configured products
attained a qualifying score.

Fig. 31. Influence of a label defect on the score “before implementing the solution”

The types of defects that seriously lower the score are labeling errors. A label usually
takes up a large space on the face of the product and therefore, if a label is absent for
example, the score will decrease inversely proportional to the size of the missing label.
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Figure 31 shows that the absence of a label decreased the score by 620, and that causes a
problem.

The solution adopted to overcome this problem is to make a search by mask. For
labeling inspection, the user is requested (through the configuration interface) to select
the product label, the selected area (which represents the label) is automatically set as a
mask. This is a region that will be excluded when comparing the inspected item with
the reference one. Thus, an absent or incorrect label will not influence the score signif‐
icantly. A good result was obtained by this solution, Fig. 32 shows that the absence of
a label made the score decrease by a value of 60 instead of 600.

Fig. 32. Influence of a lack of labeling on the score “after implementing the solution”

The designed system has the ability to recognize products of the same brand and
having the same size and shape. The products in Fig. 33 are easily identifiable by their
unique color. However, the product can not recognize them by color since the camera
is monochrome. Figure 34 shows how the monochrome camera sees the image of these
bottles.

Fig. 33. RGB image of products of the same brand
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Fig. 34. Grayscale image of the same brand products

After the transformation of the images of the bottles into grayscale, it’s noticeable
that there is a certain resemblance especially between the bottles (1) and (2) in Fig. 34.
Initially, the search process consisted of loading the reference products one by one and
comparing them with the inspected image. If a product scores above the threshold, the
comparison is stopped even if there are other reference products that have not yet been
compared, this process was followed because it is assumed that the product that does
not correspond to the one inspected will never score above the threshold but this
assumption turned out to be wrong.

The remark that made it possible to develop the solution is that even if more than
one product presents a score above the threshold, the product that actually corresponds
to the one inspected always marks the highest score. For this reason, the identification
process has been changed so that comparisons of the reference products with the object
in front of the camera stops only when the comparison of all the configured products

Fig. 35. Score marked by different products of the same brand
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would have finished. The name of each product compared and its marked score are
recorded in a table, the product name that really matches the one under inspection is
none other than the one that scored the highest value.

Figure 35 shows that there are 3 products that scored above the threshold. The real
product inspected is Ice Orange, since it has the highest score. According to the old
research process, the identified product would have been Ice Ananas, as it is the first
product that has a qualifying score (above 600).

System Specifications and Features.

Features Description
Inspections provided Labeling, barcode, surface quality, level of

filling, caps, container shape
Number of faces inspected 1
Inspection conditions • Aligned and oriented products

• Maximum size allowed: 19 × 8 cm2

Several inspections on the same product Yes
Inclusion of multiple products in the same
configuration
Cadence 75 item/min(Depends on the configuration

complexity)
Vision technology PC based system
Power supply 220 V (single phase)/50 Hz

5.3 Prospects and Improvements

The achieved work meets the objectives set at the beginning of the project, however,
this system is likely to be improved and may be the basis for other research projects.
The following axes are proposed:

• Inspection angles: A multi-camera system can be considered to cover the product
from several angles. Another technique based on a single camera can be used to cover
the entire lateral surface of a product. This method consists in rolling the product in
front of the camera, which will allow it to detect the entire lateral surface, however,
this technique requires a special conveyor for rolling the product which must be of
cylindrical nature.

• System automation: Several functions can be added to the vision system, such as
automatically adjusting the speed of the conveyor to the maximum cadence allowed,
or else stop the conveyor if the rate of defects exceeds a certain threshold.

• Prospecting and exploring 3D techniques.
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vision system.
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Abstract. In this work we consider a scheduling problem in an assembly area
composed of several machines of various characteristics and used to resist
welding different parts using specific tools.

The area is equipped with a monitoring interface installed on remote com-
puter representing in real time the state of the machines, the progress data of the
schedule are extracted from this application.

The problem consists in optimizing the efficiency of the zone by minimizing
the time of the logistic shutdown (change of tools, overproduction processing
time, disruptions due to stock shortages…)

The results will be illustrated through an application (case study) carried out
on this area.

Keywords: Assignment � Load balancing � Optimization

1 Introduction

Consumers less and less covet standard products made in very large quantities. Indeed,
the latter prefer to buy a product of excellent quality, corresponding perfectly to their
needs at an affordable price.

This new reality forces companies to shift from mass production, at low prices,
aimed at a standard customer, to an increasingly diversified quality production. In
addition, the globalization of markets requires these same companies to optimize their
manufacturing costs in order to offer a competitive selling price and accelerate the
marketing of their new products [1]. Thus, to meet customer requirements, companies
try to make their production methods more flexible and efficient.

To achieve this, equipment utilization rates must be increased, productivity and
process capacity must be increased, production must be balanced with economical
batch sizes by distributing them over time and thus be able to produce several
Typologies of products within a defined timeframe and on the same production chain
[2], to arrive at this stage requires in-depth work on the performance of the production
system “In general, when trying to apply the Toyota production system it is necessary
to start by distributing, or smoothing the production. This responsibility rests primarily
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with the people in charge of controlling or managing production.” F. Cho, president of
Toyota Motor Corporation.

Unbalanced manufacturing programs on a production line increase the frequency of
series changes and duration, which penalizes the productive performance of machines,
we propose in our research a method that will minimize the changes all by ensuring a
balancing of the capacity load.

2 Problem Statement

The 150 items manufactured in the assembly area (our study sector) are managed by
the SAP integrated management software, these references generate large volumes of
information, the value of which varies considerably over time.

Within these increasingly complex environments, the optimization and manage-
ment of production resources becomes a priority within the company.

If its functions are not managed correctly, the productivity is penalized for several
reasons:

• Unbalance of the load distribution on the machines.
• Full in the overall equipment effectiveness (OEE)
• The risks of stopping the chain.
• Risk of penalization from delay to delivery.

The major risk for the company is to pursue a strategy of overinvestment or
underinvestment in terms of the number of resources used [3].

2.1 Performance Evaluation

The measure of the area performance indicator overall equipements effectiveness
shows that there is a significant drop that started as early as week 09 (Fig. 1).
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Fig. 1. Overall Equipment Effectiveness (OEE)
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The production managers justify this by the integration of the new X52 project and
its coincidence with the rise in pace.

2.2 Measurement of Load Distribution

The distribution of the load per machine recorded during a given week confirms that
the distribution of the load is not balanced on the machines (Figs. 2 and 3).

The distribution of the load recorded over several weeks shows that the problem of
imbalance in the distribution of the load persists and varies from one week to another,
The problem of unbalancing the distribution of the load is linked to the following
constraints:
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Fig. 2. Graphical representation of load distribution over week 9 per machine
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Fig. 3. Graphical representation of the load distribution over 4 weeks.
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2.2.1 Technological Constraints
The area contains 41 tools and 14 machines, these machines are not the same, each one
only has specific tools, and each tool requires different technical characteristics
(machine power, height of the table compared to that of the machine, tool).

These constraints depend on the technology of the machine and the tool (power
required to carry out the welding, welding program required by the tool, etc.)

2.2.2 The Constraints of Variation of the Customer Needs
Customer needs are not stable, there are always peak demands that are due to the
customer’s rising pace, or falls in need due to production delays in assembly lines or
leave.

The problem is then to find dynamic assignments of the tools to the machines, with
the aim of balancing the load all by adapting to the technological constraints.

3 Problem Approach

3.1 Formalization of the Problem

For the formulation of our problem, we would first need to describe the data for the
study area and the constraints imposed. The formulation of the problem will then
consist in formulating the objectives to be achieved (optimally) according to the data
and constraints of the problem [4, 5, 6].

Data for the study area

• Each item is assembled by a single tool.
• A tool can assemble from 1 to several items.
• A tool is assigned to a single machine for the same batch.
• A machine supports 1 to several tools.
• The changeover time of a tool series depends on the tool setting at the table height

of the machine.

This real problem is translated in mathematical form as follows:

ðPÞ

min f ðxÞ ¼ Pn
i¼1

Pm
j¼1

Xijsij with Xij ¼ 0; 1f g i ¼ 1; . . .; nf g et j ¼ 1; . . .; mf g

Under the constraints
Pm
j¼1

Xij ¼ 1 ; i ¼ 1; . . .. . .; nf g
Pn
i¼1

XijCij
Ct
m þ e ; j ¼ 1; . . .. . .; mf g

Pn
i¼1

Pm
j¼1

XijCij ¼ Ct

8>>>>>>>>>>><
>>>>>>>>>>>:
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i : the number of tools

j : the number of machines

Xij : The binary matrix of variables; it takes the values 0 or 1

Xij ¼ 0 if the tool i is not assigned to the machine j

1 if the tool i is assigned to the machine j

�
:

sij : The time matrixis the time required for the series change of tool i

in the machine j

Cij : The matrix of the load of tool i on the machine j

Cij ¼ Chi � aij

With:

aij : The matrix of adaptation of the tool i to the machine j

aij ¼
1; If the tool i can be mounted on the machine

0; If not

�

Chi : The Load of the tool i

4 Problem Resolution

To better illustrate our approach, without loss of generality, we consider the case of
three machines (m = 3). Indeed the case where m = 1 or 2 the problem is simple to
formulate and to solve and the case where m = 3 constitutes a generalizable case even
in the case where m is greater than three. Indeed, in this case (m greater than three), the
different machines can be divided into three different classes depending on the prop-
erties of each machine and all the machines of the same class have the same properties.

With m = 3 machines and n = 8 tools, we have n x m = 24 variables and n +
m + 1 = 12 constraints.

All the simulations are done on the open solver; this software is available on the
website http://opensolver.org/, and which quickly integrates on the Excel office.

In this case:

f ðxÞ ¼
X8

i¼1

X3

j¼1

Xijtij

It will be the objective function

min f xð Þ ; Xij 2 0; 1f g
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The solution should check the following constraints

• Each tool can only be adapted to one machine

X3

j¼1

Xij ¼ 1

i ¼ 1; . . .. . .; 8

ðC1Þ

• Each machine j has a maximum capacity dj

X8

i¼1

XijCij � dj

j ¼ 1; . . .. . .; 3

ðC2Þ

The sum of all loads assigned to the machines must coincide with the total load to
be treated:

X8

i¼1

X3

j¼1

XijCij ¼ Ct ðC3Þ

• For the maximum capacity of the machine j the average capacity Ct/3 was taken
with an Epsilon tolerance:

dj ¼ Ct
3

þ e

The problem of minimization will be resolved as follow:

a ¼ ðaijÞi;j ¼

1 0 1

1 1 1

0 1 0
1 1 0

1 0 0

1 1 1
1 0 0

1 1 1

1 1 1

0
BBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCA

Ch ¼ ðChiÞi ¼

5:8
6

9:5
10
8

7:2
9:5
5

0
BBBBBBBBBB@

1
CCCCCCCCCCA
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Which gives:

C ¼ ðCijÞi;j ¼ ðChiaijÞi;j ¼

5:8 0 5:8
6 6 6
0 9:5 0
10 10 0
8 8 8

7:2 0 0
9:5 9:5 9:5
5 5 5

0
BBBBBBBBBB@

1
CCCCCCCCCCA

We suppose the tools are grouped into 3 families according to their HOF (height of
tool).

One wants to assign the tools of the same family on the same machine to minimize
the times of change.

If we put the tools in HOF identical in the same machine, it will be easy to make
changes of tools, and it takes only half an hour, on the other hand if one tool is changed
by another of different HOF Achieve a full hour of series change.

So, for each machine, we define the corresponding HOF, so that our assignment
matrix stores the tools of the same HOF on the same machine.

In our example, it is assumed that there are three families of HOF: Type 1, Type 2
and Type 3 (Table 1).

So the matrix sij Defines in a time unit (hours) the tool change time i on the
machine j,

s ¼ ðsijÞij ¼

0:5 1 1
0:5 1 1
1 0:5 1
1 0:5 1
1 0:5 1

0:5 1 1
1 1 0:5
1 1 0:5

0
BBBBBBBBBB@

1
CCCCCCCCCCA

Xi j ¼

X11 X12 X13

X21 X22 X23

X31 X32 X33

X41 X42 X43

X51 X52 X53

X61 X62 X63

X71 X72 X73

X81 X82 X83

0
BBBBBBBBBB@

1
CCCCCCCCCCA

Ct = 61h ¼¼ [ dj =
61
3

þ e ¼ 20:33 þ 0; 5 j ¼ 1. . .3

Table 1. Distribution of tools by family

HOF
Family 1 Family 2 Family3

O1 O3 O7
O2 O4 O8
O6 O5
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The solution obtained by the software is then:

Xopt ¼

1 0 0
0 0 1
0 1 0
0 1 0
1 0 0
1 0 0
0 0 1
0 0 1

0
BBBBBBBBBB@

1
CCCCCCCCCCA

The assignment matrix calculated by the balance gives us an optimized load bal-
ancing (Fig. 4).

5 Generalization of the Solution

5.1 General Description

The results obtained below are applied subsequently to the PRP assembly area con-
sidered to be the core of the production line, the assembly area produces 150 references
(semi-finished and finished product)

The finished products are sent directly to the shipment so that they can be shipped
directly to the customer, a poor scheduling can be very expensive, so this zone directly
feeds the MAG and Robotic area and a semi-finished product delay or poor coordi-
nation directly influences the downstream zone.

5.2 Data for the Study Area

The PRP assembly area is composed of 14 machines; these small resistance welding
presses (PRP) are SERRA brand and divided into three families according to their
power. So we have machines of 125KVA, 170KVA and 250KVA. Some of these
machines are equipped with automatic small parts launchers (nut screws, etc.) and the

6

11

16

21

26

Machine 1 Machine 2 Machine 3

Lo
ad

 (h
)

Load distribution 

Fig. 4. Result of the load distribution per machine
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other hand where the operator assembles the parts under the machine and the machine
performs the welding.

The tool is the element that carries the electrodes and also supports the mask. There
are 41 PRP tools. Each PRP machine takes a defined number of tools; we speak of
machine-tool flexibility.

5.3 Modeling, Simulation and Interpretation

The table below compares the load distribution during weeks 15 to 18. First, based on a
fixed assignment (old method used), and second places use the assignment results
obtained by discounter.

The feasibility of the work carried out is based on the evolution of the results of the
distribution of the load resulting from the tool that has been realized in relation to the
fixed allocation that the production managers follow [7].

5.3.1 Results Interpretation

a. Load distribution

After a first planning based on a fixed assignment, we note that the distribution of
the load is not balanced, which leads to the overloading of machines, below we have
the number of machines overloaded per week (Table 2).

After the simulation of the distribution of the load using the tool that was realized,
we find that the results of assignments obtained have eliminated the number of
machines with the load exceeds the capacity in 2 teams (machines overloaded).

This tool will facilitate the task of smoothing the load from a first planning.

b. Tools set-up time

The number of tool changes can be calculated from the results obtained by the load
balancing tool developed, assuming that the tool will only be affected once during the
week.

In the example discussed above, the total sum of the change times (see below) of
the tools is found during each week (Table 3).

Table 2. Number of machines overloaded

Number of machines overloaded
Planning with fixed assignment. Planning using the mathematic model

Week 15 3 0
Week 16 3 0
Week 17 2 0
Week 18 3 0
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5.4 Estimated Time Savings of Tool Changes

Measurement times of the tools measured during the weeks up to 18 were measured
above and it was found that if no possible aliases were maintained which prevented the
tool from being mounted once a week, we will arrive at a probable gain of 45.5% in
time of tool changes, obtaining this gain requires the ability to manage production
contingencies.

6 Conclusion

Establish mathematical modeling of assignment problems by operational research, once
simulated and integrated, it was a step towards more efficient system, this work made it
possible to reduce the series change stops by 45% as they contributed to the elimination
of overstocking and stock-out situations.

The results obtained demonstrated the failure of the working tool used, which did
not take into account external constraints and other uncertainties of production. As a
result, and through the mathematical modeling of the problem, a dynamic tool has been
put in place to balance the loads taking into account technical constraints and fluctu-
ations in customer demand.

Through the simulation of the load distribution over different weeks and by dif-
ferent scenarios, it was possible to determine the critical points to be dealt with, which
helped to integrate other functions to improve the balancing of the load distribution,
and to develop an action plan to increase the flexibility of production.
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Abstract. The industrial information system (SII) as a tool for decision-making
and management of production systems in real time is one of the main areas of
research in industrial systems management.

Industrial supervision is today among the most developed IIS in the field of
industrial workshops management. All the studies carried out have shown that
the supervisory systems have a positive impact on the process of steering produc‐
tion systems but this is function of several constraints and variables. Our research
problem is part of this context, which is about the evaluation of the contribution
of supervisory systems to the performance of production processes.

In this work, we selected the company Fromagerie Bel Maroc (FBM) as a
field of investigation to assess the impact of the SCADA system on improving
performance indicators for the production function.

To achieve this objective, we tracked trends in the historical performance
indicators for manufacturing facilities managed by industrial supervision.

The results of this study allowed us to confirm the positive and direct impact
of industrial supervision on the performance of the production system.

Keywords: Information system · Production system · Industrial supervision
Control system

1 Introduction

Globalization requires increased competitiveness. Multinational corporations have
considerable means to mitigate their consequences by seeking more strategic rather than
operational alternatives. On the other hand, SMEs companies (Small and Medium-sized
Entreprised) are obliged to invest more in operational processes by seeking simple solu‐
tions to optimize physical and information flows.

At present, a very attractive strategy begins to occupy a prominent place in the stra‐
tegic pyramid of companies, it’s Industry 4.0. The ultimate goal of this strategy is to
digitize all the processes, thus creating value, reducing paperwork and increasing the
rate of customer service in order to remain competitive.
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Digitalizing processes, based on the Internet of Things (IoT), systematically leads
to propose new technologies, new methods and approaches ranging from strategic
processes to operational ones.

Industrial information systems are currently a major challenge and a real opportunity
to implement the industry approach 4.0, enabling companies to significantly reduce
decision-making and information flows and consequently the physical flow. Industrial
information systems are mainly located at both strategic and tactical levels and interact
continuously with the operational level.

We can distinguish 3 families of application from industrial information systems:

1. Control-command applications: such as a computer system which performs the
acquisition of data via sensors and elaborates commands sent to the physical process
by means of actuators. A control-command system receives information on the state
of the external process, processes the data and, depending on the result, evaluates a
decision that acts on that external environment to ensure a stable state1.

2. SCADA applications (Supervisory Control and Data Acquisition) or industrial
supervision system which consists in monitoring the operating state of a process in
order to bring it to its optimum operating point and maintain it there2.

3. MES applications, which constitute an information and communication system for
industrial production, enable management control and monitoring of the work in
progress in the workshop3.

Our research problematic falls within this context, which is concerned with the eval‐
uation of the contribution of SCADA systems to the performance of the production
function. Our main research question can be formulated as follows:

How do SCADA systems contribute to the performance of the production function?
To deal with this problem, this work will be structured in two axes:

1. The first axis is reserved for the presentation of fundamental concepts and research
trends on subjects directly and indirectly related to our research problem.

2. The second axis is devoted entirely to the empirical study which seeks to evaluate
the contribution of SCADA systems to the improvement of the performance of the
production system. The company FBM based in Tangier is selected to constitute our
theoretical analysis and experimentation area.

2 Conceptual Framework of the Study

Currently, Industrial Supervision is one of the main functions developed within the
framework of control and command of production workshops. Indeed, several research
projects propose different methods adapted to the design and implementation of the

1 See Cottet and Grolleau (2005).
2 See Chartres (1997).
3 Logica CMG (Référence ***2006).

Contribution of Industrial Information Systems 885



supervision of production systems4 On the other hand, various implementation tools are
proposed on the market under the term of Industrial Supervisors.

The objective of this theoretical part is to present the state of the art of industrial
supervision by trying to answer different questions concerning the definition of the
concept of supervision, the functionalities and the architecture of supervisory systems.

First, we analyze the main definitions of the concept and recall the history of super‐
vision in the industrial context, we then study the characteristics and functionalities of
the main industrial supervisors. Finally, we will discuss the problem of integrating a
supervisor into the control structure of a production system.

2.1 Industrial Supervision: Definitions and History

Industrial supervision consists in monitoring the operating state of a process in order to
bring it to and keep it at its optimum operating point5.

It responds to the need of industrial companies to visualize their industrial processes,
in an economic context of productivity and flexibility, supervision has benefited from
an exceptional technological advance.

The literature provides several definitions of supervision. Here we have the three
definitions that seem to be close to the research and software used in the industry:

Definition of EXERA6 (Association des EXploitants d’Equipement de mesure, de
Régulation et d’Automatisme):
« Supervision is essentially a function of centralizing information, pre-processing infor‐
mation for the level of management and their visualization. The supervision allows real-
time visualization of the state of evolution of an automated installation, so that the oper‐
ator can take decisions as quickly as possible to achieve the production objectives
(cadences, quality, safety, etc.) »

Definition of CETIM (CEentre Technique des Industries Mécaniques):
«It is the set of tasks that aim to monitor the operating state of a process, in order to
bring it as close as possible to its nominal operating point and maintain it there. »

Definition of GRP-SPSF (Groupement de Recherche en Productique):
« Supervision aims to control the execution of an operation or work carried out by others
without going into the details of this execution. It covers the normal and abnormal func‐
tioning aspects. »

It is clear from these three definitions that supervision has a decision-making role
based on the collection and processing of production data in real time. But it seems to
us that the first definition is more complete.

As for the history, the supervision of the processes was originally assured by human
operators who had real-time knowledge of the data of their installation. In turn, the
foreman was informed within an hour of the events that had occurred on his team. The

4 Artigues C., Roubelat F.: A polynomial activity insertion algorithm in multi-resource schedule
with cumulative constraints and resource flexibility.

5 See Chartres (1997).
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managers of the company received only aggregated information on the functioning of
the workshop. Afterwards, it was useful to centralize the data. Thus, control rooms have
appeared and were equipped with a large wall display representing the vision of the
operators of the industrial process. Quickly, with the computer boom, the lights were
replaced by screens and keyboards. The goal remained the same: monitoring and
controlling an industrial production process.

With the complexity of the processes, the synthetic and global operator view has
been replaced by a multitude of screens with animated mimics represented on smaller
surfaces and with a multitude of views accessible at will. Starting from a simplified
global view, it is possible to browse a sort of tree displaying the content of the processes
down to the smallest details6. Each view is assigned certain functionalities allowing the
operator to carry out specific commands. Subsequently, other features appeared such as
error logging, alarm management, log management, etc.

Currently, and with automation, industrial supervision has become a tool for steering
continuous and manufacturing processes necessary to ensure exhaustive traceability and
control of the quality of products requested, hence the proliferation of these systems.
Features have also evolved: synthesis reports, process and product parameters curves
can be edited, preventive maintenance plans can also be integrated, etc. Its scope is
extended to functions of a production control system such as the case of MES systems.
In addition, the supervisory system has now become an integral part of the company’s
information system.

Compared to the market supply, many manufacturers and facilities makers have
developed their own supervisory systems. At the same time, publishers of IT solutions
have started marketing supervisory software.

2.2 Industrial Supervision: Functional and Technical Architecture

According to a recent survey of supervisory practitioners, most of the solutions are based
on supervisory software packages. The current market trend is the harmonization of
supervision applications functionalities. The basic functions are: database, communi‐
cation, recipes, archiving, visualization (synoptics), alarm manager and calculation task
(see Fig. 1).

Other advanced functions such as diagnosis and reconfiguration have been developed
at the academic level but remain limited in current commercial products.

Compared to the current market offer, most supervisors consist of a central engine
with functional modules for the acquisition of data from equipment, display and
processing of this data, communication with other applications. They offer functional
modules such as:

• The operator’s assistance in its actions of control of the production process (dynamic
HMI interface …);

• The visualization of the state and evolution of an automated process control system,
with the identification of anomalies (alarms) in the form of several synoptics;

6 See Millot (1988).
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• The graphical representation of different process data and the historized variables
analysis tools;

• The collection of real-time information on processes from remote sites (machines,
workshops, factories …) and their archiving;

• Production Tracking Reports;
• Alarms handler (Alarm management system);
• Business functions (recipe manager, batch tracking, maintenance…);
• Statistical Process Controls (SPC);
• Scripts that provide easy access to all supervisor features (animations, files, mathe‐

matical calculations, logical command sequences …). They integrate the principles
of object-oriented programming and are open to standard databases (ACCESS,
ORACLE, DBM, SYBASE).

The main industrial supervision software on the market are:

• PcVue32 (Arc Informatique)
• InTouch (Factory Systems)
• Fix 32 (Emerson)
• WinCC (Siemens)
• Panorama (Europ Supervision)
• Monitor Pro (Schneider)

For the Supervisory Control and Data Acquisition (SCADA) concept used by Americans
instead of the French understanding of supervision, there are two functions: Data Acquis‐
ition, which means a data acquisition function et Supervisory Control for driving,
managing modes and processing alarms. The following diagram shows a functional
architecture of the SCADA system or supervision (Fig. 2).

Fig. 1. Features of an Industrial Supervisor
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Fig. 2. SCADA System Features

As regards the hardware architecture of the supervisory system, we have retained
the scheme proposed by Pierre BONNET7 which shows that the supervisory stations are
located between the automation systems and the MES application and are linked together
by Ethernet networks and field networks (Fig. 3).

Fig. 3. The hardware architecture of the supervisory system

In the literature, we distinguish several hardware architectures with the software
packages of supervision8:

• Single-station architecture where a supervisor manages the data coming from one or
more devices and all functions are concentrated on a single station.

7 See Bonnet (2010).
8 See Pujo and Kieffer (2002).
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• Multi-stations parallel architecture where several workstations share supervision, and
identical applications can run in parallel on each workstation. All information is
shared via the computer network.

• Client-Server Architecture, which is used when several operator stations are required
with a single connection to the control equipment. In this case, the server is in
communication with the equipment and distributes the data to the supervisory stations
which are customers.

The communication between the components of the technical architecture of the
supervision is a primordial function and decisive for the efficiency of the system. The
modes of communication in the world of industrial computing and especially in the field
of automatism are multiple and pose the problem of interoperability. There are several
types of communication:

• Local communications to supervisory station
• External communications with industrial equipment
• Communications with databases
• Communication between different components of supervision

2.3 Contribution and Impact of Industrial Supervision on Production
Performance

The supervisory system provides the following main functions:

• Continuous process monitoring.
• Real-time control.
• Automation and Protection.
• Remote control and operation.

These functions allow the SCADA to:

• Acquire quantitative measurements immediately and over time
• Detect, diagnose and correct problems as they arise
• Measuring trends over time and preparing reports and tables
• Discover and eliminate bottlenecks over time and improve efficiency
• Ability to control complex processes with a few specialized employees.

In relation to its contribution to the performance of the production system, Aditya
Bagri and Al identified the main contributions and positive impacts on the following
criteria of production performance:

1. Security of operators and equipment through predefined security processes managed
by the SCADA system.

2. Maintenance costs through centralized control and monitoring to minimize down‐
time.

3. Production costs through the optimization of human and material resources.
4. Productivity through analysis of processes used to improve the efficiency of produc‐

tion facilities and with integration of other company systems.
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5. The quality of the product produced by statistical analysis of process and product
data using the standard SCADA functionality.

6. Regulatory compliance for traceability using the basic function “data acquisition”
of industrial supervision.

3 Empirical Study

This part is completely reserved for the empirical study which seeks to evaluate the
contribution of the SCADA system to the improvement of the performance of the
production system. The FBM company located in Tangier is selected to constitute our
theoretical analysis and practical exploitation area. This part is composed of the context
of the study, the methodological framework of research adopted and the results obtained.

3.1 Presentation of the Field of Investigation

Established in 1979 in MOROCCO, FBM is one of the most important subsidiaries of
the French Groupe Bel and the best performers in MOROCCO. It makes a strong contri‐
bution to strengthening the Group’s position as one of the world’s leading cheeses brands
in terms of turnover and profitability.

With the start of export in 1997, the company implemented a development strategy
that affected its organization, its production tool and its information system. As for the
production system, the company set as a strategic objective the modernization of its
production line. The operational objectives of this strategy are determined and moni‐
tored:

• The upgrading and automation of the existing UHT line for the production of cheese
paste.

• The implementation of a second UHT line to increase its production capacity in order
to meet the growing local demand and the launch of the export.

• The deployment of the SIEMENS WinCC industrial supervision solution to improve
the management of these two lines, to optimize production resources and to control
food safety.

3.2 Description of the Production Process

The UHT production line is composed by the following installations:

• A plant for the preparation of melting salts
• A reconstituted milk preparation plant
• A mixer of the MP mix
• A UHT sterilization installation
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The following Fig. 4 shows the flowchart of the production line.

Fig. 4. Flowchart of the production line

3.3 Overview of the Selected Monitoring Application

SIMATIC WinCC is a modular process control system that offers powerful automation
monitoring functions. WinCC offers full Windows-based SCADA functionality for all
sectors, from single-user configuration to distributed multi-user configurations with
redundant servers and multi-site solutions with Web clients (Figs. 5, 6, 7).
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Fig. 5. Sample of vizualization - WinCC

Fig. 6. Graphical tools view - WinCC
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Fig. 7. Alarm management view - WinCC

Industrial HMI functions are part of the basic system configuration:

• Fully graphical view of process
• Conducting the machine or installation through a customizable user interface with

its own menus and toolbars
• Signaling and acknowledgment of events
• Archiving measured values and messages in a process database
• Process and archive data logging
• Management of users and their access rights

3.4 The Research Methodology

The nature of the research object, our research objectives and our status as a researcher
practitioner lead us to carry on an exploratory type study based on a case study since
the level of knowledge on our specific problem and our research object which is the
SCADA system remains limited for the moment (Stebbins 2001, Stier Adler and Clark
2011)

Three arguments led us to choose the approach of the clinical study:

• This method is often considered the most appropriate approach to address and analyze
contemporary phenomena within a real context9.

9 « A case study is an empirical investigation that analyzes a contemporary phenomenon within
a real context, especially when the boundaries between phenomena and context are not clearly
evident » Cited on p 60 of Rantz Rowe « Faire de la recherche en systèmes d’information »
Vuibert, Paris, 2002.
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• The clinical study is essentially privileged by the Logistics Higher Studies Institute
(Institut des Hautes Études Logistiques) to deal with the problems of research in
logistics and information systems10

• On a personal level, my presence in the company as production manager, allowed
me to master the stakes, processes and mechanisms of the production system of
“Fromagrie Bel Maroc”.

As for data collection techniques, four methods were used to evaluate the impact of
WinCC on the performance of the production function:

• Participant observation
• Analysis of company’s internal documents related to the project
• Interview with drivers of the UH line, main users of the new SCADA system
• Historical Trends in Performance Indicators of the Production System

3.5 Project Overview

The project involves setting up an industrial supervision system for the UHTA, UHTB
and UHTC production lines with ancillary facilities. It will regroup the complete chain
of each installation (see Fig. 8), specifically:

• The Powdering section “Powder and reconstituted milk dosing”
• The Sauces section “Preparation and dosage of sauces”
• The Pre-Cooking section “Mixers/BT”
• The Sterilization section “Part 1”
• The Creaming section and pooring machines feeding “Part 2”
• The section “Recovery of the cream”
• The section “Pooring machines feeding”

10 See Dornier (1996).
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Fig. 8. Perimeter and general architecture of the project

The system shows the synoptics of the installations described above in accordance
with the Actual circuit diagrams with all the actuators, sensors, tanks in synoptic formats
that reflect reality while having dynamic displays of process data (Levels, T °, Flows
etc.) with real-time animations. It will mainly consist of:

• Graphical parts « Synoptics »
• “Process Alarms and Defaults” parts
• “Trends and Recordings” parts
• “Archiving” parts

All controls will be centralized on the PC which will be placed in the control room
with the possibility of remote controls (case of Mixers).

Compared to the material aspect, the system is composed of:

• Software WINCC SIEMENS Version 6.1 + SP3
• WINCC Runtime (Licence pour 64 K Power Tags)
• 02 Computers including 1 redundant
• 1 ETHERNET Network Coupler

For communication, the central PC will be connected to the network via ETHERNET
port. Some of the PLCs communicate via PROFIBUS network (UHTA, UHTB, UHTC).
PLC CPUs will communicate via ETHERNET network through CP ports (see Fig. 9).
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Fig. 9. Network architecture

With regard to the technical data of the installations to be managed by the system,
the project envisages about 2000 variables. They are presented in the following Table 1:

Table 1. Synthesis of the numbers of variables to be processed

INSTALLATION CPU COUPLER Network Number of variables
UHTA 414 CP443-1 ETHERNET 512
UHTB 414 CP443-1 ETHERNET 512
UHTC 315 CP343-1 ETHERNET 256
Preparation of SAUCES 315 CP343-1 ETHERNET 64
POWDERING 315 CP343-1 ETHERNET 64
Cream recovery 315 CP343-1 ETHERNET 64
Chain A valves 314 CP343-1 ETHERNET 128
Chain B valves 314 CP343-1 ETHERNET 128

The expected benefits from the implementation of the WinCC solution are as they are
declared by the factory management in an official announcement to launch the project:

• Improvement of UHT process management.
• Ensuring the traceability of the UHT production and cleaning process.
• Increase Productivity.
• Reduce manufacturing time and costs.
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On the other hand, the production manager added other objectives for setting up the
supervision system during a meeting with the project team:

• Improve the management of the workshop by configuring and editing the synthesis
reports of the production.

• Integrate preventive maintenance of the production line into the solution.

As for the project team, it is composed of:

• Technical Manager
• Production Manager
• UHT Workshop Manager
• Electrical and automation manager who is the project manager
• The IT coordinator
• The external automation expert

A project schedule that covers a period of 6 months has been established and validated
by the project team. The main stages of the project are:

1. Establishment of the specifications
2. Determining the need for supervisory measurement instruments
3. Risk analysis on the UHT process
4. Training of operators
5. Writing the user manual
6. Establishment of summary statements
7. Integration of preventive maintenance and UHT supervisor manual tasks
8. Launching of supervision in industrial test phase on UHT B as pilot line
9. Deployment on other UHT lines

3.6 Main Results

This section is devoted to the presentation of the results of our empirical study. First,
we present the results of the interviews with the end users who are mainly the UHT
supervisors, about the contributions of the new system. Second, we present the impact
of the system on the evolution of certain indicators of the production process.

The interview with the system supervisors
The interviews with the 6 UHT supervisors reflected a unanimity on the positive and
direct contributions of the WINCC system. The interviewees’ responses are summarized
in the following table:
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Historical Trends in Performance Indicators of the Production System
The objective of this pertinent and original method is to analyze the impact of the system
on the evolution of these indicators of the production process over time since its intro‐
duction in 2007. The performance indicators directly related to the selected system are:

• The rate of material losses
• The centrality and dispersion of product parameters
• The overall effectiveness

The rate of material losses

Process 2005 2006 2007 2008 2009 2010 2011 2012
UHT 3.75 3.58 2.75 2.35 2.01 1.49 1.32 1.14

The overall effectiveness

Process 2005 2006 2007 2008 2009 2010 2011 2012
UHT 97.5 97.8 98.6 99.2 99.5 99.5 99.6 99.6

Average values and dispersion of product parameters

Parameter m/σa Goal 2005 2006 2007 2008 2009 2010 2011 2012
ES m 46,4 46,68 46,63 46,54 46,38 46,42 46,40 46,40 46,40
Dry extract σ 0,29 0,30 0,25 0,20 0,15 0,12 0,08 0,08
G/S m 56,5 56,75 56,70 56,55 56,53 56,51 56,50 50,52 56,51
Fat σ 0,48 0,51 0,45 0,40 0,37 0,33 0,29 0,25
pH m 5,95 5,93 5,94 5,94 5,95 5,95 5,95 5,95 5,95
Acidity σ 0,05 0,05 0,03 0,01 0,01 0,01 0,01 0,01
TX m 20 23,12 22,24 21,35 20,81 20,25 20,10 20,04 20,10
Texture σ 3,45 2,81 2,50 1,50 1,43 1,18 1,05 0,09

am (Average value)/σ(Standard deviation)
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Historical trends show that all of the selected indicators improved with the intro‐
duction of the WinCC system in 2007.

4 Conclusion

The objective of this work was to evaluate the impact, through a case study, of the
SCADA system on the performance of the production process. Two techniques were
used to achieve this objective: Interviews and tracking of trends in indicator history in
direct relation to the system. The results of this study allowed us to confirm and measure
the positive and direct impact of industrial supervision on the performance of the
production system.

The approach adopted for research cannot provide a universal answer to our problem.
The results obtained cannot be generalized to other cases or to other sectors. Neverthe‐
less, this approach remains very useful for framing subsequent studies concerning more
extensive fields of investigation (comparative study, sectoral survey, survey question‐
naire, etc.).
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Abstract. Additive manufacturing (AM) or known as 3D printing is a direct
digital manufacturing process where a 3D part can be produced, layer by layer
from 3D digital data with no use of conventional machining and casting. AM
has developed over the last 10 years and has showed significant improvement in
cost reduction of critical component. This can be demonstrated through reduced
material waste, improved design freedom and reduced post processing.

Modeling the AM process provides an important insight into physical phe-
nomena that lead to improve final material properties and product quality and
predict the final workpiece characteristics.

It’s very challenging to measure the temperature gradient due to the transient
nature and small size of molten pool on SLM. A 3-dimensional finite element
model has been developed to simulate multilayer deposition to predict tem-
perature gradient on melting pool of stainless steel, as well as a review of
different models used to simulate the selective laser melting is given.

Keywords: Selective Laser Melting (SLM) � Finite Element Model (FEM)
Temperature gradient � Molten pool

1 Introduction

As a first step, Rapid Prototyping was used to create prototypes from CAD for com-
munication and inspection purposes in a short time, whereas nowadays Rapid proto-
typing (RP) is used to produce directly and quickly end-use parts with complex shapes.
Selective laser melting (SLM), laser metal deposition (LMD), Warm and arc additive
layer manufacturing (WAALM), [1], etc., are emerging technologies allowing manu-
facturing in a single step parts from their 3D CAD models. The main advantages of the
additive Manufacturing are its ability to create complex geometry difficult to obtain
with other conventional techniques, and the reduction of masse and manufacturing
process. This work deals only with the selective laser melting (SLM) process where the
part is first cut numerically into thin layers to get a multilayered CAD model. Then,
each metallic powder layer is successively laid down on a horizontal bed-plate and

© Springer International Publishing AG, part of Springer Nature 2018
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converted in a solid material by melting with a high intensity laser beam on the
previous solidified layers. The path of the laser beam is controlled in agreement with
the cross-sections generated from the 3D CAD model (Fig. 1). The material density of
the manufactured parts is close to the density of molded parts. For example, this
process is very versatile to produce parts used in aerospace, medical and automotive
industry [2]. The laser beam generates heating cycles in the vicinity of its radiation, so
violent cooling takes place with strong temperature gradients in the solidified layer. As
cyclic thermal expansions and contractions far exceed the maximum elastic strain of the
material, heterogeneous plastic strains are cumulated in the manufactured part gener-
ating internal stresses. Their level can reach the strength of the material and cracks may
appear during the process or reduce the fatigue life of the part, so it is necessary to
analyze the temperature distribution in order to reduce material defects.

2 Related Work

Researchers have employed finite element analysis (FEA), one of the most widely used
numerical methods in use today, for temperature field analysis of various additive layer
manufacturing processes, Abattouy et al. used a 3D finite element model to simulate
laser cutting of metallic workpiece [3]. In early papers, Childs [4] explored the influ-
ence of process parameters on the mass of melted single layers in SLM and concluded
that an increase in scanning speed resulted in a larger melted mass. Matsumoto et al. [5]
suggested a method for calculating the distribution of temperature and stress in the
SLM of single metallic layers; they concluded that the solid layer on the powder bed

Fig. 1. Selective laser melting process.
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warped because of heating and cooling while the laser scanned on the track. When the
neighboring track began to solidify, large tensile stresses take place at the side end of
the solid part. Dai and Shaw [6] searched the effect of the laser scanning strategy on
residual stress and distortion and confirmed that a scanning pattern with frequent 90°
changes in the scanning direction at every turn could lead to a reduction of concave
upwards and downwards distortions.

Hussein et al. [7] proposed a transient finite element model for the analysis of
temperature and stress fields in single layers built without support in SLM. They
concluded that the predicted length of the molten pool increased at higher scanning
speeds, while both the width and depth of the molten pool decreased. Li and Gu [8]
explored the thermal behavior during the SLM of aluminum alloy powders and
obtained the optimum molten pool width (111.4 lm) and depth (67.5 lm) for a specific
combination of parameters (laser power 250 W and scan speed 200 mm/s). Roberts
et al. [9] used an element birth-and-death strategy to analyse the 3D temperature field in
multiple layers within a powder bed. Similar studies have investigated the behaviour of
other materials during SLM. For example, Kolossov et al. [10] suggested a 3D finite
element model to predict the temperature distribution on the top surface of a titanium
powder bed during the laser sintering process; their work demonstrated that changes in
thermal conductivity determined the behaviour and development of thermal processes.
In addition, Patil and Yadava [11] investigated the temperature distribution in a single
metallic powder layer during metal laser sintering and found that temperature increased
with increases in laser power and laser on-time, but decreased with increases in laser
off-time and hatch spacing. Residual stresses have been investigated with experimental
methods like the hole drilling technique presented in [12]. The bridge curvature
technique presented in [13] and the layer removal technique presented in [14] are also
used to analyze the residual stress distributions in metallic parts manufactured by SLM.

2.1 Governing Equation

In selective laser melting, the heat transfer in the material dominated by conductive
heat transfer results from the localized heating of the powder bed by the laser beam. In
such a case, the spatial and temporal distribution of temperature is governed by the heat
conduction equation, which can be expressed as:

qCp
@T
@t

¼ kxx
@2T
@x

þ kyy
@2T
@y

þ kzz
@2T
@z

þvQ rð Þ ð1Þ

where T is the temperature, t is the time, (x, y, z) are the spatial co-ordinates, kxx, kyy
and kzz are the thermal conductivities, q is the density, Cp is the specific heat and vQ is
the heat source term. The selective laser melting process is usually carried out in a
chemically inert gaseous environment. The thermal interaction at the boundaries
between the material and the surroundings can be given as

�k
@T
@t

¼ h Tamb � Tð Þþ re T4 � T4
amb

� � ð2Þ
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Where h is the heat transfer coefficient, Tamb is the temperature of the gaseous
environment, e is the emissivity of the material and r is the Stefan-Boltzman constant.
While the above equations holds true in general, appropriate values of the physical
quantities (e.g. thermal conductivities, specific heat, etc.) must be used to get an
accurate and realistic output.

2.2 Laser Model

The heat source term vQ rð Þ is used to indirectly model the laser beam in the heat
conduction equation (Eq. 1) as a volumetric internal heat generation.

The heat flux vQ rð Þ follows a Gaussian distribution and can be expressed as:

vQ rð Þ ¼ 2AP
pr0

exp
�2r2

r2
0

� �
ð2Þ

The irradiance of a simple laser beam with a Gaussian distribution profile is defined
by Eq. (2), where P is the power of the laser beam.

2.3 Establishment of Finite Element Model

A full three-dimensional FEM of the specimen is developed and the necessary corre-
lations are implemented to make the model as accurately as possible, Fig. 2 shows the
initial grid employed for thermal analysis. A variable spacing grid system with a fine
grid near the heat source and a course grid away from the heat source has been used for
model the heat transferring. The finite element model of the material is stainless steel
and its size is 10 mm � 10 mm � 0.3 mm. In order to ensure the accuracy of the

Fig. 2. Three dimensional finite element model of laser sintering.
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calculation, the sintering powder is meshed by Solid70 with hexahedral and eight-node
and the grid size is 0.1 mm � 0.1 mm � 0.1 mm while the rest of the material is
meshed by Solid90.

3 Thermal Physical Properties of Material

The thermal physical properties of stainless steel are shown in Table 1 for different
temperature (from 20 °C to 2500 °C). However, the effective thermal conductivity of
powder bed is the most important properties which can significantly affect the accuracy
of the final result.

4 Simulation Results and Discussion

Figures 3, 4 and 5 shows the temperature and temperature gradient contours in the
cross-section perpendicular to the laser scanning direction. In center zone the highest
temperature is observed from the lateral surface, the Gaussian beam is responsible for

Table 1. Thermal physical properties of stainless steel.

Density Specific heat (J/Kg.K) Thermal conductivity (W/m.K)

T1 ¼ 20
�
C 7820 460 50

T2 ¼ 200
�
C 7700 480 47

T3 ¼ 500
�
C 7610 530 40

T4 ¼ 750
�
C 7550 675 27

T5 ¼ 1000
�
C 7490 670 30

T6 ¼ 1500
�
C 7350 660 35

T7 ¼ 1700
�
C 7300 780 40

T8 ¼ 2500
�
C 7090 820 55

Fig. 3. Temperature gradient, at t = 1.64 s.
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Fig. 4. Temperature gradient, at t = 5.64 s.

Fig. 5. Temperature distribution at t = 10 s.
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higher heat flux. The relative heat generation and dissipation at the contact surfaces
causes the temperature contour in the center zone to make a “V” shape of distribution.

5 Conclusion

A three-dimensional modeling and measurement of the temperature evolution in the
stainless steel is conducted and the experimental values found in related works validate
the efficiency of the proposed model. The prediction and measurement shows that the
maximum temperature gradients in longitudinal and lateral directions are located center
zone of laser beam. The prediction implies that the higher stress is located in the region
from top surface of laser scan zones and the developed model had good capability for
predicting the temperature cycles throughout selective laser melting.
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Abstract. In this paper, we propose an approach to study the impact of the
interest rate on the risk of variation in cash flows measured by the value at risk
(VaR) using stochastic processes and ALM technics.

This approach provides a decision-making tool for manage asset, liability
funds to bankers insurers and all companies operating in the financial sector.

Keywords: Interest rates � VaR � Cash flow � ALM technics
Stochastic processes

1 Introduction

ALM is one of the main tools used to help solve rate variation problems in financial
institutions such as banks and insurance companies. He plays a very important role in
managing the various activities of the financial institute.

Appropriate liquidity and balance sheet management are a key factor in ensuring
the activity of financial institutions and are a tool for managers to make decisions about
risk management with variations in the interest rate.

The activities of companies, whether banks, insurance companies or for-profit
corporations, generate cash flows affecting the balance sheet as assets or liabilities. This
financial flow and its risk are influenced by the variation in the interest rate. In the case
of a positive or negative variation, it will have an impact on the assets, liabilities or both
at the same time.

The objective of this paper is to study this influence by treating the impact of the
change in the interest rate on the risk of this flow.

2 Interest Rate

The interest rate is defined as the economic remuneration of time. This is the amount a
borrower is willing to pay to his lender in addition to the capital, and it is based on the
credit risk of that borrower.

© Springer International Publishing AG, part of Springer Nature 2018
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The evolution of the interest rate can be modeled by several stochastic processes
whose Vasicek process or model is the most popular. This stochastic process is called
the process of return to the mean.

The Vasicek model assumes that the current short-term interest rate is known, while
the future values of this rate follow the following equation:

drt ¼ g �r � rtð Þdtþ rdzt ð1Þ

Where:

g : is the rate of return of the interest rate to the average.
�r : is the average interest rate.
r : is the volatility of the interest rate which is assumed to be independent of rt.
zt : is a Brownian movement such as dzt ¼ et

ffiffiffiffi
dt

p
with et �N 0; 1ð Þ.

3 The VaR of Financial Flow

The VaR is a measure of risk most widely used in financial markets to quantify the
maximum loss on a portfolio for a given horizon and confidence level. It depends on
three elements:

The distribution of the portfolio’s profits and losses for the holding period.
The level of confidence.
The holding period of the asset.

Analytically, the VaR with time horizon t and the threshold probability a the
number such as:

P DR�VaRðt; aÞ½ � ¼ a ð2Þ

where:

• t: Horizon associated with VaR which is: 1 day or more than one day.
• a: The probability level is typically 95%, 98% or 99%.

The financial flow Fi; i ¼ 1; . . .; n from a company E is a set of n amounts received
or paid by it at different times ti; i ¼ 1; . . .; n to the future whose interest rate corre-
sponds to the ti is rti . Interest rates rti ; i ¼ 1; . . .; n are assumed to be independent.

The present value of this financial flow is given by:

Vr ¼
Xn

i¼1

Firti ¼ F1rt1 þF2rt2 þ . . .þFnrtn

Consider two future flows: assets A and liabilities P given by:

A ¼ Ai; rtið Þ; i ¼ 1; . . .; nf gÞ; P ¼ Pi; rtið Þ; i ¼ 1; . . .; nf g
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The surplus relative to the couple of flow A; Pf g in relation to the interest rate rti ,
i ¼ 1; . . .; n, noted Srt , is given by:

Srt ¼
Xn

i¼1

Ai � Pið Þ � rti

or Srt ¼
Xn

i¼1

APi � rti ¼
Xn

i¼1

Fi � rti

where Fi ¼ APi ¼ Ai � Pið Þ

Assuming that the interest rate follows a Vasicek process, i.e.:

drt ¼ g �r � rtð Þdtþ rdzt

Thus, we can develop this model which is used to describe the interest rate as
follows:

d egtrtð Þ ¼ egtdrt þ rtgegt ) egtdrt ¼ d egtrtð Þ � rtgegt

In other,

drt ¼ g �r � rtð Þdtþ rdzt ) egtdrt ¼ egtg �r � rtð Þdtþ egtrdzt

Then we get:

d egtrtð Þ ¼ g�regtdtþ egtrdzt ) rt ¼ r0e�gt þ
Z t

0
ge�g t�sð Þ�rdsþ r

Z t

0
e�g t�sð Þdzs

So the interest rate rt can be expressed as follows:

rt ¼ �r þ r0 � �rð Þe�gt þ r
Z t

0
e�g t�sð Þdzs ð3Þ

Knowing that zt is a process such as dzt ¼ et

ffiffiffiffi
dt

p
with et ! N 0; 1ð Þ, so dzt follows

the normal distribution and the variable r
R t

0 ge�g t�sð Þdzs
� �

also follows the normal
distribution.

The term �r þ r0 � �rð Þe�gt is not a random term then rt r0j is a random variable that
follows the normal distribution.

Using isometry we find that:

E r
Z t

0
ge�g t�sð Þdzs

� �� �
¼ 0 and

E r
Z t

0
ge�g t�sð Þdzs

� �2
" #

¼
Z t

0
re�g t�sð Þ
	 


ds ¼ r2

2g
1 � e�2gt
� �
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Then the mean and the variance are respectively:

E rt r0jð Þ ¼ �r þ r0 � �rð Þe�gt

V rt r0jð Þ ¼ r2

2g
1 � e�2gt
� �

So the random variable rt r0j follows the normal distribution of mean and variance
respectively �r þ r0 � �rð Þe�gt and r2

2g 1 � e�2gtð Þ, i.e.:

rt ! N �r þ r0 � �rð Þe�gt; r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2g

1 � e�2gtð Þ
s !

Knowing that:

Vrt ¼
Xn

i¼1

Firti ¼ F1rt1 þF2rt2 þ . . .þFnrtn so dVrt ¼
Xn

i¼1

Fidrti

and

drt ¼ g �r � rtð Þdtþ rdzt

so dVrt ¼
Xn

i¼1

Fidrti ¼
Xn

i¼1

Fi g �r � rtið Þdti þ rdzti½ �

) dVrt ¼
Xn

i¼1

Fig �r � rtið Þdti þFirdzti

) DVrt ¼
Xn

i¼1

Fig �r � rtið ÞDti þFir
ffiffiffiffiffiffi
Dti

p
eti

So E DVrtð Þ ¼
Xn

i¼1

Fig �r � rtið ÞDti and V DVrtð Þ ¼
Xn

i¼1

rFið Þ2Dti

Let at ¼
Xn

i¼1

Fig �r � rtið ÞDti and bt ¼
Xn

i¼1

rFið Þ2Dti then

DVrt ! N at;
ffiffiffiffi
bt

p	 
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The calculation of the VaR at a is given by the following equation:

P DVrt �VaRað Þ ¼ a

Knowing that DVrt ! N at;
ffiffiffiffi
bt

p	 

therefore

P
DVrt � atffiffiffiffi

bt

p � VaRa � atffiffiffiffi
bt

p
 !

¼ a

) VaRa � atffiffiffiffi
bt

p ¼ sa:

Thus

VaRa ¼
Xn

i¼1

gFi �r � rtið ÞDti þ sar2
Xn

i¼1

F2
i Dti ð4Þ

4 Conclusion

In this paper, we have developed an approach based on a mathematical formula to
study the impact of the interest rate on the risk of the financial flow using value at risk
as a risk measure and ALM to express the variability of a company’s financial flows.

This approach allows us to evaluate the risk of financial flows in relation to the
variation in the interest rate which gives rise to a decision-making tool for the man-
agement of funds, whether at the level of the assets or the liabilities of the company.
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Abstract. In this paper we proposed a new model for optimizing reinsurance
which acts on the Conditional Tail Expectation (CTV) and the technical benefit.
In this model, we have determined optimal reinsurance treaty parameters that
minimize (CTV) under the constraint of technical benefit which must also be
maximal. The minimization procedure is based on augmented Lagrangian
method and genetic algorithms in order to solve the optimization program of this
model.

Keywords: Augmented Lagrangian � Conditional Tail Variance
Genetic algorithms � Optimization � Premium principle � Reinsurance
Technical benefit

1 Introduction

The search for an optimal reinsurance plan is always an important part of actuarial
mathematics. The main objective of an insurer is undoubtedly the maximization of the
expected technical benefits and the minimization of risk measures under certain
constraints.

In this context, several criteria were proposed to determine an optimal choice of
reinsurance, including the Mean-variance criterion, criterion of minimization of the
probability of ruin and the criterion of minimization of risk measures such as Value at
Risk (VaR) and Conditional Tail Expectation (CTE).

The recent generation of reinsurance optimization research is based on the criterion
of insurance risk minimization. This criterion was introduced for the first time in the
work of Cai and Tan [5] who proposed reinsurance optimization models based on the
minimization of risk measures such as Value at Risk (VaR) and Conditional Tail
Expectation.

(CTE) by demonstrating the existence of explicit optimal retention in the case of
“surplus-loss” treaties.

The Cai and Tan result was then improved by Balbas et al. [3] and Tan et al. [8].
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However, the risk minimization criterion focuses solely on risk and does not take
into consideration the yield (technical benefit) of the ceding company. In addition, the
insurer is motivated by the purchase of reinsurance only if it hopes to have a positive
gain expectancy after the recourse of reinsurance.

It should be noted that the risk measures used in these models are not all consistent
measures.

Then in this context we proposed a new reinsurance optimization model using a
new coherent risk measure based on the principle of expected value and Conditional
Tail Variance (CTV). We also have developed an optimization procedure based on the
augmented Lagrangian and the genetic algorithms, in order to solve the optimization
program of this model.

Thus, we have developed a resolution procedure based on the augmented
Lagrangian and the genetic algorithms in order to apply it in agreement with the
different mathematical approaches and statistical tools to solve the problem of opti-
mization of this model. It is a powerful optimization algorithm capable of both max-
imizing technical profit and minimizing the risk of an insurance company under certain
constraints. This has made it possible to solve, in very short times, increasingly
complex optimization problems with several constraints of equality and/or inequality,
notably thanks to computers.

This approach can be seen as a decision support tool that can be used by managers
to minimize the risk and maximize the return of an insurance company.

The organization of this chapter is as follows, the Sect. 2 presents new coherent risk
measures, then in the Sect. 3 we formulate our optimization problem, then in the Sect. 4
we propose the optimization procedure by the Augmented Lagrangian method and the
Genetic Algorithms. Finally, in the Sect. 5, we illustrate our model of optimization by a
sample application.

2 Presentation of New Coherent Risk Measure

Definition 1. The Conditional Tail Variance corresponds to the risk X with a level of
probability h 2 0; 1� ½ noted by CTVh Xð Þ is defined by:

CTVhðXÞ ¼ Var X X �VaRh Xð Þj½ � ð1Þ

We know that (CTV) is not a coherent risk measure. (See Valdez [7]).

Proposition 1. Consider the following risk measurement:

Ph Xð Þ ¼ lX þ q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CTVh Xð Þ

p
; q [ 0 ð2Þ

With lX is the average of X and q is a positive constant not null.
Then Ph Xð Þ is a coherent risk measure.

That is to say, it satisfies the coherence properties of Artzner [2].
Demonstration: Verification the coherence properties of Ph Xð Þ:
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P1: Not negativity:
Because CTVhðXÞ ¼ Var X X �VaRh Xð Þj½ � � 0

P2: Homogeneous positive:
We consider a random variable Y ¼ bX, for any positive real b.
Either the following h-th quantile:
Pose

xh ¼ VaRh Xð Þ and yh ¼ VaRh Yð Þ
yh ¼ VaRh Yð Þ ¼ VaRh bXð Þ ¼ bVaRh Xð Þ ¼ bxh

With the average lY ¼ blX
The Conditional Tail Variance of Y corresponds to the level of probability h is

equal:

CTVhðYÞ ¼ Var Y � lY Xj½ [ yh� ¼ Var b X � lXð Þ Xj½ [ xh�
¼ 1

1 � h

Z 1

xh

b2 x � lXð Þ2fXðxÞdx ¼ b2CTVh Xð Þ

Then

Ph Yð Þ ¼ lY þ q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CTVh Yð Þ

p
¼ b lX þ q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CTVh Xð Þ

p� �
¼ bPh Xð Þ

P3: Translational invariant:
We consider a random variable Y ¼ X þ b, for any positive real b.
Let the h-th quantile

yh ¼ VaRh Yð Þ ¼ VaRh X þ bð Þ ¼ VaRh Xð Þþ b ¼ xh þ b

With the average lY ¼ lX þ b
The Conditional Tail Variance de Y Corresponds to the level of probability h is

equal

CTVhðYÞ ¼ Var Y � lY Yj½ [ yh�
¼ Var X þ b � lX � bð Þ Xj½ þ b [ xh þ b� ¼ CTVh Xð Þ

Then

Ph Yð Þ ¼ lY þ q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CTVh Yð Þ

p
¼ lX þ bþ q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CTVh Xð Þ

p
¼ bþPh Xð Þ
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P4: Sub-additivity
Let two risks X and Y we then have:

Ph X þ Yð Þ�Ph Xð ÞþPh Yð Þ

Let S ¼ X þ Y
Then the mean of S is equal lS ¼ lX þ lY
We notice sh the h-th quantile of S such as,

sh ¼ VaRh Sð Þ ¼ VaRh X þ Yð Þ

The sub-additivity of CTVh Sð Þ has led to the sub-additivity of Ph :ð Þ.

We have

CTVh Sð Þ ¼ Var S � lS Sj½ [ sh� ¼ Var X þ Y � lX � lY Sj½ [ sh�
¼ Var X � lXð Þþ Y � lð ÞY Sj�

[ sh�
¼ Var X � lXð Þ Sj½ [ sh� þVar Y � lYð Þ Sj½ [ sh�
þ 2Cov Y � lYð Þ Sj½ [ sh; Y � lYð Þ S [ shj½ �
�Var X � lXð Þ Sj½ [ sh� þVar Y � lYð Þ Sj½ [ sh�

þ 2Var Y � lYð Þ Sj½ [ sh�Var Y � lYð Þ S [ shj½ �
¼ Var X � lXð Þ Sj½ [ sh� þVar Y � lYð Þ Sj½ [ sh�ð Þ2

From where

CTVh Sð Þ� CTVh Xð ÞþCTVh Yð Þð Þ2

We obtain immediately the sub-additivity of Ph.

3 Formulation of the Optimization Problem

Let a portfolio of claims expenses be represented by the random variables X1; . . .; XN ,
continuous and positive, of the distribution function FX1 ; . . .; FXN and the density
function fX1 ; . . .; fXN , in exchange for the respective premiums P1; . . .; PN , with

P ¼PN
i¼1

Pi.

The risks are considered independent and identically distributed, and independent
of N.

With, the sum of Xið Þi¼1;...;N is zero, if N ¼ 0.
Let X is a random variable that designates the total amount of claims, of the

distribution function FX and of the survival function SX xð Þ.
The reinsurance contract is defined as follows:

X ¼
XN

i¼1

Xi ¼
XN

i¼1

XA
i þ

XN

i¼1

XR
i ¼ XA þXR ð3Þ
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Or XA is the insurer’s claims burden and XR is the claims burden transferred to the
reinsurer.

The reinsurer’s charge shall in no case exceed the total claims burden, as it should
not be negative, i.e. 0�XR �X.

Assume that the reinsurance premium uses the principle of premium based on
mathematical expectation with a safety load g, i.e.

p XR
� � ¼ 1þ gð ÞE XR

� � ð4Þ

Let k is the reinsurance treaty parameter applied to cover the risk of loss. This
parameter represents the transfer rate in the case of proportional reinsurance, and the
retention limit in the case of non-proportional reinsurance.

Such as:

XA ¼ f X; kð Þ and XA ¼ g X; kð Þ

Where f and g are two measurable random functions with values in R
þ .

The technical benefit of the ceding company is defined by:

B X; kð Þ ¼
XN

i¼1

Pi � p XR
i

� �� XA
i

� � ¼ P � p g X; kð Þð Þ � f X; kð Þ ð5Þ

Then the mathematical expectation of B is given by:

E B X; kð Þð Þ ¼ P � 1þ gð Þp g X; kð Þð Þ � E f X; kð Þð Þ ð6Þ

We assume that the insurer is seeking optimal reinsurance that minimizes a risk
measure for its technical benefit.

According to the coherence properties, the translational invariant and the positive
homogeneous, the

We note

Ph Xð Þ ¼ lX þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CTVh Xð Þ

p
ð7Þ

Based on the properties of the coherence (The invariant by translation and the
positive homogeneous), the Ph-measure of B X; kð Þ is presented by:

Ph B X; kð Þð Þ ¼ Ph P � p g X; kð Þð Þ � f X; kð Þð Þ ¼ P � p g X; kð Þð ÞþPh �f X; kð Þð Þ ð8Þ

Then

mink Ph B X; kð Þð Þf g � mink Ph �f X; kð Þð Þ � p g X; kð Þð Þf g ð9Þ
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We construct the following optimization program:
(CTV)-minimization:

mink Z kð Þ ¼ Ph �f X; kð Þð Þ � p g X; kð Þð Þ ¼ �E f X; kð Þð Þþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CTVh f X; kð Þð Þp � p g X; kð Þð Þ	 


sc P � p g X; kð Þð Þ � E f X; kð Þð Þ� kh

(
ð10Þ

Such as k is the expectation of minimal benefit, which he set by the insurance
company to be protected from bankruptcy.

We will treat the (CTV)-minimization for a form of proportional reinsurance of the
“quote part” type using the Pareto probabilistic law.

So we will solve this problem of optimization by a dynamic method based on
Augmented Lagrangian and Genetic Algorithms.

In addition, the Augmented Lagrangian method consists in replacing a constrained
optimization problem with an unconstrained problem by adding a penalty term to the
objective.

We have thus obtained a problem of optimization without constraints which is easy
to solve with the Lagrangian method Augmented in convention with the Genetic
Algorithms which are developed by the software Matlab which contains programs
more efficient and easy to execute.

Case of a “quote part” reinsurance treaty
In the case of proportional reinsurance of the “quote part” type with a proportionality
factor 0\a� 1 constant. The insurer supports the portion XA ¼ 1 � að ÞX and the
portion XR ¼ aX transferred to the reinsurer.

Let p :ð Þ the principle of premium applied by the insurance company to cover the
part of reinsurance.

With

p XR
� � ¼ p

XN

i¼1

XR
i

 !
¼ 1þ gð ÞE XR

� � ¼ a 1þ gð ÞE Xð Þ ð11Þ

From the property of translational invariance and positive homogeneity (because
Ph X; að Þ is coherent) we have:

Ph XA
� � ¼ Ph f X; að Þð Þ ¼ 1 � að ÞPh Xð Þ ¼ 1 � að Þ E Xð Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CTVh Xð Þ

p� �
) Ph f X; að Þð Þ ¼ 1 � að Þ �E Xð Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CTVh Xð Þ

p� � ð12Þ

We calculate the mathematical expectation of the technical benefit:
We have

E B X; að Þð Þ ¼ P � 1þ gð Þp g X; að Þð Þ � E f X; að Þð Þ ¼ P � 1þ gað ÞE Xð Þ ð13Þ

We get the following optimization problem:
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(CTV)-minimization:

mina Z að Þ ¼ 1 � að Þ �E Xð Þþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CTVh Xð Þp� �� a 1þ gð ÞE Xð Þ	 


s:t
P � 1þ gað ÞE Xð Þ� k
a 2 0; 1� �

�8<
: ð14Þ

We calculate now CTVh Xð Þ by the following theorem

Theorem 1. Let X is a random variable that designates an insurance risk, of mathe-
matical expectation E Xð Þ. Then

CTVhðXÞ ¼ VaRh Xð Þ � E Xð Þð Þ2

þ 2E X � VaRh Xð Þ Xj½ �VaRh Xð Þ�: E X�ð Þ � E Xð Þð Þ

With X� is a new random variable with the following density function:

fX� xð Þ ¼ SX xð Þ
E X � VaRh Xð Þð Þþ
� � ; x [ VaRh Xð Þ

(The proof of this theorem is detailed in Valdez [7]).
We have

SX VaRh Xð Þð Þ ¼ 1 � h then VaRh Xð Þ ¼ S�1
X 1 � hð Þ

We also have

E X � VaRh Xð Þ Xj½ �VaRh Xð Þ� ¼ E X � S�1
X 1 � hð Þ Xj� � S�1

X 1 � hð Þ
¼ 1

1 � h
E X � S�1

X 1 � hð Þ� �
þ

� �
ð15Þ

Then

CTVhðXÞ ¼ S�1
X 1 � hð Þ � E Xð Þ� �2 þ 2

1 � h
E X � S�1

X 1 � hð Þ� �
þ

� �
: E X�ð Þ � E Xð Þð Þ

We obtain the following optimization problem:

(CTV)-minimization:

mina Z að Þ ¼ 1 � að Þ �E Xð Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S�1

X 1 � hð Þ � E Xð Þð Þ2 þ 2
1�h E X � S�1

X 1 � hð Þð Þþ
� �

: E X�ð Þ � E Xð Þð Þ
q� 

� a 1þ gð ÞE Xð Þ
� �

s:t
P � 1þ gað ÞE Xð Þ� k

a 2 0; 1� �

�
8>>><
>>>:

ð16Þ

Optimal Reinsurance Under CTV Risk Measure 925



4 Procedure for Optimization by Augmented Lagrangian
and Genetic Algorithms

To solve the previously reformulated optimization problems, we use the Augmented
Lagrangian Algorithm and the Genetic Algorithms. This is a simple concept that
transforms an optimization problem with constraint into a problem or a sequence of
optimization problems without constraint. This approach is very often used; it allows to
obtain a solution of sufficient quality quickly without having to enter the sophisticated
Algorithm of optimization with constraints. The Augmented Lagrangian Algorithm
consists in replacing a constrained optimization problem by a series of problems
without constraint by adding a penalty term to the objective. In the Augmented
Lagrangian, if the problem is subject to inequality constraints, it is sufficient to
introduce a deviation variable to transform these constraints into equality constraints
and to add a positivity constraint to the deviation variable.

Then the optimization problem is rewritten in the following equivalent form:

mink Z kð Þf g
sc E B kð Þð Þ� k

�
, mink Z kð Þf g; e� 0

E B kð Þð Þ � k þ e ¼ 0

�
ð17Þ

Let the Augmented Lagrangian function L k; q; r; eð Þ defined as follows:

L k; q; r; eð Þ ¼ Z kð Þ � q h kð Þ � eð Þ � r h kð Þ � eð Þ2 ð18Þ

With

• Z kð Þ: the objective function to optimize;
• k: is the reinsurance treaty parameter;
• h kð Þ ¼ E B kð Þð Þ � k: constraint of inequality;
• q: is the Lagrange multiplier;
• r [ 0 is the penalty parameter.

The principle of the method consists in resolving, iteratively, the problem without
constraints which minimizes the Augmented Lagrangian function L k; q; r; eð Þ.

L k; q; r; eð Þ should be minimized in relation to k and to e [ 0, or e is the deviation
variable.

The minimization with respect to e, for k fixed, can be carried out analytically to e.
We have more

@L
@e

¼ qþ 2r h kð Þ � eð Þ ¼ 0 with r [ 0

Thus, the minimum is met for e� ¼ h kð Þþ q
2r
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We thus reduce to a problem dependent only on variable k; q; rð Þ:

L k; q; rð Þ ¼ Z kð Þþ q2

4r
with r [ 0 and k [ 0

However, the approach of Lagrangian Augmented alone does not generally allow to
optimize explicitly in practice and especially in the cases of the most complex problems
mathematically and which are difficult to solve algebraically.

This is how we have developed it in this work through a dynamic Algorithm that
combines Augmented Lagrangian and Genetic Algorithms.

5 Example

Assume that the total claims burden X Follows a parameter Pareto law
X 	Pareto a; x0ð Þ a; x0 2 R

�
þ .

fX x; a; x0ð Þ ¼
axa

0
xaþ 1 if x� x0

0 if x0\x

�

The distribution function and the survival function are respectively given by:

FX x; x0; að Þ ¼ 1 � x0

x

� �a
and SX x; x0; að Þ ¼ x0

x

� �a

with x� x0 [ 0.
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The expectation and variance of X are given respectively by:

E X½ � ¼ x0a
a � 1

; if a [ 1 and r2 X½ � ¼ x2
0
a

a � 2ð Þ a � 1ð Þ ; if a [ 2:

We have according to Theorem 1.

CTVhðXÞ ¼ xh � E Xð Þð Þ2 þ 2
1 � h

E X � xhð Þþ
� �

: E X�ð Þ � E Xð Þð Þ

With X� is a new random variable with the following density function:

fX� xð Þ ¼ SX xð Þ
E X � xhð Þþ
� � ; x [ xh

Let the h-th quantile such as xh ¼ VaRh Xð Þ

SX xhð Þ ¼ SX VaRh Xð Þð Þ ¼ SX S�1
X 1 � hð Þ� � ¼ 1 � h

Which implies

x0

xh

� a

¼ 1 � h

Then

E X � xhð Þþ
� � ¼ Z

1

xh

SX xð Þdx ¼
Z1
xh

x0

x

� �a
dx ¼ xh

a � 1
x0

xh

� a

From where

2
1 � q

E X � xhð Þþ
� � ¼ 2

1
1 � h

xh

a � 1
x0

xh

� a

¼ 2xh

a � 1

On the other hand, we compute the density function of the new random variable X�:

fX� xð Þ ¼ SX xð Þ
E X � xhð Þþ
� � ¼ x0

x

� �a

xh
a�1

x0
xh

� �a ¼ a � 1ð Þxa�1
h

x a�1ð Þþ 1
; x [ xh

This is the Pareto law density of the parameters a � 1; xq
� � 2 R

�
þ 
 R

�
þ .
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With

E X�½ � ¼ xq a � 1ð Þ
a � 2

; if a [ 2

It follows that

CTVhðXÞ ¼ xh � x0a
a � 1

� �2
þ 2xh

a � 1
:

xh a � 1ð Þ
a � 2

� x0a
a � 1

� 

The (CTV)-minimization is the next:

mina Z að Þ ¼ � 1 � að Þ x0a
a�1 þ 1 � að Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xh � x0a

a�1

� �2 þ 2xh
a�1 : xh a�1ð Þ

a�2 � x0a
a�1

� �r
� 1þ gð Þa x0a

a�1

� �

sc
P � 1þ gað Þ x0a

a�1 � k

a 2 0; 1� �

�
8>>><
>>>: ð19Þ

Numerical application
Consider the following data:
h ¼ 0:05, g ¼ 2, a ¼ 3, x0 ¼ 1, P ¼ 57 et k ¼ 85.
Similarly, we applied the Augmented Lagrangian program in agreement with the

Genetic Algorithm, we obtained the following result:
De même, nous avons obtenu le résultat suivant:

• The best choice for session rate, a� ¼ 0:667;
• Optimal objective function, Z a�ð Þ ¼ �0:146;
• The minimum Ph-measure of technical benefit, Ph B a�ð Þð Þ ¼ Pþ Z a�ð Þ ¼ 56:853;
• The expected technical benefit, E B a�ð Þð Þ ¼ 53:499.

6 Conclusion

In this paper, we proposed a reinsurance optimization model, based on the mini-
mization of the Conditional Tail Variance (CTV) risk measures under the constraint of
technical benefit which must also be maximal.

This model of optimization depends on the distribution of the claims expenses
(insurance risk), the probability threshold, and the safety load factor.

We have created an optimization procedure based on the Augmented Lagrangian
method and the Genetic Algorithms to solve the optimization problem of this model.

The result found in this model has shown its efficiency, either in terms of accuracy
(improved optimization that acts on both risk and technical benefit), or in terms of
its simplicity (effective for optimization problems enormously difficult to solve
algebraically).
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Influence of Wall Deformation on a Slip Length
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Abstract. This paper presents the effect of a wall deformation on the bound-
aries conditions of a shear flow of the viscous fluid over a deformable wall
which has a periodic deformation and small amplitude. The Reynolds number
for the flow over a wall is low and the creeping flow equations apply. The
no-slip boundary condition on the deformable wall applies. By using an
asymptotic expansion, the analytic expression is obtained for the slip length.

Keywords: Creeping flow � Shear flow � Deformable wall
Slip length � Amplitude

1 Introduction

Modeling fluid flows past a deformable surface is important for the optimal design and
fabrication of microfluidic devices whose applications range from medicine to
biotechnology [2, 8], and requires some assumption about the nature of the fluid motion
(the boundary condition) at the solid interface. One of the simplest boundary conditions
is the no-slip condition [1, 5], which dictates that a liquid element adjacent to the
surface assumes the velocity of the surface. There is a large literature on surface
deformation influence in fluid mechanics. The most of this literature concerns turbulent
flow, or of an experimental nature. The question often how microscopic deformation
parameters influence macroscopic flow. Many studies showed that deformation sur-
faces limited a flow, with a no slip boundary condition, behaves as plan surface with a
slip condition [3, 7, 9, 10]. Jansons [4] showed that very small amounts of roughness
can well approximate a no-slip boundary condition macroscopically. Priezjev [6] by
using the (MDS), he investigated the influence of molecularscale surface roughness on
the slip behavior in thin liquid films. He has showed that the slip length increases
almost linearly with the shear rate for atomically smooth rigid walls and incommen-
surate structures of the liquid/solid interface.

In this paper, we consider the steady shear flow over a periodically deformable
surface. We will use the asymptotic approach to derive the analytical expression of the
stream function of the flow generated by the deformation, then we derive the analytic
expression of the slip length.

© Springer International Publishing AG, part of Springer Nature 2018
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2 Materials and Methods

We consider a right-handed system of rectangular Cartesian coordinates ð~X; ~Y ; ~ZÞ with
unit vectors ðix; iy; izÞ is attached to a deformable wall. The wall deformation is defined
by the profile ~Zp ¼ aeR ~X

� �
; with e is a dimensionless parameter, it is assumed to be

very low to unit ðe � 1Þ and R ~X
� �

is a normalized function, assumed to be periodic

with a period ~L, then it is expanded in the ð~X; ~Y ; ~ZÞ frame in Fourier series:

R ~X
� � ¼ c0 þ

X1
n¼1

ðcn cos nx~X
� �þ sn sin nx~X

� �Þ ð1Þ

The c0, cn and sn are the Fourier coefficients, and x ¼ 2p=~L. We consider a shear
flow above this deformable wall as shown in Fig. 1. The flow away from the wall is
defined by the linear velocity field ~V

1
s ¼ ks~Zix, but near the rough wall their form is no

longer linear, that due to the perturbation generated by the roughness. Let ~Vs; ~Ps
� �

the
velocity and pressure field of the flow in the vicinity of the wall.

In the right-handed system of rectangular Cartesian coordinates ð~X; ~Y ; ~ZÞ the
velocity field can be expressed as:

~Vs ¼ ~Usix þ ~wsiz ð2Þ

The field flow ~Vs; ~Ps
� �

is governed by the Stokes equations by assuming that their
Reynolds number is small.

Fig. 1. Shear flow over a deformable wall.
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lf
~r2 ~Vs ¼ ~r~Ps

~r:~Vs ¼ 0
ð3Þ

With the boundaries conditions:

~Vs ¼ 0; on the plan wall ~Z ¼ 0

~Vs ¼ ~V
1
s ; at infinity from the plan wall ð4Þ

In the case of small deformation amplitude e � 1, the velocity and pressure fields
can be developed asymptotically as follow:

~Vs ¼ ~V
0ð Þ

s þ e~V
1ð Þ

s þ O e2
� � ð5aÞ

~Ps ¼ ~P
0ð Þ

s þ e~P
1ð Þ

s þ O e2� � ð5bÞ

With

– ð~V
0ð Þ

s ; ~P
0ð Þ

s Þ are the velocity and pressure field of a linear shear flow limited by a
smooth (virtual) wall located in ~Z ¼ 0 with a no-slip condition.

– e ~V
1ð Þ

s ; ~P
1ð Þ

s

� �
are the velocity and pressure of the field e generated by the wall

roughness.

The flows ð~V
0ð Þ

s ; ~P
0ð Þ

s Þ and ~V
1ð Þ

s ; ~P
1ð Þ

s

� �
are governed by the Stokes equations. By

substituting the expressions (5a) and (5b) of velocity and pressure fields of the global
flow in the Stokes Eq. (3), by linearity of the Stokes equations, then the separation of
terms of order 1 and of order e, we obtain:

The flow of order 1:

lf
~r2 ~V

0ð Þ
s ¼ ~r~P

0ð Þ
s ð6Þ

~r:~V
0ð Þ

s ¼ 0

With the boundary conditions:

~V
0ð Þ

s ¼ 0; on the plan wall ~Z ¼ 0

~V
0ð Þ

s ¼ ~V
1
s ; at infinity from the plan wall ð7Þ

Influence of Wall Deformation on a Slip Length 933



The solutions of the velocity and pressure fields of the order 1, according to the
boundary conditions, are trivial:

~V
0ð Þ

s ¼ ~V
1
s ¼ ~ks~Zix ð8aÞ

~P
0ð Þ

s ¼ 0 ð8bÞ

For the flow of order e, we must first find the boundary conditions. On the
deformable wall, whose profile is described by the equation ~Zp ¼ aeR ~X

� �
; we use the

Taylor expansion in ~Z ¼ 0 to express the velocity vector ~Vs. By using the boundary

conditions (7) of the flow ð~V
0ð Þ

s ; ~P
0ð Þ

s Þ, we find the expression of the flow ð~V
1ð Þ

s ; ~P
1ð Þ

s Þ on
a virtual plane ~Z ¼ 0:

~V
1ð Þ

s

h i
~Z¼0

¼ �aR ~X
� � @ ~V

0ð Þ
s

@~Z

" #

~Z¼0

¼ �aR ~X
� �

~ksix ð9Þ

The boundary conditions at infinity from the wall of the perturbed velocity field ~Vs

and unperturbed velocity field ~V
0ð Þ

s give the expression of the velocity field of order

e~V
1ð Þ

s at infinity ð~Z ! 1Þ;
~V

1ð Þ
s ! 0 ~Z ! 1 ð10Þ

The condition (9) appears as a tangential velocity which varies with the position ~X
on the virtual plane wall localized in ~Z ¼ 0, and it is analogous to a Navier slip
condition with length slip.

3 Stream Function of Order e and Slip Length

The order e solution with conditions (9) and (10) is searched for in terms of a stream
function ~w 1ð Þ

s . Following [3], an appropriate solution is written in the form:

~w 1ð Þ
s ¼ d0Z þ f0 þ

X1

n¼1

dnZ þ fnð Þ cos nx~X
� � þ enZ þ gnð Þ sin nx~X

� �� �
exp �nx~Z

� �

ð11Þ

By using the boundary conditions, we find the expressions of the coefficients
d0; f0; dn; fn; en and gn:

d0 ¼ �c0a~ks

dn ¼ �a~kscn
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fn ¼ 0

en ¼ �a~kssn

gn ¼ 0

According to Hocking [3], the value b ¼ �ed0=aks ¼ ec0 determines the
dimensionless slip length, which means that the rough wall behaves like a plan wall
located in ~Z ¼ 0 with a slip condition

~Us ¼ �ab
@ ~Us

@~Z
ð12Þ

And then, the flow away from the rough surface can be written as follow

~Us � ~Z � ab
� �

ks ð13Þ

The above expression (12) shows the minus sign, this sign depends on the reference
plane ~Z ¼ 0 where it is located with respect to the wall deformation. In our model, it
is at the bottom of the deformation, so the minus sign indicates that the equivalent plane
surface with adhesion condition is located above the plane wall ~Z ¼ 0, between peaks
and valleys, with a dimensional slip length b ¼ ec0.

This value of dimensionless slip length can be calculated also by using the
expression giving by Tuck and Kouzoubov [9] for the case of a shear flow near a
deformable wall with a periodic deformation:

bTK ¼ �e2k
X1

n¼1
nða2

n þ b2
nÞ ð14Þ

With an; bn are the Fourier series coefficients and k is the wavenumber. The ref-
erence plane ~Z ¼ 0 chosen by Tuck and Kouzoubov [9] is located at the roughness
average position (Table 1).

Table 1. Slip length in terms the amplitude of the wall deformation.

e b bTk

0.01 0.005 0.005
0.03 0.015 0.015
0.05 0.025 0.025
0.07 0.035 0.035
0.09 0.045 0.045
0.1 0.05 0.049
0.2 0.1 0.097
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4 Conclusions

In this paper the effect of the wall deformation on the boundaries conditions, in the case
of the shear flow limited by the deformable wall, is investigated by solving the Stokes
equations. Using the asymptotic expansion, the analytical expression of the slip length
is given. The results show that the no slip velocity condition on the deformable wall
turn into the slip velocity condition on the virtual plan wall located at ~Z ¼ 0 with the
slip length that is calculated for the no-symmetric deformation. The results show also
that slip length is dependent on the deformation amplitude e of the wall.
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Abstract. In this paper we prove the existence of radial solutions having
a prescribed number of sign change to the p-Laplacian Δpu + f(u) = 0
on exterior domain of the ball of radius R > 0 centred at the origin in
R

N . The nonlinearity f is odd and behaves like |u|q−1u when u is large
with 1 < p < q + 1 and f < 0 on (0, β), f > 0 on (β, ∞) where β > 0.
The method is based on a shooting approach, together with a scaling
argument.

Keywords: Exterior domain · p-Laplacian
Sign changing radial solution

1 Introduction

In this paper we deal with the existence and multiplicity of classical radial sign-
changing solutions to the Dirichlet boundary problem involving the p-Laplacian

Δpu + f(u) = 0 Ω, (1)
u = 0 ∂Ω, (2)

lim
|x|→∞

u(x) = 0. (3)

Where Ω = {x ∈ R
N | |x| > R} is the complement of the ball of radius R >

0 centred at the origin with |x| =
√

x2
1 + x2

2 + . . . + x2
N is the standard norm of

R
N . Also, Δpu is the p-Laplacian of the function u with Δpu = div

(
|∇u|p−2 ∇u

)
.

We will assume henceforth that the function f satisfies the following hypotheses:

(H1) f : R → R is odd and locally Lipschitzian,
(H2) f(u) = |u|q−1u + g(u) with 1 < p < q + 1 and

lim
|u|→∞

|g(u)|
|u|q = 0,

c© Springer International Publishing AG, part of Springer Nature 2018
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(H3) There exists β > 0 such that

f(0) = f(β) = 0 where f < 0 on (0, β), f > 0 on (β,∞),

(H4) If p > 2 we also assume for some η > 0
∫ η

0

1

|F (u)| 1
p

du = ∞,

where F (u) =
∫ u

0
f(s) ds.

As a consequence of the previous assumptions we have:

(i) F (u) → ∞ as |u| → ∞. F is even and bounded below by some −F0 < 0 on
R, i.e.

F (u) ≥ −F0 ∀u ∈ R. (4)

(ii) F is strictly increasing in (β,∞) and decreasing in (0, β).
(iii) F has a unique positive zero,γ > β and F < 0 on (0, γ), F > 0 on (γ,∞).

Remark 1. If 1 < p ≤ 2 it follows from the fact that f is locally Lipschitzian the
assumption (H4) also holds.

Indeed, by (H1), f is locally Lipschitzian and f(0) = 0, then there exists L > 0
and α > 0 such that |f(u)| ≤ L|u|, for all |u| ≤ α ≤ η. As F is even we deduce
that |F (u)| ≤ L

2 u2, then it follows that
∫ α

0

1

|F (u)| 1
p

du ≥ (
2
L

)
2
p

∫ α

0

1

u
2
p

du = ∞.

Radial symmetric solutions to (1)–(3) satisfy the problem
(
rN−1Φp(u′)

)′
+ rN−1f(u) = 0 R < r, (5)

u(R) = 0 u(r) → 0 r → ∞, (6)

where Φp(s) = |s|p−2s. Also ′ denotes the derivative with respect to r = |x| ≥ 0
with x ∈ R

N and for radial functions as it is usual we shall write u(x) = u(r).
We note that Φp is odd and differentiable on R \ {0} with Φ′

p(s) = (p − 1)|s|p−2

and Φ−1
p = Φp′ , where p′ the Hölder conjugate exponent of p.

We will be interested only in classical solutions of (5)–(6) i.e., u ∈
C1([R,∞), R) and Φp(u′) ∈ C1([R,∞), R).

The research of radial solution of elliptic equations with zero Dirichlet bound-
ary conditions (1)–(3) with the usual Laplace operator (p = 2) has widely stud-
ied by many authors via variational methods when Ω is bounded domain or the
whole space R

N , under different regularity and growth assumptions of nonlinear-
ity of f for instance see [1–4], exploring the symmetry of the problem (1)–(3) to
prove the existence of infinity radial solution by means the Mountain pass theo-
rem. In particular when Ω is a ball and is f non increasing by an other argument
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well-know plane method to prove the existence and multiplicity of radial solu-
tion to this problem see [5]. However, these arguments are quite difficult and
provide no specific information of qualitative properties. Then it was an open
question as to whether solutions exist with prescribed number of zeros. Jones
and Küpper in [7] addressed this question using a dynamical systems approach
and an application of the Conley index [9]. In [10] Mcleod et al. established the
existence of sign changing bound state solutions by using the shooting techniques
and a scaling argument when f satisfies appropriate sign conditions and is of
subcritical growth. The author Pudipeddi [11] extended the previous result for
the p-Laplacian where 1 < p < N and Ω = R

N using the same approach when
f is locally Lipschitz and odd and behaves like |u|q−1u for u sufficiently large
with p < q + 1 < Np

N−p .
Recently on exterior domain, there has been an interest in studying this ques-

tion if p = 2 we mention as instances [6,8]. Here we use the shooting argument
and a ’ simple ’ ordinary differential equation proofs to etablisch that (1)–(3)
has an infinite number of radial solutions with a prescribed number of zeros.

Our paper is organized as follows: in Sect. 2 we begin to establish some pre-
liminary results concerning the existence and proprieties of radial solutions. In
Sect. 3 we show that there are solutions with arbitrarily number large of zeros
by using a scaling argument and finally, we shall prove the following our main
theorem.

Theorem 1. Assuming (H1)–(H4) and N ≥ 2. Then for each nonnegative inte-
ger k, there exist two radially symmetric solutions uk and vk of problem (1)–(3)
which have exactly k zeros on (R,∞) such that v′

k(R) < 0 < u′
k(R).

2 Preliminaries

To deal with the problem (5)–(6), we will use a shooting method and consider
the initial value problem

(
rN−1Φp(u′)

)′
+ rN−1f(u) = 0 if r > R, (7)

u(R) = 0 and u′(R) = a > 0. (8)

To emphasize the dependence of the solution to (7)–(8) in the shooting parameter
a we will denote it ua.

Lemma 1. Assume (H1) and (H2) hold. Then (7)–(8) has a unique solution ua

defined on interval [R,∞). Moreover, a → ua, a → u′
a are continuous on (0,∞).

Proof. Let u be a solution of (7)–(8) and integrating (7) on [R, r] we obtain

rN−1Φp(u′) = RN−1ap−1 −
∫ r

R

tN−1f(u) dt. (9)

We rewrite this as

u′(r) =
(R

r

)k

Φp′
(
ap−1 −

∫ r

R

( t

R

)N−1

f(u) dt
)
, (10)
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where k = N−1
p−1 . Integrating (10) on [R, r] we obtain

u(r) =
∫ r

R

(R

t

)k

Φp′
(
ap−1 −

∫ t

R

( s

R

)N−1

f(u) ds
)

dt.

Let ε > 0. Denote C0[R,R + ε] the Banach space of real continuous functions
on [R,R + ε] endowed with the sup norm ‖ ‖. Let a, δ0 > 0 are fixed such that
δ0 < ap−1 and we define the complete metric space by

E := {(u, v) ∈
(
C0[R,R + ε]

)2

| u(R) = 0 , v(R) = ap−1},

endowed with the distance d(x1, x2) = max(‖u1 − u2‖, ‖v1 − v2‖) where xi =
(ui, vi) for i = 1, 2.

Denote Bε
δ(a) := {(u, v) ∈ E | d

(
(u, v), (0, ap−1)

)
≤ δ} the closed ball of

(E, d).
Existence and uniqueness for(7)–(8) result from the study of fixed point of

the application Fa : (u, v) ∈ E → (ũ, ṽ) ∈ E where ũ and ṽ are defined by

ũ(r) =
∫ r

R

(R

t

)k

Φp′(v) dt,

ṽ(r) = ap−1 −
∫ r

R

( t

R

)N−1

f(u) dt.

We will show that Fa is a contraction mapping of Bε
δ(a) into itself for ε, δ small

enough.
For all (u, v) ∈ Bε

δ(a) and r ∈ [R,R + ε] we have

|ũ(r)| ≤
∫ r

R

(R

t

)k

|Φp′(v)|dt,

≤ ε ‖v‖p′−1,

≤ ε
(
δ0 + ap−1

)p′−1

.

Therefore for ε small enough we have

‖ũ‖ ≤ ε
(
δ0 + ap−1

)p′−1

≤ δ.

Furthermore therefore

|ṽ(r) − ap−1| ≤
∫ r

R

( t

R

)N−1

|f(u(t))|dt,

≤ M

∫ R+ε

R

( t

R

)N−1

dt,

≤ MR

N

(
(1 +

ε

R
)N − 1

)
≤ δ,
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where M = sup
|s|≤δ0

|f(s)| and for ε small enough. Then it follows that ||ṽ−ap−1|| ≤
δ, which implies that (ũ, ṽ) ∈ Bε

δ(a), for ε small enough.
Now, let xi = (ui, vi) ∈ Bε

δ(a) for i = 1, 2 then

d
(

Fa(x1), Fa(x2)
)

= max
(
‖ũ1 − ũ2‖; ‖ṽ1 − ṽ2‖

)
.

For r ∈ [R,R + ε] fixed, thanks to the mean value theorem we obtain

Φp′(v1(r)) − Φp′(v2(r)) = Φ′
p′(w)(v1(r) − v2(r)), (11)

where w = α v1(r)+(1−α) v2(r) for some 0 < α < 1 and Φ′
p′(w) = (p′−1) |w|p′−2.

As ‖vi − ap−1‖ ≤ δ ≤ δ0, then for each i = 1, 2 we have

ap−1 − δ0 ≤ vi(t) ≤ ap−1 + δ0 ∀t ∈ [R,R + ε],

therefore there exists two constants c1 = ap−1 − δ0 > 0 and c2 = ap−1 + δ0 > 0
and for all i = 1, 2 we see that

c1 ≤ vi(t) ≤ c2, ∀t ∈ [R,R + ε].

Then it follows that
(p′ − 1) |w|p′−2 ≤ Cp,

where Cp = (p′ − 1) cp′−2
2 if 1 < p ≤ 2 and Cp = (p′ − 1) cp′−2

1 if p > 2.
Further from (11) we have

‖Φp′(v1) − Φp′(v2)‖ ≤ Cp‖v1 − v2‖.

Therefore
‖ũ1 − ũ2‖ ≤ εCp‖v1 − v2‖. (12)

On the other hand we see that

|ṽ1(r) − ṽ2(r)| ≤
∫ r

R

( t

R

)N−1

|f(u1) − f(u2)| dt.

By virtue of (H1), then there exists a constant K > 0 and for each |s| and
|t| ≤ δ0 we have

|f(s) − f(t)| ≤ K|s − t|.
Since ‖ui‖ ≤ δ ≤ δ0 for i = 1, 2 then it follows that

‖ṽ1 − ṽ2‖ ≤ λ(ε)‖u1 − u2‖,

where λ(ε) = KR
N

(
(1 + ε

R )N − 1
)
. Thus, from (12) we have

d
(

Fa(x1), Fa(x2)
)

≤ max
(
εCp, λ(ε)

)
d(x1, x2).
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Since λ(ε) → 0 as ε → 0. Thus by the contraction mapping principle it follows
that for ε small enough Fa has a unique fixed point denoted xa = (ua, va) ∈ Bε

δ(a)
such that

ua(r) =
∫ r

R

(R

t

)k

Φp′(va) dt

va(r) = ap−1 −
∫ r

R

( t

R

)N−1

f(ua) dt.

Therefore ua, va ∈ C1([R,R + ε], R), in addition

u′
a =

(R

r

)k

Φp′(va) and Φp(u′
a) =

(R

r

)N−1

va

then it follows that Φp(u′
a) ∈ C1([R,R+ε], R). Hence for some ε > 0, the problem

(7)–(8) has a unique classical solution ua defined on the interval [R,R + ε].
Next, we will show that the solution ua can be extended on [R,+∞), we

define the energy of solution to (7)–(8) as

Ea(r) =
|u′

a|p
p′ + F (ua) ∀r ≥ R. (13)

Differentiating Ea and using (7) gives

E′
a(r) = −N − 1

r
|u′

a|p ≤ 0. (14)

Which implies Ea is non-increasing on [R,+∞), so

|u′
a|p
p′ + F (ua) ≤ ap

p′ .

From (4) we have

|u′
a| ≤

(
ap−1 + p′F0

) 1
p

= Ma. (15)

Then we have |u′
a| is uniformly bounded on wherever it is defined, as ua(R) = 0

thus it follows that |ua| is uniformly bounded on wherever it is defined. Hence
the existence on all of [R,+∞) follows.

Now, we will show the continuous dependence of solutions on initial condi-
tions. For this let a > 0 and aj → a as j → ∞ and denote uj(r) = uaj

(r) for
all j. In the following we shall prove that uj → ua and u′

j → u′
a as j → ∞ on

compact subsets of [R,∞).
Indeed, as the sequence (aj) is bounded by some A > 0 and from (15) for all

j, we get

|u′
j(r)| ≤

(
Ap−1 + p′F0

) 1
p

= M2 ∀r ≥ R.

Therefore u′
j(r) is uniformly bounded. Next, we will show that uj(r) is uniformly

bounded.
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Suppose by the way of contradiction that there exists a sequence rj ≥ R such
that |uj(rj)| → ∞ as j → ∞. Since F (u) → ∞ as |u| → ∞ then F (uj(rj)) → ∞
as j → ∞. As

Eaj
(rj) = Ej(rj) ≥ F (uj(rj)).

Then Ej(rj) → ∞ as j → ∞. Since Ej is non-increasing and (aj) is bounded
then we have

Ej(rj) ≤ Ej(R) =
ap

j

p′ ≤ Ap

p′ < ∞.

Which contradict to Ej(rj) → ∞ as j → ∞. Thus there exists M1 > 0 and
M2 > 0 for all j such that

|uj(r)| ≤ M1 and |u′
j(r)| ≤ M2 ∀r ≥ R.

Which implies that uj and u′
j are uniformly bounded and equicontinuous. Then

by Arzela-Ascoli’s theorem there exists subsequence still denoted uj such that
uj(r) → u(r) as j → ∞ uniformly on compact subsets of [R,∞). Therefore it
follows from (H1) that f(uj) → f(u) as j → ∞ uniformly on compact subsets
of [R,∞) and since aj → a, then we get

wj(r) = ap−1
j −

∫ r

R

( t

R

)N−1

f(uj(t)) dt

Then
wj(r) → ap−1 −

∫ r

R

( t

R

)N−1

f(u(t)) dt = w(r),

uniformly on compact subsets of [R,∞) as j → ∞. Which implies that Φp′(w′
j)

converges to Φp′(w) uniformly on compact subsets of [R,∞). By virtue of (10)
we obtain

u′
j(r) =

(R

r

)k

Φp′(w′
j(r)) →

(R

r

)k

Φp′(w(r)) = v(r) as j → ∞,

uniformly on compact subsets of [R,∞).
Furthermore from

uj(r) =
∫ r

R

u′
j(t) dt →

∫ r

R

v(t) dt as j → ∞,

pointwise on [R,∞) and uj(r) → u(r), therefore it follows that u is differentiable
and u′ = v. Hence uj → u and u′

j → u′ uniformly on compact subsets of [R,∞)
and finally, a → ua, a → u′

a are continuous on (0,∞). This completes the proof
of Lemma 1. 
�
Remark 2. It is immediate that ua ∈ C2([R,R + ε]) for 1 < p ≤ 2 and u is C2

only at the point r ∈ [R,R + ε] such that u′
a(r) �= 0 for p > 2.

Proposition 1. Assume (H1)–(H3) hold and ua be solution of (7)–(8).
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(i) Then r → Ea(r) is non-increasing and limr→∞ Ea(r) is finite. In addition,
if there exists r0 > R such that Ea(r0) < 0 then ua > 0 on [r0,∞).

(ii) If lim
r→∞ ua(r) = � exists, then � is a zero of f . Moreover

lim
r→∞ u′

a(r) = 0 and lim
r→∞ Ea(r) = F (�).

(iii) Then u′
a > 0 on a maximal nonempty open interval (R,Ma) where either

(a) Ma = ∞, lim
r→∞ ua(r) = β and 0 ≤ ua(r) < β for all r ≥ R.

or
(b) Ma is finite and ua(Ma) ≥ β.

Proof. By virtue of (14) we have Ea is non-increasing and since Ea(r) ≥ −F0

implying the existence of lim
a→∞ Ea = ζa and is finite. Now, if there exists r0 > R

such that Ea(r0) < 0 by monotonicity of Ea we have Ea(r) ≤ Ea(r0) < 0 for
r ≥ r0. By contradiction we suppose that there exists r1 > r0 zero of ua, then it
follows that Ea(r1) = |u′

a|p
p′ ≥ 0, which contradicts to Ea(r1) < 0. Hence ua > 0

on [r0,∞).
For (ii) we suppose that lim

r→∞ ua(r) = �, then by continuity of F we have

lim
r→∞ F (ua(r)) = F (�), so from (13) we have lim

r→∞ |u′
a(r)| =

(
p′(ξa−F (�))

) 1
p

= m.
Assume to the contrary that m > 0, then for 0 < ε < m there exists r0 > R such
that |u′

a| ≥ m − ε > 0 for each r ≥ r0. Thus it follows that |ua(r) − ua(r0)| ≥
(m−ε)(r−r0) which implies that lim

r→∞ ua(r) = ∞. This is a contradiction. Hence

lim
r→∞ u′

a(r) = 0 and ζa = F (�).

By (10) and applying L’Hôpital’s rule we obtain

0 = lim
r→∞

Φp(u′
a(r))
r

= lim
r→∞

RN−1ap−1

rN
−

∫ r

R
tN−1f(ua) dt

rN

= − lim
r→∞

rN−1f(ua(r))
NrN−1

= −f(�)
N

.

Therefore f(�) = 0.
Next for (iii), As u′

a(R) = a > 0 and by continuity then, there exists ε > 0
such that u′

a > 0 on (R,R + ε). Denote (R,Ma) a maximal nonempty open
interval where u′

a > 0. If Ma = ∞ then ua > 0 is increasing and bounded above
on [R,∞), therefore it follows that lim

r→∞ ua(r) = � exists. By virtue of (ii) we

have f(�) = 0 and lim
r→∞ u′

a(r) = 0. Thus � = β and 0 ≤ ua < β on [R,∞). Hence

(a) is proven.
For (b), if Ma < ∞ we must have u′

a(Ma) = 0 and u′
a > 0 on (r,Ma) for

R < r < Ma. Assume to contrary that 0 < ua(Ma) < β then by (H3) it follows
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f(ua) < 0 on (r,Ma). Integrating (7) on (r,Ma) and using the fact u′
a(Ma) = 0

we get

rN−1Φp(u′
a(r)) =

∫ Ma

r

tN−1f(ua(t)) dt < 0.

Which implies that u′
a < 0 on (r,Ma), this is a contradiction. Thus ua(Ma) ≥ β.

Which completes the proof of Proposition 1. 
�
Lemma 2. Assume (H1)–(H3) hold. Then

1. ua has a maximum at Ma > R for a sufficiently large. Moreover |ua| has a
global maximum at Ma.

2. lim
a→∞ ua(Ma) = ∞ and lim

a→∞ Ma = R.

Proof. For (1), we suppose by the way of contradiction that Ma = ∞. Then
u′

a
> 0 on [R,∞) and by (ii)–(iii) of Proposition 1 we have 0 ≤ ua(r) < β,

ua(r) → β and u′
a(r) → 0 as r → ∞.

Let ya = ua(r)
a . It is straightforward using (7)–(8) to show

(
rN−1Φp(y′

a)
)′

+ rN−1 f(aya)
ap−1

= 0 ∀r > R, (16)

ya(R) = 0 and y′
a(R) = 1. (17)

Then it follows that
( |y′

a|p
p′ +

F (aya)
ap−1

)′
= −N − 1

r
|ya|p ≤ 0.

Therefore |y′
a|p
p′ +

F (aya)
ap−1

≤ 1
p′ .

By virtue of (4) and for a sufficiently large we obtain

|y′
a|p
p′ ≤ 1

p′ +
F0

ap−1
≤ 1

p′ +
1
p

= 1.

As 0 < ya < β
a then for a sufficiently large we get 0 < ya < 1. It follows

that |ya| and |y′
a| are uniformly bounded if a is sufficiently large. Then by the

Arzela-Ascoli theorem we deduce that ya → y uniformly as a → ∞ on the
compact sets of [R,∞), for some subsequence denoted the same by ya with y is
a continuous function on [R,∞) where y(R) = 0.

Integrating (16) on [R, r] gives

Φp(y′
a) =

(R

r

)N−1

−
∫ r

R

( t

r

)N−1 f(aya)
ap−1

dt.

Since aya is bounded and f is continuous then f(aya)
ap−1 → 0 uniformly on [R,∞) as

a → ∞. Therefore it follows that Φp(y′
a(r)) converges to

(
R
r

)N−1

uniformly on
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compact subsets of [R,∞). Which implies that y′
a converges uniformly as a → ∞

on compact subsets of [R,∞) to a continuous function denoted z(r) =
(

R
r

)k

with

k = N−1
p−1 . Moreover z′ exists and is continuous.

Furthermore from
ya(r) =

∫ r

R

y′
a(t) dt

Letting a → ∞, we obtain that

y(r) =
∫ r

R

z(t) dt.

Then ya is continuously differentiable and y′ = z, thus y′
a → y′ uniformly as

a → ∞ on the compact subsets of [R,∞). Since 0 < ya < β
a so ya → 0 as

a → ∞, then y ≡ 0 would imply that y′ ≡ 0. Which contradicts to y′(R) = 1.
Thus ua has a local maximum at Ma > R.

Next, we will show that |ua| has a global maximum at Ma. Otherwise, sup-
pose that there exists r1 > Ma such that |ua(r1)| > |ua(Ma)|. From (iii) of
Proposition 1 we have ua(Ma) ≥ β, since F is even and increasing on (β,∞)
therefore it follows

Ea(r1) = F (ua(r1)) = F (|ua(r1)|) > F (ua(Ma)) = Ea(Ma).

By the monotonicity of Ea we have r1 ≤ Ma, which contradicts to r1 > Ma.
For (2), we begin to claim that lim

a→∞ ua(Ma) = ∞.
To proof this, assume to contrary that for a sufficiently large, there exists a

constant C > 0 independent of a such that |ua(Ma)| ≤ C. As |ua| has a global
maximum at Ma then |ua(r)| ≤ C for all r ≥ R.

Let ya = ua

a . We proceed in the same way as (1), we show that ya → y with
y ≡ 0 and y′(R) = 1 this is a contradiction. Hence ua(Ma) → ∞ as a → ∞. In
the following we want to show that Ma → R, as a → ∞.

From (1) and by monotonicity of Ea, for a sufficiently large we see that
Ea(r) ≥ Ea(Ma) = F (ua(Ma)) on [R,Ma].

Denote xa = ua(Ma), so |u′
a| = u′

a(r) ≥ (p′)
1
p

(
F (xa) − F (ua(r))

) 1
p

for all
r ∈ [R,Ma]. Integrating this on [R,Ma] gives

∫ xa

0

ds
(
F (xa) − F (s)

) 1
p

=
∫ Ma

R

u′
a(r)

(
F (xa) − F (ua(r))

) 1
p

dr,

then ∫ xa

0

ds
(
F (xa) − F (s)

) 1
p

≥ (p′)
1
p (Ma − R) > 0. (18)

First we estimate the integral on [xa

2 , xa] for a sufficiently large. From (H2) we
have for x large enough that f(x) ≥ 1

2 xq and since ua(Ma) = xa → ∞ as a → ∞
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we therefore have for a large enough that

Qa = min
[ xa

2 ,xa]
f ≥ 1

2q+1
(xa)q.

As p < q + 1 then it follows that

x
1− 1

p
a

Q
1
p
a

≤ 2
q+1

p (xa)
p−q−1

p → 0, as a → ∞.

Thus

lim
a→∞

(xa)1− 1
p

Q
1
p
a

= 0. (19)

Since F (u) is increasing for u large enough, it follows that for xa

2 ≤ t ≤ xa we
have by the mean value theorem for some c such that xa

2 ≤ t < c < xa:

F (xa) − F (t) = f(c) (xa − t) ≥ Qa (xa − t). (20)

Thus
∫ xa

xa
2

dt
(
F (xa) − F (t)

) 1
p

≤ (
1

Qa
)

1
p

∫ xa

xa
2

dt
(
xa − t

) 1
p

≤
( p

(p − 1) 21− 1
p

) (xa)1− 1
p

Q
1
p
a

.

From (19) we therefore have

lim
a→∞

∫ xa

xa
2

dt
(
F (xa) − F (t)

) 1
p

= 0. (21)

Next we estimate the integral of left-hand side of (18) on [0, xa

2 ]. Then we have
F (t) ≤ F (xa

2 ) for all t ∈ [0, xa

2 ] and a sufficiently large. Thus by (20) we have

F (xa) − F (t) ≥ F (xa) − F (
xa

2
) ≥ Qa

xa

2
.

Then it follows that
∫ xa

2

0

dt
(
F (xa) − F (t)

) 1
p

≤ 2
1
p −1 (xa)1− 1

p

Q
1
p
a

.

Therefore by (19) we have

lim
a→∞

∫ xa
2

0

dt
(
F (xa) − F (t)

) 1
p

= 0. (22)
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Combining (21) and (22) we conclude that

lim
a→∞

∫ xa

0

dt
(
F (xa) − F (t)

) 1
p

= 0.

Hence from (18) we see that Ma → R as a → ∞. Which completes the proof of
Lemma 2. 
�
Lemma 3. Assume (H1)–(H4) hold. Then ua > 0 on (R,∞) for a > 0 suffi-
ciently small.

Proof. If Ma = ∞ we have ua(r) > 0 for each r > R and so we are done in this
case. If Ma < ∞, there are two cases:

1. If ua(Ma) < γ, since Ea(Ma) = F (ua(Ma)) < 0 then by virtue of (i) in
Proposition 1 we have ua > 0 on [Ma,∞), as u′

a > 0 on [R,Ma) so ua > 0 on
(R,∞) then it follows we are done in this case as well.

2. If ua(Ma) ≥ γ, so there exists two real ra and sa with R < ra < sa < Ma

such that ua(ra) = β and ua(sa) = β+γ
2 . By the monotonicity of Ea we get

Ea(r) =
|u′

a|p
p′ + F (ua) ≤ ap

p′ , ∀r ≥ R.

Therefore |u′
a|

(
ap − p′F (ua)

) 1
p

≤ 1 ∀r ≥ R. (23)

As u′
a > 0 on [R, ra] and by integrating (23) on [R, ra], we obtain

∫ β

0

dt
(
ap − p′F (t)

) 1
p

=
∫ ra

R

u′
a(r)

(
ap − p′F (ua(r))

) 1
p

dr

≤ ra − R.

Using (H4) and Remark 1, then we see that

∫ β

0

dt
(
ap − p′F (t)

) 1
p

→
(p − 1

p

) 1
p

∫ β

0

dt

|F (t)| 1
p

= ∞ , as a → 0+.

Thus it follows that lim
a→0+

ra = ∞, also lim
a→0+

sa = ∞.

Next, by virtue of (13) and (14) we have

(
rα Ea(r)

)′
=

(
rα

)′
F (ua(r)), (24)
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where α = p′(N − 1) > 1 because N ≥ 2 and p′ > 1. Integration (24) on [ra, sa]
and using (H3), we obtain

sα
a Ea(sa) − rα

a Ea(ra) =
∫ sa

ra

(
rα

)′
F (ua(r)) dr

≤ F (
β + γ

2
)

∫ sa

ra

(
rα

)′
dr

≤ F (
β + γ

2
)
(
sα

a − rα
a

)
.

As F (ua(r)) ≤ 0 on [R, ra] and by (24) we have r → rα Ea(r) is decreasing, by
integrating again (24) on [R, ra] we obtain,

rα
a Ea(ra) = Rα Ea(ra) +

∫ ra

R

(
rα

)′
F (ua(r)) dr ≤ Rα ap

p′ .

Hence it follows that

sα
a Ea(sa) ≤ Rα ap

p′ + F (
β + γ

2
)
(
sα

a − rα
a

)
. (25)

Now, by means value theorem and since α > 1 we therefore have,

sα
a − rα

a ≥ α rα−1
a (sa − ra). (26)

By integrating (23) on [ra, sa] we see that

∫ β+γ
2

β

dt
(
ap − p′F (t)

) 1
p

=
∫ sa

ra

u′
a(r)

(
ap − p′F (ua(r))

) 1
p

dr

≤ sa − ra.

Using (4), taking 0 < a < 1 and for each t ∈ [β, β+γ
2 ] we get

ap − p′F (t) ≤ 1 + p′F0.

Therefore

sa − ra ≥ γ − β

2

(
1 + p′F0

)− 1
p

.

From (26) we deduce that

sα
a − rα

a ≥ γ − β

2

(
1 + p′F0

)− 1
p

α rα−1
a .

As lim
a→0+

ra = ∞ it follows that

lim
a→0+

sα
a − rα

a = ∞.
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Then by virtue of (25) and since F (β+γ
2 ) < 0 we have

lim
a→0+

sα
a Ea(sa) = −∞.

Hence, for small enough positive a we get Ea(sa) < 0. Thus by (i) in Propo-
sition 1 it follows that ua > 0 on [sa,∞) if a is sufficiently small positive. As
ua > 0 and increasing on [R, sa) so, ua > 0 on (R, sa]. Hence ua > 0 on (R,∞)
for small enough positive a. This completes the proof of Lemma 3. 
�
Lemma 4. Assume (H1)–(H4) hold. Then ua has only simple zeros on [R,∞).

Proof. The proof of this lemma is similar to [11, Lemma 2.6]. Assume to the
contrary that ua reaches a double zero at some point r0 > R. Let

r1 = inf
r>R

{r | ua(r) = u′
a(r) = 0} .

As ua(r0) = u′
a(r0) = 0 then R ≤ r1 < ∞. The first we want to show that

r1 = R.
By contradiction we assume that r1 > R and let r ∈ (R+r1

2 , r1) fixed. Inte-
grating (14) on (r, r1) we see that

Ea(r1) − Ea(r) = −
∫ r1

r

(N − 1)|u′
a|p

t
dt.

From (13) and Ea(r1) = 0 we see that

Ea(r) =
|u′

a|p
p′ + F (ua) =

∫ r1

r

(N − 1)|u′
a|p

t
dt. (27)

Denote w =
∫ r1

r
(N−1)|u′

a|p
t dt and differentiating gives

−N − 1
r

|u′
a|p = w′.

Substituting in (27), we obtain

w′ +
α

r
w =

α

r
F (ua), (28)

where α = p′(N − 1) > 1. Multiplying both sides by rα we have

(rαw)′ = αrα−1F (ua).

Integrating the above on [r, r1] we obtain

rα
1 w(r1) − rα w(r) = α

∫ r1

r

tα−1F (ua) dt.

As u(r1) = 0, so for r sufficiently close to r1 we have |ua| ≤ β and by (H3) implies
that F (ua) < 0 on (r, r1). Since w(r1) = 0, then it follows for r sufficiently close
to r1

w =
α

rα

∫ r1

r

tα−1|F (ua)| dt.
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Combining the equation above and (27), we therefore have for r sufficiently close
to r1

|u′
a(r)|p = p′

(
|F (ua(r))| +

α

rα

∫ r1

r

tα−1|F (ua)| dt
)
. (29)

Notice that for r < r1 and r sufficiently close to r1 then u′
a(r) �= 0.

Otherwise there exists r2 < r1 such that u′
a(r2) = 0 then by (29) we deduce

that ua ≡ 0 on (r2, r1) and by continuity we have ua(r2) = u′
a(r2) = 0. Which

contradict the definition of r1. Thus without loss of generality we assume that
u′

a < 0 for r < r1 with r is sufficiently close to r1. Thus we have 0 < ua ≤ β
on (r, r1). Since F is decreasing on [0, β], therefore it follows that |F (ua(r))| >
|F (ua(t))| > 0 for each r < t < r1.

From (29) we therefore have

|u′
a|p ≤ p′

(
|F (ua(r))| +

|F (ua(r))|
rα

(rα
1 − rα)

)
= p′|F (ua(r))|

(r1

r

)α

≤ p′2α|F (ua(r))| (
r1

r
< 2 − R

r
< 2).

Thus
|u′

a| ≤ Cp,α|F (ua(r))| 1
p ,

where Cp,α = (p′2α)
1
p . Dividing by |F (ua(r))| 1

p , integrating the above on [r, r1]
and using (H4) we have

∞ =
∫ ua(r)

0

1

|F (s)| 1
p

ds =
∫ r1

r

|u′
a(t)|

|F (ua(t))| 1
p

dt ≤ Cp,α (r1 − r) < ∞.

This is impossible, therefore r1 = R implying u′
a(R) = 0. This is a contradiction

with u′
a(R) = a > 0. Hence ua has only simple zeros on [R,∞). This completes

the proof of Lemma 4. 
�

3 Solutions with a Prescribed Number of Sign Changin
to (7)–(8)

In this section we are interested to study the behaviour of zeros of solution to
(7)–(8) assuming (H1)–(H4) hypotheses. By virtue of Lemma 3, if a is small
enough we saw that ua has no zeros on (R,∞) and by Lemma 4, we get ua has
only simple zeros. In the following as in [10,11] we want to show that ua has an
arbitrary large number of zeros on (R,∞) for a large enough. Which leads to
the existence of sign changing solution.

Let
λ

p
q−p+1
a = ua(Ma)

and we define,

vλa
(r) = λ

−p
q−p+1
a ua(Ma +

r

λa
) ∀r ≥ 0.
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By (7), it is straightforward to show that

(
(λaMa + r)N−1 Φp(v′

λa
)
)′

+ λ
−pq

q−p+1
a

(
λaMa + rN−1

)N−1

f(λ
p

q−p+1
a vλa

) (30)

vλa
(0) = 1 and v′

λa
(0) = 0. (31)

By Lemma 2 and q − p + 1 > 0 we have that

lim
a→∞ λa = ∞. (32)

Lemma 5. As a → ∞, vλa
→ v, uniformly on compact subsets of [0,∞), and

vsatisfies
(
Φp(v′)

)′
+ |v|q−1v = 0, (33)

v(0) = 1, v′(0) = 0. (34)

Proof. By virtue of (H2) we have

F (u) =
1

q + 1
|u|q+1 + G(u),

where G(u) =
∫ u

0
g(s) ds. Then it follows that

lim
|u|→∞

F (u)
|u|q+1

=
1

q + 1
+ lim

|u|→∞
G(u)
|u|q+1

.

By using the L’Hospital’s rule we have,

lim
u→∞

G(u)
uq+1

= 0.

Since G is even then

lim
|u|→∞

G(u)
uq+1

= 0.

Thus

lim
|u|→∞

F (u)
|u|q+1

=
1

q + 1
. (35)

Let

Eλa
(r) =

|v′
λa

|p
p′ + λ

−p(q+1)
q−p+1

a F (λ
p

q−p+1
a vλa

).

By differentiating we therefore have

E′
λa

(r) = − (N − 1)|v′
λa

|p
r

≤ 0.
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Then Eλa
is decreasing on [0,∞) which implies that

Eλa
(r) ≤ Eλa

(0) = λ
−p(q+1)
q−p+1

a F (λ
p

q−p+1
a ).

By (32) and (35) we see that

λ
−p(q+1)
q−p+1

a F (λ
p

q−p+1
a ) → 1

q + 1
as → ∞.

Thus for a large enough we see that

Eλa
(r) ≤ 2

q + 1
∀r ≥ 0.

By (4) and (32) for a large enough, it follows that

|v′
λa

|p
p′ ≤ 2

q + 1
+ λ

−p(q+1)
q−p+1

a F0 ≤ 3
q + 1

∀r ≥ 0.

Hence we have |v′
λa

| is uniformly bounded on [0,∞) by Mp,q =
(

3p′

q+1

) 1
p

, for a

sufficiently large. From Lemma 2 we obtain

|vλa
| ≤ λ

−p
q−p+1
a ua(Ma) = 1.

Thus |vλa
| and |v′

λa
| are uniformly bounded. By Arzela-Ascoli’s theorem, for

some subsequence still denoted vλa
, we have vλa

→ v uniformly on compact
subsets of [0,∞) and v is continuous.

On the other hand, by integrating (30) on [0, r] and using (31), we obtain
(
λaMa + r

)N−1

Φp(v′
λa

)

= −
∫ r

0

(
λaMa + t

)N−1

λ
−pq

q−p+1
a f(λ

p
q−p+1
a vλa

) dt

= −
∫ r

0

(
λaMa + t

)N−1(
|vλa

|q−1vλa
+ λ

−pq
q−p+1
a g(λ

p
q−p+1
a vλa

)
)

dt.

Therefore

v′
λa

= −Φp′(
∫ r

0

( λaMa + t

λaMa + r

)N−1(
|vλa

|q−1vλa
+ λ

−pq
q−p+1
a g(λ

p
q−p+1
a vλa

)
)

dt) (36)

From (H2) and since g is continuous, then for all ε > 0 there exists C > 0 such
that

|g(u)| ≤ C + ε|u|q ∀u ∈ R,

it follows that

|g(λ
p

q−p+1
a vλa

)| ≤ C + ε λ
pq

q−p+1
a |vλa

|
≤ C + ε λ

pq
q−p+1
a

(
|vλa

| ≤ 1
)
.
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Thus
λ

−pq
q−p+1
a |g(λ

p
q−p+1
a vλa

)| ≤ λ
−pq

q−p+1
a C + ε.

By virtue of (32) we have lima→∞ λ
−pq

q−p+1
a = 0. Then it follows that, for a suffi-

ciently large

λ
−pq

q−p+1
a |g(λ

p
q−p+1
a vλa

)| ≤ 2ε,

which implies that λ
−pq

q−p+1
a g(λ

p
q−p+1
a vλa

) → 0 as a → ∞ uniformly on [0,∞).
From (32) we have λaMa → ∞ as a → ∞, we therefore have

(
λaMa+t
λaMa+r

)N−1

→ 1, as a → ∞ uniformly on compact subsets of [0,∞). Since
vλa

→ v as a → ∞ uniformly on compact subsets of [0,∞) and by (36) we
deduce that

v′
λa

→ −Φp′
( ∫ r

0

|v|q−1v dt
)

≡ w on [0,∞),

w is continuous. Furthermore from

vλa
= 1 +

∫ r

0

v′
λa

dt,

since vλa
→ v as a → ∞ uniformly on compact subsets of [0,∞), v′

λa
→ w

as a → ∞ (pointwise) and |v′
λa

| is uniformly bounded by Mp,q, therefore by
applying the dominated convergence theorem we have

v = 1 +
∫ r

0

w(t) dt.

Thus v′ = w. Then it follows from (36) that

v′ = −Φp′
( ∫ r

0

|v|q−1v dt
)
.

Hence v ∈ C1[0,∞) and v satisfies (33)–(34). End of the proof of Lemma5. 
�
Lemma 6. Let v as in Lemma 5. Then v has a zero on [0,∞).

Proof. Suppose by the way of contradiction that v > 0 on [0,∞). By integrating
(33) on [0, r] we obtain

−Φp(v′) =
∫ r

0

vq dt > 0.

So v′ < 0 and v is decreasing on [0,∞). It follows that

|v′(r)|p−1 =
∫ r

0

vq dt ≥ r vq(r),

which implies that
−v′(r)

v
q

p−1 (r)
≥ r

1
p−1 .
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By integrating the above on [0, r] we get

p − 1
q − p + 1

(
v− q−p+1

p−1 (r) − 1
)

≥ p − 1
p

r
p

p−1 ,

as q − p + 1 > 0 we see that

v− q−p+1
p−1 (r) ≥ 1 +

q − p + 1
p

r
p

p−1 ≥ q − p + 1
p

r
p

p−1 ,

therefore
vq+1 ≤ Cp,q r

−p(q+1)
q−p+1 ,

where

Cp,q =
( p

q − p + 1

) (q−p+1)(q+1)
p−1

.

Therefore it follows that
∫ ∞

1

vq+1(t) dt ≤ Cp,q

∫ ∞

1

r
−p(q+1)
q−p+1 dt < ∞.

By continuity of v we have v is bounded on compact set [0, 1] so,
∫ ∞

0

vq+1(t) dt < ∞. (37)

Let for each r ≥ 0,

E(r) =
|v′(r)|p

p′ +
1

q + 1
|v(r)|q+1.

From (33) we obtain E′(r) = 0 on [0,∞), it implies that E ≡ E(0) = 1
q+1 .

Therefore it follows that

|v′(r)|p =
p′

q + 1

(
1 − |v(r)|q+1

)
. (38)

Since v > 0 and from (33) we see that
(
v Φp(v′)

)′
= v′ Φp(v′) −

(
Φp(v′)

)′
= |v′|p − vq+1.

Integrating this on [0, r] and using (34) we have

v(r)Φp(v′(r)) =
∫ r

0

|v′|p − vq+1 dt,

since v > 0 and v′ < 0, thus it follows that
∫ ∞

0

|v′|p dt ≤
∫ ∞

0

vq+1 dt < ∞. (39)
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By integrating (38) on [0, r] we obtain
∫ r

0

|v′|pdt =
p′

q + 1

∫ r

0

(1 − vq+1) dt =
p′

q + 1

(
r −

∫ r

0

vq+1 dt
)
.

Letting r → ∞ and using (37) we have
∫ ∞

0

|v′|p dt = ∞.

Which contradicts (39). This completes the proof of Lemma 6. 
�
Lemma 7. If a is sufficiently large. Then ua has an arbitrarily large number of
zeros on (R,∞).

Proof. We begin to establish the following claim.
Claim: v has an infinite number of zeros on [0,∞).

Indeed, by Lemma 6 v has a zero z1 > 0 such that v > 0 and v′ < 0 on (0, z1).
Next we want to show that v has a first local minimum on (z1,∞) denoted m1.
So, suppose by contradiction that v is decreasing on [0,∞). Since v is bounded
and decreasing then lim

r→∞ v(r) = � exists. As in the proof of (ii) Proposition 1

we therefore have, lim
r→∞ v′(r) = 0 and � = 0. From (38) and letting r → ∞ we

obtain

lim
r→∞ |v′(r)|p =

p′

q + 1
> 0.

Which contradicts to lim
r→∞ v′(r) = 0. Hence, v has a first minimum denoted

m1 > z1 and v1 = v(m1) < 0. Thus v satisfies,

Φp(v′) = −
∫ r

m1

|v|q−1 v dt, ∀r > m1

v(m1) = v1 and v′(m1) = 0.

In a similar way of the Lemma 6 we can show that v has a second zero at
z2 > z1 > R and has a second extrema m2 > z2. Continuing in this way we can
get an arbitrarily large number of zeros for v on [0,∞). Which is complete the
proof of claim.

Now, since vλa
→ v as a → ∞ uniformly on compact subsets of (R,∞). By

virtue of the previous claim and (32), it follows that vλa
has an arbitrary large

number of zeros for a large enough. Finally, as ua(Ma + r
λa

) = λ
p

q−p+1
a vλa

(r),
hence we can get as many zeros of ua as desired on (R,∞) for a sufficiently
large. End of the proof of Lemma7. 
�

4 Proof of the Main Result

For k ≥ 1 defined by set

Sk = { a > 0 | ua(r) has exactly k zeros on (R,∞) }
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and
S0 = { a > 0 | ua(r) > 0,∀r > R }.

If a is sufficiently small it follows by Lemma 3 that ua > 0 for any r > R, so
S0 is nonempty and from Lemma 7 we see that S0 is bounded from above.

Let
a0 = supS0.

Lemma 8. ua0 > 0 for all r > R.

Proof. Assume to the contrary that there exists a zero z0 > R of ua0 . Then
ua0(z0) = 0 and ua0 > 0 on (R, z0) and by Lemma 4 we have u′

a0
(z0) < 0. Thus

ua0 < 0 on (z0, z0 + ε) for some ε > 0. If a close to a0 with a < a0 and by
continuous dependence of solutions on initial conditions, it follows that ua ≤ 0
on (z0, z0 + ε). Which contradicts to the definition of a0. 
�
Lemma 9. Ea0 ≥ 0 on [R,∞).

Proof. By the definition of a0 if a > a0 then ua has a zero denoted za > R. We
begin to show the following result

lim
a→a+

0

za = ∞. (40)

Indeed, suppose by contradiction there exists a subsequence of za still denoted
za converges to some z ∈ [R,∞), as a → a+

0 . As ua converges uniformly on a
compact set [R, z + 1], Therefore it follows that

0 = lim
a→a+

0

ua(za) = ua0(z).

Which contradicts to Lemma 8. Hence (40) is proven.
Now, assume to the contrary that there exists r0 > R such that Ea0(r0) < 0,

then Ea(r0) < 0 for a close to a+
0 . By the definition of a0 and taking a > a0, there

exists a zero za of ua such that Ea(za) ≥ 0 > Ea(r0). From the monotonicity
of Ea we have za < r0 < ∞. Which contradicts (40). End of the proof of
Lemma 9. 
�
Lemma 10. ua0 has a local maximum at Ma0 > R.

Proof. By the way of contradiction, suppose that u′
a0

> 0 on [R,∞). From (iii)
of the Proposition 1 we see that lim

r→∞ ua0(r) = β and by the definition of a0 if

a > a0 then ua has a zero denoted za > R. Next, from (ii) of Proposition 1
therefore it follows that lim

r→∞ Ea0(r) = F (β) < 0. From Lemma 9 we see that

Ea0(r) ≥ 0. Thus 0 ≤ lim
r→∞ Ea0(r) = F (β) < 0, this is contradictory. End of the

proof of Lemma 10. 
�
Lemma 11. u′

a0
< 0 on (Ma0 ,∞).
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Proof. We argue by the contradiction. We distinguish two cases:

(1) If there exists r1 > Ma0 such that u′
a0

(r1) = 0 and u′
a0

< 0 on (Ma0 , r1),
or

(2) If u′
a0

= 0 on [Ma0 ,∞).

In the first case we have 0 < ua0(r1) < β.
Indeed assume to contrary that ua0(r1) ≥ β, then by H3 we see that

f(ua0(r1)) ≥ 0. Further from (10) and the fact that u′
a0

(Ma0) = 0 we have

0 = −rN−1 Φp(u′
a0

(r1)) =
∫ r1

Ma0

tn−1 f(ua0(t)) dt. (41)

As ua0 is non-increasing on [Ma0 , r1] then ua0(t) ≥ ua0(r1) for all t ∈ [Ma0 , r1]
and by using (H3) it follows that f(ua0(t)) ≥ f(ua0(r1)) ≥ 0. From (41) we have
f(ua0) ≡ 0 on [Ma0 , r1] implying that u ≡ β on [Ma0 , r1], which contradicts to
u′

a0
< 0 on (Ma0 , r1). Thus 0 < ua0(r1) < β implying Ea0(r1) = F (ua0(r1)) < 0.

Which contradicts to Lemma 9, then it follows we are done in this case.
In the second case we must have that u = c on [Ma0 ,∞). Then by (ii) and

(iii) of Proposition 1 it follows that f(c) = 0 and c = β. Thus 0 < ua0 < β on
(R,Ma0) and by using (H3) we obtain f(ua0) < 0. From (40) and u′

a0
(Ma0) = 0

we see that

rN−1 Φp(u′
a0

(r)) =
∫ Ma0

r

tn−1 f(ua0(t)) dt < 0.

Therefore we have u′
a0

< 0 on (R,Ma0), this a contradiction then it follows we
are done in this case as well. End of the proof of Lemma11. 
�
By Lemmas 10 and 11 then it follows that lim

r→∞ ua(r) = � exists and by (ii) of

Proposition 1, we have f(�) = 0 and lim
r→∞ Ea0(r) = F (�). Then either � = 0 or

� = β.
If � = β again by (ii) of Proposition 1 we therefore have lim

r→∞ Ea0(r) =

F (β) < 0. By Lemma 9 we have Ea0(r) ≥ 0 for each r ≥ R, so it follows that
F (β) = lim

r→∞ Ea0(r) ≥ 0. Which contradicts to F (β) < 0. Hence � = 0 and finally

we have found a non-negative solution of (5)–(6).
Next by [11, Lemma 4.3], if a > a0 and a → a0 then ua has at most one zero

on (R,∞). From the definition of a0 if a > a0 we have ua has at least one zero.
Thus for a > a0 close to a0 the solution ua has exactly one zero. Then it follows
that S1 nonempty and by Lemma7 we see that S1 is bounded above.

Let
a1 = supS1.

As above lemmas by using a similar argument, we can show that ua1 has one
simple zero and lim

r→∞ ua1(r) = 0. Hence, it follows that there exists a solution of

(5)–(6) which has exactly one sign change in (R,∞).
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Proceeding inductively we can show that, for each k ∈ N there exists a
solution uak

= uk of (5)–(6) which has exactly k zeros on (R,∞) with u′
k(R) > 0.

Now, in the case a < 0 we consider the problem
(
rN−1Φp(v′)

)′
+ rN−1f(v) = 0 if R < r, (42)

v(R) = 0 and v′(R) = a < 0. (43)

We denote w(r) = −v(r) on [R,∞), as f and Φp are odd, then it follows the
problem (42)–(43) is equivalent to

(
rN−1Φp(w′)

)′
+ rN−1f(w) = 0 if R < r,

w(R) = 0 and w′(R) = −a > 0.

Next, according to the case a > 0 we deduce that, for each k ∈ N, the problem
(5)–(6) has a solution wk which has exactly k zeros on (R,∞) with w′

k(R) > 0.
Hence, for each k ∈ N integer, the problem (5)–(6) has a solution vk = −wk which
has k zeros on (R,∞) and v′

k(R) < 0. End of proof of the main Theorem1.
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Abstract. This paper presents: Let A be a unital C∗-algebra of real
rank zero and B be a unital semisimple complex Banach algebra.
We characterize linear maps from A onto B that compress different
essential spectral sets such as the (left, right) essential spectrum, the
semi-Fredholm spectrum, and the Weyl spectrum. Essentially spectrally
bounded linear mapping from A onto B are also characterized.

Keywords: Fredholm elements · Essential spectrum
Essential spectral radius

1 Introduction

Linear preserver problems is an active research area in matrix and operator
theory. These problems involve linear or additive maps that leave invariant
certain relations, or subsets, or functions. Over the past decades much work
has been done on linear preserver problems on matrix or operator spaces. Often,
the characterization of such linear preservers reveal the algebraic structures, in
many cases, they are in fact Jordan homomorphisms; see surveys papers [3] and
the references therein.

Throughout, A and B will denote infinite dimensional unital semisimple
Banach algebras over the field C of complex number, unless specified otherwise.
The unit is denoted by 1. A linear mapping ϕ : A → B is said to be Jordan
homomorphism if ϕ(a2) = ϕ(a)2 for all a ∈ A, or equivalently

ϕ(ab + ba) = ϕ(a)ϕ(b) + ϕ(b)ϕ(a)

for all a, b ∈ A. Clearly, every homomorphism and every anti-homomorphism
is a Jordan homomorphism. For further properties of Jordan homomorphisms,
we refer the reader to [3,9–11]. The map ϕ is said to be essentially spectrally
bounded if there exists a positive constant M such that

re(ϕ(a)) ≤ Mre(a)

for all a ∈ A, where re(.) stands for the essential spectral radius. In [6],
the authors characterized linear maps on the algebra L(H) of all bounded
c© Springer International Publishing AG, part of Springer Nature 2018

M. Ben Ahmed and A. A. Boudhir (Eds.): SCAMS 2017, LNNS 37, pp. 961–965, 2018.
https://doi.org/10.1007/978-3-319-74500-8_85
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linear operators on an infinite dimensional Hilbert space H that are essentially
spectrally bounded, extending some recent results obtained in [5] concerning
linear essential spectral radius (essential spectrum) preservers. They proved
that a linear surjective up to compact operators map from L(H) into itself
is essentially spectrally bounded if and only if it preserves the ideal of compact
operators and the induced linear map on the Calkin algebra is either a continuous
epimorphism or a continuous anti-epimorphism multiplied by a nonzero scalar.
Recently, in [7], as a local version, the authors studied linear maps on the algebra
L(H) of all bounded linear operators on an infinite dimensional Hilbert space
H that compress the local spectrum and the ones that are locally spectrally
bounded.

The object of this note is to study essential spectrum compressors and
essentially spectrally bounded linear maps between Banach algebras.

2 Essentially Spectrally Bounded Linear Maps

First, let us recall the following useful facts about Fredholm theory in semisimple
Banach algebras that will be often used in the sequel.

Let A be a semisimple Banach algebra. The socle of A, Soc (A), is defined
to be the sum of all minimal left (or right) ideals of A. The ideal of inessential
elements of A is given by

I(A) :=
⋂

{P : P ∈ ΠA : Soc (A) ⊆ P},

where ΠA denotes the set of all primitive ideals of A. It is a closed ideal of A.
We call C(A) := A/I(A) the generalized Calkin algebra of A. It should be noted
that a semisimple Banach algebra is finite dimensional if and only if it coincides
with its socle; see for instance [2, Theorem 5.4.2]. Since our algebras are always
supposed to be infinite dimensional, the generalized Calkin algebra introduced
above is not trivial.

An element a ∈ A is called left semi-Fredholm (resp. right semi-Fredholm) if
it is left (resp. right) invertible modulo Soc (A), and is called Fredholm if it is
invertible modulo Soc (A). The element a is said to be Atkinson if it is left or
right semi-Fredholm. It is known that left (resp. right) invertible modulo Soc (A)
is equivalent to left (resp. right) invertible modulo I(A).

For every a ∈ A we set

σe(a) := {λ ∈ C : a − λ isnotFredholm},
σle(a) := {λ ∈ C : a − λ isnotleftsemi − Fredholm},

σre(a) := {λ ∈ C : a − λ isnotrightsemi − Fredholm},

and

σSF (a) := {λ ∈ C : a − λ isnotAtkinson}.

These are called respectively the essential spectrum, the left essential
spectrum, the right essential spectrum, and the semi-Fredholm spectrum of a.



On the Linear Essential Spectrum Operator 963

For an element a ∈ A, the essential spectral radius is defined by

re(a) := max{|λ| : λ ∈ σe(a)}.

It coincides with the limit of the convergent sequence (‖an‖ 1
n
e )n≥1, where

‖a‖e := ‖π(a)‖ is the essential norm of a and π is the canonical projection from
A onto C(A). We refer the reader to [12,13] and the monographs [1,4] for basic
facts concerning Atkinson and Fredholm theory in Banach algebras.

A linear map ϕ : A → B is said to be surjective up to inessential elements
if B = ϕ(A) + I(B). It is called spectrally bounded if there exists a positive
constant M such that r(ϕ(a)) ≤ Mr(a)) for all a ∈ A, where r(.) denotes the
classical spectral radius. The following, quoted in [6], is needed in what follows.

Let A be a unital purely infinite C∗-algebra with real rank zero and let B
be a unital semi-prime Banach algebra. If ϕ : A → B be a surjective spectrally
bounded linear map, then there exist a central invertible element c, viz., ϕ(1),
and a Jordan epimorphism J : A → B such that ϕ(x) = cJ(x) for all x ∈ A.

Proof. See [6, Lemma 1] ��
The problem of characterizing essentially spectrally bounded it seems to be

difficult even when A and B are supposed to be C∗-algebras of real rank zero.
Recall that a C∗-algebra A is of real rank zero if the set of all finite real linear
combinations of orthogonal projections is dense in the set of all self adjoint
elements of A; see [8]. However, We give a positive answer to this problem when
A is a purely infinite C∗-algebra of real rank zero. A C∗-algebras A is purely
infinite if it has no characters and if, for every pair of positive elements a, b in
A with a ∈ AbA, there is a sequence (xn)n∈N in A such that a = limn x∗

nbxn;
see [14].

The main result of this section is the following. It characterizes essentially
spectrally bounded linear maps.

Theorem 2.1. Let ϕ be a linear surjective up to compact operators map from
a purely infinite C∗-algebras with real rank zero A into semisimple a Banach
algebra B. If ϕ is essentially spectrally bounded, then

ϕ(I(A)) ⊆ I(B)

and the induced mapping ϕ̂ : C(A) → C(B) defined by

ϕ̂(π(a)) := π(ϕ(a)), (a ∈ A),

is a continuous Jordan epimorphism multiplied by an invertible central element
of C(B).

Proof. Assume that there is a positive constant M such that re(ϕ(x)) ≤ Mre(x)
for all x ∈ A. We first show that ϕ maps I(A) into I(B). So pick an inessential
element a ∈ I(A), and let us prove that ϕ(a) is inessential as well. Let y be
an arbitrary element in B and note that, since ϕ is surjective up to inessential
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elements, there exist x ∈ A and y0 ∈ I(B) such that y = ϕ(x) + y0. For every
λ ∈ C, we have

r(λπ(ϕ(a)) + π(y)) = r(π(λϕ(a) + y)) = re(λϕ(a) + y)
= re(ϕ(λa + x) + y0)
= re(ϕ(λa + x))
≤ Mre(λa + x) = Mre(x) = Mr(π(x)).

Since λ 	→ r(λπ(ϕ(a)) + π(y)) is a subharmonic function on C, Liouville’s
Theorem implies that

r(π(ϕ(a)) + π(y)) = r(π(y)).

As y is arbitrary in B, it follows from semi-simplicity of C(B) and the Zemánek’s
characterization of the radical [2, Theorem 5.3.1] that π(ϕ(a)) = 0 and
ϕ(a) ∈ I(B).

Therefore ϕ(I(A)) ⊆ I(B), and ϕ induces a linear map ϕ̂ : C(A) → C(B)
defined by ϕ̂(π(x)) := π(ϕ(x)) for all x ∈ A. The map ϕ̂ is obviously surjective
and spectrally bounded. Note that, by [14, Proposition 4.3] the quotient of a C∗-
algebra of real rank zero by a closed ideal is a C∗-algebra of real rank zero and
the quotient of a purely infinite C∗-algebra by a closed ideal is a purely infinite
C∗-algebra. Thus, the desired conclusion follows by applying Lemma 1. ��

For an infinite-dimensional complex Hilbert space H, Soc (L(H)) = F(H) is
the ideal of all finite rank operators on H, I(L(H)) = K(H) is the closed ideal
of all compact operators on H, and the generalized Calkin algebra C(L(H))
coincides with the usual Calkin algebra C(H) = L(H)/K(H), and it is prime.
Thus, a Jordan homomorphism ϕ̂ : C(H) → C(H) is either a homomorphism or
an anti-homomorphism by [9,10].

More generally, if A is a C∗-algebra, then Soc (A) is the set of all finite rank
element in A, and I(A) = Soc (A) = K(A), the set of all compact elements in
A; see [4]. Recall that an element x of A is said to be finite (resp. compact)
in A if the wedge operator x ∧ x : A → A, given by x ∧ x(a) = xax, is a
finite rank (resp. compact) operator on A. Note that even if the C∗-algebra A
is prime, the generalized Calkin algebra C(A) = A/K(A) is not necessary prime.
For example, consider A the C∗-algebra generated by K(H) and two orthogonal
infinite dimensional projections on a Hilbert space H, and note that C(A) ∼= C

2

is not prime. However, when A is factor, the ideal K(A) is the largest ideal of
type I, and C(A) is a prime C∗-algebra.

Let ϕ be a surjective up to inessential elements linear map from a purely
infinite C∗-algebra A with rank real zero into a factor B. Then the following
assertions are equivalent.

(i) ϕ is essentially spectrally bounded.
(ii) ϕ(I(A)) ⊆ I(B) and the induced mapping ϕ̂ : C(A) → C(B) is either

a continuous epimorphism or a continuous anti-epimorphism up to a
nonzero complex scalar.
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Proof. We only need to proof that (i)⇒ (ii) as (ii) ⇒ (i) follows easily. If ϕ is
essentially spectrally bounded then, by Theorem 2.1 and the fact that the center
of C(B) is trivial, we infer that ϕ̂ is a continuous Jordan epimorphism multiplied
by a nonzero complex number c. As the algebra C(B) is prime, then by [11] the
map ϕ̂ is, in fact, either an epimorphism or an anti-epimorphism multiplied by c. ��
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Abstract. This paper presents Radio frequency identification components, func‐
tioning and Middleware’s role. It discusses ESN middleware architecture and
explains its security and privacy issues, including a discussion about resolving
these problems by applying Role based access Control model as an authentication
tool regulating back-end application’s access to data. Moreover, it presents the
proposed architecture of our three layers middleware ‘UIR-’, Explaining how
Complex event processing can handle RIFD and WSN data, shows RBAC rules
application and gives details on the implementation process.
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1 Introduction

The internet of things holds the promise to offer advanced connectivity of devices,
networks, and services that goes beyond machine-to-machine communications and to
cover a wide range of protocols, domains, and applications. The interconnection of these
embedded devices is expected to marshal in automation in nearly all fields, while also
empowering advanced applications and elaborating to areas such as smart cities. In order
to do so, IoT assembles both wireless and wired technologies into the same network,
using Low-power wide-area networking (LPWAN) for long-range wireless connections,
HALOW and LTE-advanced for medium-range, and Radio Frequency identification
between many others (Bluetooth Low Energy, NFC, WIFI …) for short-range commu‐
nication. One of the focuses of scientists nowadays is resolving the issues occurring
during the use of combined technologies resulting in unexpected complex events.

WSN and RFID are both very efficient and reliable technologies but aren’t any excep‐
tion of the rule, their combination means dealing with RFID imperfect privacy and security
and every WSN complex event issue, during this paper we will be trying to resolve some
of the problems, therefore making both RFID and WSN more secure and stable. This paper
presents Radio frequency identification components, functioning and Middleware’s role.
It discusses ESN middleware architecture and explains its security and privacy issues,
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including a discussion about resolving these problems by applying Role based access
Control model as an authentication tool regulating back-end application’s access to data.
Moreover, it presents the proposed architecture of our three layers middleware ‘UIR-’,
Explaining how Complex event processing can handle RIFD and WSN data, shows RBAC
rules application and gives details on the implementation process.

2 RFID Components, Functioning and Middleware

RFID stands for Radio Frequency Identification. Its importance and efficiency are
expressed by the vast amount of medical, military and commercial applications using
this approach Worldwide [1]. Billions of the RFID systems are operated in transportation
(automotive vehicle identification, automatic toll system, electronic license plate, elec‐
tronic manifest, vehicle routing, vehicle performance monitoring), banking (electronic
checkbook, electronic credit card), security (personnel identification, automatic gates,
surveillance) and medical (identification, patient history) [2].

2.1 RFID Components

RFID systems are basically composed of three elements: a tag, a reader and a middleware
deployed at a host computer. The RFID tag is a data carrier part of the RFID system,
which is placed on the objects to be uniquely identified. The RFID reader is a device
that transmits and receives data through radio waves using the connected antennas. Its
functions include powering the tag, and reading/writing data to the tag [1].

Unique identification or electronic data stored in RFID tags can be consisting of
serial numbers, security codes, product codes and other specific data related to the tagged
object. The available RFID tags in today’s market could be classified with respect to
different parameters. For example with respect to powering, tags may be passive, semi-
passive, and active. In terms of access to memory, the tags may be read-only, read-write,
Electrically Erasable Programmable Read-Only Memory, Static Random Access
Memory, and Write-once read-many. Tags have also various sizes, shapes, and may be
classified with respect to these geometrical parameters. The RFID reader is a device that
transmits and receives data through radio waves using the connected antennas.

RFID reader can read multiple tags simultaneously without line-of-sight require‐
ment, even when tagged objects are embedded inside packaging, or even when the tag
is embedded inside an object itself. RFID readers may be either fixed or handheld, and
are now equipped with tag collision, reader collision prevention and tag-reader authen‐
tication techniques [2–4]. Figure 1 illustrates RFID components.

Fig. 1. RFID components
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2.2 RFID Middleware

Radio Frequency Identification (RFID) technology holds the promise to automatically
and inexpensively track items as they move through the supply chain. The proliferation
of RFID tags and readers will require dedicated middleware solutions that manage
readers and process the vast amount of captured data [6]. The efficiency of an RFID
application depends on the precision of its hardware components, and the reliability of
its middleware. Which is the computer software that provides services to software
applications beyond those available from the operating system.

It can be described as “software glue” [7]. Middleware makes it easier for software
developers to perform communication and input/output, so they can focus on the specific
purpose of their application. Middleware includes Web servers, application servers,
content management systems, and similar tools that support application development
and delivery. It is especially integral to information technology based on Extensible
Markup Language (XML), Simple Object Access Protocol (SOAP), Web services, SOA,
Web 2.0 infrastructure, and Lightweight Directory Access Protocol (LDAP) [3, 8].

2.3 Middleware’s Basic Functions

The three primary functions of an RFID middleware can be broadly classified as:

– ‘Device integration’ (that is, connecting to devices, communicating with them in their
prescribed protocols and interpreting the data).

– ‘Filtering’ (the elimination of duplicate or junk data, which can result from a variety
of sources, for example: the same tag being read continuously or spikes or phantom
reads caused by interference).

– ‘Feeding applications’, with relevant information based on the information collected
from devices after properly performing the appropriate conversions and format‐
ting [7].

2.4 Middleware Architecture

The usual architecture of an RFID middleware is presented in Fig. 2.
Data Processor and Storage: The data processor is responsible for the management

and processing of raw data from the readers. This component is also responsible for
storing the raw tag data, so that it can be processed. Part of the important processing
logic performed here is the Filtering and Grouping of RFID Data. This component also
manages the level event data associated with the application. By way of example, when
all applications request data captures in the same time interval, processing of the time
stamp is performed by this component and the data is then transmitted to the applications.

Application Interface: The application interface component manages the interface
of the middleware in dependence on those of the applications. It provides the application
with an API (application programming interface) to communicate and evoke the RFID
middleware. It accepts application requests and translates them down to the underlying
components of the middleware. This component is responsible for integrating enterprise
applications with RFID middleware.
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Middleware Management: The middleware management component helps with the
management of the RFID middleware conspiracy. It provides information about all the
processes running in the middleware. The middleware management provides the admin‐
istrator with the following features:

1. Add, remove, and modify the RFID readers connected to the system.
2. Change various settings by applications.
3. Enable and disable various functions supported by the middleware.

3 Related Works

In the RFID domain, Savant middleware is a successful implementation of the EPC
network. Currently, many of the large IT companies already offer commercial RFID
software, such as SUN EPC Network and IBM WebSphere RFID Premises Server. More
recently, CEP technology is used in several RFID middleware systems. Event processing
language was used to define complex events. In this paper we will be applying complex
event processing to combine unions and intersections of both RFID and WSN simple
events, defined as complex events.

Concerning the WSN part, several collectors of sensor data and sharing architecture
already distinguished [3, 6, 7]. Global Network of sensors (GSN) middleware which is
the database Capture of virtual sensors and powerful query tools makes access to the
heterogeneous wireless sensor knots easier. Hi-fi architecture [8] is a hierarchical archi‐
tecture for processing distributed RFID data and network of sensors. It includes many
components, such as data receiver, data stream processor, data sender, resource manager,
query listener, etc. This article propose a new approach. Instead of building our archi‐
tecture from scratch, UIR middleware design is built according to already developed
RFID standards. it leads to a framework suitable for both RFID and WSN integration
applications.

Fig. 2. Middleware architecture [11]
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4 UIR Middleware

4.1 UIR Architecture

We propose to develop an RFID middleware called UIR- bearing in mind the design
problems discussed in the second chapter. Our system is organized as a three-tiered
architecture, with back-end applications, middleware (UIR-) and both RFID and WSN
hardware.

UIR- middleware offers a design that provides the application with a neutral device
protocol and an independent platform interface. It integrates three hardware abstraction
layer (HAL), event and data management layer (EDML) and Application Abstraction
Layer (AAL).

The next figure (Fig. 3) illustrates UIR-RFID architecture.

Fig. 3. UIR-RFID architecture

4.2 Hardware Abstraction Layer

HAL is the lowest layer of (UIR-) and is responsible for interaction with the hardware.
It allows access to devices and tags in an independent manner of their various charac‐
teristics through layers of tag abstraction and reader.
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The reader abstraction provides a common interface for accessing hardware devices
with different characteristics such as protocols (ISO 14443, EPC Gen2, ISO 15693),
UHF (HF) and host side interface Interface (RS232, USB, Ethernet).

The abstraction of the reader exposes simple functions such as opening, closing,
reading, writing, etc. To accomplish complex operations of the readers.

The abstraction of readers and tags in UIR- make it extensible to support various
tags, readers and sensors.

The device management module in HAL is responsible for the dynamic loading and
unloading of the reader libraries depending on the use of device hardware. This allows
the system to be light because only the required libraries are loaded. This layer contains
the devices for various operations, as specified by the upper layers. It is also responsible
for monitoring and reporting the status of the device. Some of the functions provided
by the HAL to access RFID hardware are as follows:

• The Device-opening: function is responsible for opening a connection with the
device. The connection parameters are provided as an argument to this function.
When a successful connection is made to the reader, a response is returned by this
function. This response is then used as a reference to access the device in subsequent
calls.

• The Device-reading function: reads data from the internal reader. The read parame‐
ters such as the protocol to be read by the reader, the size of the data to be read, are
specified as arguments of this function. The function responds successfully if valid
data is present in the reader if not with an error code.

• The Device-Writing function writes data to the Tag. Arguments Specified with this
function, the unique ID partially or totally, which triggers the data to be written to
the tag. The function responds successfully if the data is written to the Tag or returns
an error code (for example, when the tag is not identified only).

4.3 Event and Data Management Layer (EDML)

EDML handles various reader-level operations, such as reading tags and informing
readers of disconnected notions such as device failure, write failure, and so on. The layer
acts as a conduit between the hardware abstraction layer (HAL) and the application
abstraction layer (AAL). It accepts commands from AAL, processes them and therefore
issues commands to HAL. Similarly, the responses are brought from the HAL, processed
and transmitted to the LAA by this layer.

The EDML is the kernel of this middleware. It filters out uninteresting data, formats
the remaining useful data and builds complex events according to real-time specifica‐
tions. The event specification analyzer interprets and transforms event specifications
into four processes steps: filtering, grouping, aggregating, and complex construction of
events. The volume of event data is very important in the NSE middleware system. The
filter selects only those events in the upper layer, thus reducing the reports data dramat‐
ically. In the ratio to the upper layer, event data are separated in several groups for a
clear demonstration. The aggregation provides statistical information event data. By
aggregating, the volume of the declared data may be reduced again. Later, simple events
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are grouped together to form complex events. Complex events provide more meaningful
reporting and improve automation of the system.

Simple and Complex Events in ESN Middleware
In the ESN middleware, two types of event objects exists, RFID event object and sensor
event object. the RFID event object is defined as a tuple (ID, L, T) where ID represents
the EPC code of the RFID tag, L for Location and T for time. The sensor event object,
which is more complex than RFID, is defined hierarchically. The first layer is still a tuple
(ID, L, T, D), where ID is the identification of a Sensor node, L Location, T Time and
D is the sensor data (Temperature, weight …). The ID includes both the reader ID and
the ID of the sensor node. To achieve unique IDs identification, the reader’s EPC codes,
and the sensor node’s can be used as identifiers. Whereas in the second layer of event
object in D, a sensing type tuple such as (humidity, temperature, pressure) can be
included.

A simple event is the RFID event or sensor with constraint. For example, the RFID
event (S1) in an application level (localization constraint) is a simple RFID event.

S1 = (ID, L {L = “Test Location”}, T) and the sensor event (S2) per example, with
a temperature higher than 20° is also a simple sensor event. S2 = (ID, L, T, D {Value
of D. temperature > 20}). A complex event is a combination of simple events or complex
events with the following set: AND (∧): E1 ∧ E2 represents two events, where E1 and
E2 occur together. OR (∨): E1 ∨ E2 means E1 or E2 occurs. NOT (!): ! E1 means that
E1 does not occur. SEQ (→): E1 → E2 means that E1 is followed by E2. Relative
peripheral (Rp): Rp (E1, E2, E3) means that E2 occurs between E1 and E3, perhaps
several times.

4.4 Application Abstraction Layer (AAL)

The Application Abstraction Layer (AAL) provides various applications with an inde‐
pendent interface to RFID hardware. The interface is designed as an API by which
Applications use UIR-RFID services. All operations at the application level such as
reading, writing, etc. Are interpreted and translated into the lower layers of UIR- by the
AAL. In order to restrain unauthorized back-end application from getting access to Data,
we used Role-Based access control method of regulating access to guarantee data
protection from unauthorized back-end applications.

Role-Based Access Control
To clarify the notions presented in the previous section, we give a simple formal
description, in terms of sets and relations, of role based access control. No particular
implementation mechanism is implied. For each subject, the active role is the one that
the subject is currently using:

• AR(s: subject) = {the active role for subject s}.

Each subject may be authorized to perform one or more roles:

• RA(s: subject) = {authorized roles for subject s}.
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Each role may be authorized to perform one or more transactions:

• TA(r: role) = {transactions authorized for role r}.

Subjects may execute transactions.

– The predicate exec(s, t) is true if subject ‘s’ can execute transaction ‘t’ at the current
time, otherwise it is false:

• Exec(s: subject, t: tran) = true if subject s can execute transaction t.

RBAC Primary Rules

1. Role assignment: A subject can exercise a permission only if the subject has selected
or been assigned a role. ∀s: subject, t: tran (, exec(s, t) ⇒ AR(s) ≠ Ο/).

2. Role authorization: A subject’s active role must be authorized for the subject. With
rule 1 above, this rule ensures that users can take on only roles for which they are
authorized. ∀s: subject (, AR(s) ⊆ RA(s)).

3. Permission authorization: A subject can exercise a permission only if the permission
is authorized for the subject’s active role. With rules 1 and 2, this rule ensures that
users can exercise only permissions for which they are authorized. ∀s: subject, t: tran
(, exec(s, t) ⇒ t ∈ TA(AR(s))).

4.5 UIR-RFID Implementation

For the UIR-RFID implementation, we propose the use of Microsoft Visual Studio .Net
2010 as Framework and development tool. The reasons for this choice are the powerful
utilities for Application Development that this framework provides. The code to use to
develop the Project is C Sharp (C#). We propose the use of graphical user interface
features provided by the .Net Framework and Microsoft Visio 2013 to develop concep‐
tual models and middleware architecture. For the purpose of data management and
storage, we offer Microsoft SQL Server 2008, It is a cohesive set of tools, utilities and
interfaces collaborating to provide excellent data management. The database schema
generated by this DBMS provides a comprehensive view of the data and its relationships.
To view the database, retrieve, modify, delete, and store data, we propose the use of the
SQL language (Structured Query Language).

5 Application Example

A smart medicament transportation application, can illustrate the use of our ESN
middleware. Medicaments put into small boxes are tagged and localized by an Alien
reader installed in the transportation vehicle. Meanwhile, a sensor node equipped with
a microcontroller, a transceiver, a temperature sensor and a humidity sensor senses the
temperature and humidity of the Medicaments environment. Sensor nodes in different
Vehicles compose a WSN and transfer data to reader using. As an example, one of the
complex events in the above application is generated when there is Medicaments on the
truck and temperature is above 13°. For this complex event, the corresponding event
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rules are as follows: S1 = (ID{ID = ‘MedsID}, L{L = “reader A”}, T) S2 = (ID, L{L
= “Track A”}, T, D{D.temperature.value > 13}) C1 = S1 ∧ S2. When this complex
event is generated, EPCIS gets a report, and action would be token.

6 Conclusion

Our proposed middleware (UIR-) architecture offered a solution to many issues
discussed in earlier chapters. Resolving the Multiple Hardware Support issue on The
reader abstraction layer that provides a common interface for accessing RFID hardware
devices with different characteristics, Resolving Synchronization and Scheduling in the
middleware on The EDML that manages data flow between the other layer handling
various reader-level operations, Servicing Multiple Applications and offering a Device
Neutral Interface to the applications on The Application Abstraction Layer (AAL) that
provides various applications with an independent interface to RFID hardware,
Resolving Scalability problems on The Hardware Abstraction Layer that allows access
to devices and tags in an independent manner of their various characteristics through
layers of tag and reader abstraction. Moreover, we explain the use of CEP technology
in the ESN middleware, the integration architecture between RFID and WSN. The events
of RFID, WSN and their interactions were also analyzed. By adopting CEP technology,
we built a middleware system which has the functions of filtering, grouping and aggre‐
gation of real-time event data. And Regulating Access to data by using The RBAC
Mechanism that makes sure only authorized users (applications) access the needed data
depending on the permissions allowed and the role assigned.
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Abstract. All our daily digital actions generate data at an alarming velocity,
volume and variety. To extract meaningful value from big data, we need optimal
processing power, analytics capabilities and skills. Nowadays, big data solutions
are widely applied in different types of organizations. Such solutions bring
multiple benefits in managing supply chains. The aim of this paper is to give an
overview of big data analytic techniques used in supply chain management
based on the latest version of the SCOR model.

Keywords: Big data � Analytic techniques � Supply chain
Supply chain management � SCOR model

1 Introduction

The sustained success of Internet powerhouses such as Amazon, Google, Facebook,
and eBay provides evidence of a fourth production factor in today hyper-connected
world [1]. Besides resources, labor, and capital, there is no doubt that information has
become an essential element of competitive differentiation. Even though companies
have relied on tools and techniques for many years to make decisions based on relevant
information, with the rise of the digital consumer, these tools become obsolete, and
new technologies are needed. Matthias Winkenbach, Director MIT Megacity Logistics
Lab, has reported that more and more companies are sitting on tons of data, but they do
not know what to do with it, or how to understand it. These massive data are called
nowadays «Big Data».

Many think that the appearance of Big Data allowed only to deal with large
volumes of data in near real-time with reliability, but it is in dealing with a multiplicity
of data from various sources that big data gave the way to new methods of analysis and
use of data in various domains. Thus, supply chains are ideally placed to benefit from
the technological and methodological advancements of Big Data. It brings a new
source of competitive advantages for managers to carry out supply chain management
so as to obtain enhanced visibility, the ability to adjust under demand and capacity
fluctuations in a real-time basis [5].

© Springer International Publishing AG, part of Springer Nature 2018
M. Ben Ahmed and A. A. Boudhir (Eds.): SCAMS 2017, LNNS 37, pp. 976–986, 2018.
https://doi.org/10.1007/978-3-319-74500-8_87



The rest of this paper is organized as follow: in the next section, we explain the
relation between Supply Chain Management (SCM) and big data. Then we describe the
Supply Chain Operations Reference (SCOR) model as the standard diagnostic tool for
SCM. The third section assigns, to each SCOR area, the adequate type of analytic
techniques, algorithms and big data technologies. Concluding remarks and some
potential-work suggestions are given in the last section.

2 Supply Chain and Big Data are a Perfect Match

2.1 «Big» Data

While the term “big data” is relatively new, the act of gathering and storing large
amounts of information for eventual analysis is ages old. Organizations collect data
from a variety of sources, including business transactions, social media and information
from sensors or machine-to-machine data [6]. Data streams in at an unprecedented
speed and must be dealt with in a timely manner. Big Data can be described as datasets
which could not be captured, managed, and processed by general computers within an
acceptable scope [7].

The name has come to be the technology improving the storage, management, pro-
cessing, interpretation, analysis and visualization of the huge flood of data [2]. The initial
technical definition of Big Data, which is the 3Vs – Velocity, Variety and Volume, was
provided in a research report of Meta Group (now Gartner) [3]. Later as the experience
with Big Data growth, the definition was extended to 5Vs with Veracity and Visualization
then to 7Vs with Variability and Value. We explicit these characteristics as follow:

Velocity is dealing with streaming data in an unprecedented speed and a timely
manner. RFID tags, sensors and smart metering are driving the need to deal with torrents
of data in near-real time. Variety is examining data coming in all types of formats; from
structured, numeric data in traditional databases to unstructured emails, videos, audios
and financial transactions. Volume is how much data we possess; what used to be
measured in Gigabytes is now measured in Zettabytes or even Yottabytes. Veracity is all
about making sure the data is accurate, which requires processes to keep the bad data
from accumulating in systems. Visualization means that data must be read and under-
stood at first sight by users and decision makers. Variability is different from variety.
A coffee shop may offer 6 different blends of coffee, but if we get the same blend every
day and it tastes different every day, that is variability. The same is true of data, if the
meaning is constantly changing it can have a huge impact on data homogenization. Value
is the end of the game. After addressing all characteristics – which takes a lot of time,
effort and resources – we need to be sure the organization is getting value from the data.

Now credit reference agency Experian – in a recently published white paper [4], are
proposing to add another “V” to the checklist which is Vulnerability and it discusses
the privacy issue with Big Data.

Today, humanity produces each year a volume of digital information in the order of
Zettabyte. That is almost as many bytes as there are stars in the universe [8]. Already in
2010, Eric Schmidt, Google boss, announced that “each two days, we produce as much
information as we have generated since the dawn of civilization until 2003”. These
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astronomical amounts of data that are exchanged constantly have great strategic interest for
any organization that will be able to sort, analyze and extract actionable information [9].

2.2 SCM: Latest Version of the SCOR Model

The supply chain for a product is the network of firms and facilities involved in the
transformation process from raw materials to a product and in the distribution of that
product to customers [10]. The needs and capabilities of material suppliers, service sup-
pliers, and especially customers are incorporated into strategic planning, as firms view
operations in terms of supply chain interactions and strategies [11]. The challenge of
coordinating operations across all facets of a business has become known as Supply Chain
Management (SCM). Copacino highlights the importance of integration in his definition of
SCM: “The new vision of Supply Chain Management links all the players and activities
involved in converting raw materials into products and delivering those products to con-
sumers at the right time and at the right place in the most efficient manner.” [12].

The Supply Chain Operations Reference (SCOR) model has been developed to
describe the business activities associated with all phases of satisfying a customer
demand. The model itself contains several sections and is organized around the five
primary management processes of Plan, Source, Make, Deliver and Return. The Plan
process balances aggregate demand and supply to develop a course of action which best
meets sourcing, production, and delivery requirements. The Source process procures
goods and services to meet planned or actual demands. Whereas the Make process
transforms product to a finished state, to meet planned or actual demand. The Deliver
process provides finished goods and services to customers. Finally, the Return process is
associated with moving material from a customer back through the supply chain to
address defects in product, ordering, or manufacturing, or to perform upkeep activities1.

In the latest version of the SCOR model, another management process was added.
It is the Enable process which is behind all the other processes and it supports the
realization and governance of the planning and execution processes of supply chains.

By describing supply chains using these processes building blocks, the model can
be used to describe supply chains that are very simple or very complex using a
common set of definitions. As a result, disparate industries can be linked to describe the
depth and breadth of virtually any supply chain. Thus, leading logistical practice has
shifted from an exclusively internal focus to collaboration across the full range of
supply chain participants [13].

3 Technologies and Algorithms for SCA

Along the supply chain, many data sources (GPS, QR codes, sensors, social net-
work…) are providing us with huge amounts of data. The majority of raw data does not
offer a lot of value in its unprocessed state. Of course, by applying the right set of tools
and techniques, we can pull powerful insights from this stockpile of bits.

1 From http://docs.huihoo.com/scm/supply-chain-operations-reference-model-r11.0.pdf.
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3.1 Analytic Techniques Types: Where There is Data, There is Analytics

As digitization, has become an integral part of everyday life, data collection has
resulted in the accumulation of huge amounts of data that can be used in various
beneficial application domains [14] mainly supply chain management.

Supply chain analytics focuses on the use of information and analytical techniques
to drive better decisions regarding flows in the supply chain [10]. Put differently,
supply chain analytics focuses on analytical approaches to make decisions that better
match supply and demand. Following our literature review, several advanced analytic
techniques were found that can be categorized into three types: descriptive, prescriptive
and predictive [15].

The descriptive analytics aims to identify problems and opportunities within
existing processes and functions. It derives information from significant amounts of
data and provides information regarding “what has happened?” and “what is happening
at the moment?”. The GPS, RFID technologies and sensors collect data based on a
real-time which will be summarized and converted into information relative to location
and quantity of goods in a supply chain [16, 17]. This information provides managers
with tools to make the necessary adjustments.

The predictive analytics is the use of algorithms and techniques such as machine
learning, social network analysis, data mining (i.e., regression analysis) [15, 19, 20] to
make predictions concerning the future intended from Big Data. Emotions, opinions,
and behaviors are all subjective information that is extracted from vast amounts of data
and is intended to answer the question “What might happen?”.

The prescriptive analytics are often referred to as advanced analytics. It derives
decision recommendations based on descriptive and predictive analytics models,
mathematical optimization models and simulation techniques [16, 17, 21]. It can be
used to drive important, complex and time-sensitive decisions as it addresses the
question “What should we do?”.

3.2 Panorama of Analytic Techniques

In any big data setup, the first step is to capture lots of digital information. With data in
hand, we can begin doing analytics. But where do we begin? What are Big Data
analytics techniques which are used in each supply chain process? And which type of
analytics is most appropriate for our big data environment?

To address these questions, Table 1 summarizes technologies and outlines algo-
rithms and analytic techniques used to process data along the supply chain based on a
literature review. We decided to go through all the supply chain processes as each
process presents constraints and need special analytic techniques to get insights from
the data generated from it.

The purpose of this literature review is to identify SCOR areas which are influenced
by the big data analytics. So, following this study, we noticed that there are some
SCOR areas that researchers focused on more than others which are the Plan, Make and
Deliver & Return processes.

For supply chain planning, companies use mostly predictive approaches to deter-
mine planned capabilities and gaps in demand or resources and identify actions to
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correct these gaps. They begin with data mining techniques such as clustering or
market basket analysis for analyzing purchase models, knowing customer’s perceptions
regarding products and services and finding the factors which determine the demand
[62]. These factors will then be analyzed using time-series approaches to predict
product demand [26, 27]. This demand prediction constitutes the main input of plan-
ning in supply chain. It is used at the strategic, tactical and operational levels to plan
operations (procurement, production and distribution) and sales to synchronize demand
with offer [10, 16].

In Make process, supply chain analytics enable manufacturers to understand the
different production costs involved and how they influence the bottom line. For that,
companies use the prescriptive analytics at the tactical level such as genetic algorithms
[49] to determine the capacity of plants. They use predictive analytics to schedule
workforce and perform preventive maintenance tasks. Finally, they can use descriptive
analytics to get insights regarding the production capacity levels and decide whether
improvements are needed to maximize productivity [63, 64].

In Deliver & Return processes, companies use mostly the prescriptive and pre-
dictive approach to plan distribution and transport [10]. According to the council of
supply chain management professionals [43], global logistics generates massive
amounts of data as – shippers, logistics service providers and carriers – manage
logistics operations. This data is generated from different sources and each portion of it
is intended for making a different decision. For instance, location-based data that is
obtained from RFID tags, GPS chips in mobile devices, EDI transactions [5] and
GPS-enabled big data telematics can be harnessed for logistics planning purposes. This
deals with the distribution of products from supply points (i.e., warehouses) to demand
points (i.e., retailers’ sites). Fuel consumption, usury, and therefore maintenance and
vehicles substitution generate important costs that can be limited by analyzing these
location-based data using data mining techniques and time-series methods. However,
the benefits are not limited only to the economic profitability. They are also environ-
mental and human. Collecting data, analyzing it, making it relevant and workable
enables an intelligent driving. Driving better means reducing greenhouse gas emissions
and consequently carbon footprint. Driving better means also reducing stress at the
wheel, yet increasing safety of drivers.

Finally, there is growing interest in the use of data and advanced analytics for
supply chain management. Well-planned and implemented decisions contribute
directly to the bottom line by lowering sourcing, manufacturing, maintenance, trans-
portation, storage, and disposal costs.

4 Conclusion and Future Research Directions

Driven by the development of new technologies and the pressure of environmental
issues, the way supply chains are managed is about to undergo profound changes. The
challenge will be to adapt as quickly as possible or risk being irremediably outdated.
Adopting new technologies that may improve efficiency and profitability in supply
chains is a way to differentiate from competitors. To achieve this goal, managers need
to have an overview of their customers and their needs. Thus, Big Data is “the
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revolutionary technology” that gathers data from multiple sources and extracts value
from it using tools and methods designed for this purpose.

It is important to remember that the primary value from Big Data comes not from
the data in its raw form, but from the processing and analysis of it and the insights,
products, and services that emerge from analysis [31]. No need to be Amazon to benefit
from the advantages of big data.

In this paper, we highlighted the importance of Big data analytics for supply chains.
We have presented a panorama of algorithms, analytic techniques and technologies of
big data used in supply chain management through a literature review. In our analysis,
we have identified the main processes modeling the global supply chains based on
SCOR model. For each process, we have defined the type of analytic technique to be
performed and the big data technology that goes with it.

We identified three types of analytic techniques: descriptive analytics that answers
the question “what is going on?”, predictive analytics that answers the question “what
is going to happen?” and prescriptive analytics which answers the question “What
should we do?”. The question that still does not have an answer is “why did something
happened at a certain moment in the past?”. This type of analytics is used to validate or
to reject the different business hypotheses. So as future research direction, we propose
to cover inquisitive analytics known as diagnostic analytics which answer this question.

Furthermore, we have particularly noticed that most studies concern only three
supply chain processes out of six. This is probably because big data analytics is still on
its early stages of development in supply chains. We estimate that all processes are
important and must benefit from big data technologies, and it is also an almost virgin
field in which one can work and participate in its development.

We also noticed that the less treated SCOR area was the Enable process. Admit-
tedly it is a new process that was added in the last version of the SCOR model, but it is
the SCOR area that coordinates between supply chain partners and support processes in
executing operations. Indeed, a supply chain consists of many parts or elements of
various types, which are linked to each other directly or indirectly. These various
elements and their interrelationships are significant for complexity occurring in a
system [65]. We can consider as future research focusing the study on this process and
figuring out the theories which can be mobilized for resolving the complexity of the
supply chain using big data analytics.
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Abstract. Pension fund is an issue for social as well as economic, the
political decision is based on a strategic choice to answering the economic,
demographic evolution and social stability. The complexity of the issue
obliges economists and researchers to solve this problematic by a mathe-
matical models. In this paper, we present an optimization model applied
to the pension problem while integrating the behavior of the agent during
the two periods active/retired for optimal consumption and budget con-
straints. We propose in the numerical simulation a comparison between
the pension funds functioned with distribution and capitalization to guide
the agent in terms of its optimal choice of pension fund.

Keywords: Optimization · Equilibrium · Active/retired
Consumption · Budget constraints · Pension · Decision

1 Introduction

Retirement is one of the fundamental pillars of social protection, to provide a
replacement income to the elderly after years of activity. It is one of the ways
to fight against poverty and the preservation of social cohesion. Demographic
trends and labor market situation now constitute a major challenge for the future
of retirement. Indeed, the socioeconomic and demographic factors, including
lower mortality rates, the economic crisis, the aging population and longer life
expectancy, upset the balance of pension systems and weigh heavily on their
functioning [13,15,18]. For these reasons, the debates on the future of pensions
are, increasingly, an important place in the political and union circles, and even
in public opinion in Morocco [1,3]. Uncertainties about the future of pensions
and the fear of non-sustainability of schemes and preservation of their financial
stability constitute therefore a challenge for the coming years. However, although
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the reform of pension systems ensures current and future affiliates a decent
replacement income, the study of this issue is still a difficult problem in future.
In fact, this reform often requires a change in the functioning, these results in
judgments and reforms in that system. Mathematical models are a necessary tool
to present key issues in choosing a mode of operation and financing [5–12,14,17].
The methodology of Dupuis and El Moudden [4] presents an analytical model
that can account realistically the conditions in which is realized the balance of
a plan distribution and the relationships between demographic and economic
variables at issue of retirement. Moroccan pension funds managed by pay-as-
you-go and by capitalization represent our object of modeling. In this work we
also present a mathematical modeling in the form of an optimization model of
the behavior of the agent which represents the consumer choosing the optimal
consumption quantity between the active and retired periods, to maximize the
utility function under constraints the two periods. The application of this model
allows guiding the agent in the optimal choice of his optimal consumption in
both periods with knowledge and clarity.

2 Mathematical Modeling of Pension Problem Based
on the Consumption of an Agent

Each agent can live two periods, he works during his first period of life and he
is retired during the second. The age of retirement is thus fixed by construction.
We introduce a model of pensions and examine how it affects the consumption
and savings choices of agents. This individual behavior will serve as a basis
for studying the macroeconomic reference model of Diamond (1965) [4]. The
behavior of an agent is represented by the following mathematical program (P ):

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

max U(ct, ct+1)
under.Constraints
ct + st ≤ (1 − θt)wt (1)
ct+1 ≤ Rt+1st + λt+1wt+1 (2)
ct ≥ 0, ct+1 ≥ 0, st ≥ 0

Parameter of the model:
wt: Average real wage of the agent in the first period.
θt: Contribution rate in the first period.
Rt+1: Return of the savings of the first period.
λt+1: Replacement rate in the second period.

Variables of the model:
ct: Quantity consumed during the first period of life when the agent is active.
st: Savings made by the asset during the first period.
ct+1: The consumption of the agent during its second period of Life.

Objective function:
Represents the consumption preferences of the agent by a utility function to
maximize for optimal consumption.
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Constraints:
(1) This constraint ensures the consumption of the agent during his first period
of life which must not exceed his real wage reduced by a rate of retirement
contribution in order to save an amount during this period.
(2) Ensures the behavior of consumption during the second period which must
not also exceed the replacement wage including the return on savings of the first
period of life.

We remark from the model that the two consumptions ct and ct+1 are like
opposite alternatives, so when the agent increases its consumption ct this leads
to the decrease of ct+1, thus we can model the utility function U(ct, ct+1) as
a weighted sum where the consumer must choose the optimum quantity level
between ct and ct to maximize U(ct, ct+1) under the budget constraints of the
two periods.

We adopt the constant elasticity of substitution (CES) instantaneous util-
ity function [2], which takes into account the different financial and economic
hazards and is written as follows:

U(ct, ct+1) =
1

1 − σ

[[

(wtc
−ρ
t + (1 − wt)c

−ρ
t+1)

−1
ρ

]1−σ

− 1

]

With
σ: Risk aversion coefficient.
ωt: The consumption parameter (proportion) or the weight of consumption in
relation to the preferences in the utility of the agent.
ρ: Substitution rate.

2.1 Pension Fund by Capitalization

In this case, the pension received is equal to the sum of placement made capi-
talized and the amount reported by the placement of the contribution:

λt+1wt+1 = Rt+1wtθt

In this system, forced savings replaces voluntary savings then the interest rate
will remunerate the investment instead of a pension fund, and the contribution
rate will have a sense of consumer desire, therefore the regime by capitalization
will have no a macroeconomic impact, because the accumulation of capital will
be made by the contribution effort of the employee without the intervention of
a pension fund or the state. The budget constraint discounted of the whole life
gives:

ct +
ct+1

Rt+1
≤ (1 − θt)wt +

λt+1wt+1

Rt+1

Then, in the case of a regime by capitalization, we will have:

ct +
ct+1

Rt+1
≤ wt
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The model (P ) of the agent in the regime by capitalization becomes:
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

max U(ct, ct+1) = 1
1−σ

[[

(wtc
−ρ
t + (1 − wt)c

−ρ
t+1)

−1
ρ

]1−σ

− 1

]

under.Constraints
ct + ct+1

Rt+1
≤ wt

ct ≥ 0
ct+1 ≥ 0

(1)

Then we conclude that the wealth of the agent is reduced to the wage, it is
not affected by the pension fund, the only account for the agent its total saving:
(st + ωtθt). As a result, the pension fund by capitalization does not totally
affected by changes in demographic and economic factors.

2.2 Pension Fund by Pay-As-You-Go (PAYG)

The sums collected on wages or contributions represent immediately and in full
the benefits distributed to retirees. Thus, the equation of equilibrium is:

Ntwtθt = Nt−1λtwt

And we have: Nt = (1 + nt)Nt−1 With:
Nt: The size of the active population.

Nt−1: the size of the population of liabilities.

nt: Growth rate of the labor force.

We thus obtain a simple form of the equation of equilibrium:

θt =
1

1 + nt
λt

Thus, according to (2) we have the following relation:

ct+1 ≤ Rt+1st + (1 + nt+1)θt+1wt+1

Then the budget constraint discounted becomes:

ct +
ct+1

Rt+1
≤ (1 − θt)wt +

(1 + nt+1)θt+1wt+1

Rt+1

Thus, according to this constraint, we see an increase in the size of the population
directly leads to an improvement in the pension.
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We then obtain the model (P ) of the agent in the pension fund by PAYG as
follow:

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

max U(ct, ct+1) = 1
1−σ

[[

(wtc
−ρ
t + (1 − wt)c

−ρ
t+1)

−1
ρ

]1−σ

− 1

]

under.Constraints

ct + ct+1
Rt+1

≤ (1 − θt)wt + (1+nt+1)θt+1wt+1
Rt+1

(1)
ct+1 ≤ Rt+1st + λt+1wt+1 (2)
ct ≥ 0, ct+1 ≥ 0, st ≥ 0

We have found a nonlinear optimization model, we use the internal point
algorithm as a programming tool via the Matlab software, and the solutions are
the optimal consumption of the agent in both periods.

3 Application, Numerical Simulation and Analysis
of Results

3.1 Presentation of Data

We present in this section an application in the analysis of data of Moroccan
pension funds for a practical exploitation of the mathematical model that we
proposed. Throughout this numerical application, we compare the results of the
PAYG pension systems and of those by capitalization. We assume that the return
on savings is fixed at 0.05 i.e. Rt+1 = 0.05 and the wages of active agents ωt

and retirees ωt+1 are assumed bounded such that ωt = [1000DH, 40600] and
ωt+1 = [1000DH, 40600]. After the resolution of this model which will be donne
via MATLAB software using algorithm: ‘interior-point’. Indeed, our objective in
this part is to show the impact on the consumption of the agent throughout his
life according to the evolution of his salary, the return of his savings and the
calculation parameters of the pension funds (Table 1).

Table 1. Data of each Moroccan pension fund (data given [16])

Pension
funds

Contribution rate
θt and θt+1

Replacement
rate λt+1

Dependency ratio
(1 + Nt+1)

CMRa 0.2 0.875 1.03

CNSSb 0.1389 0.7 1.095

RCARc 0.18 0.76 1.03
aMoroccan pension fund.
bNational fund of social security.
cCollective fund of allocation of pension.
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3.2 Result of the Comparison Between the Moroccan Pension
Funds Operating by PAYG and the Pension Funds Operating
by Capitalization Where the Agent is in Asset Period

Fig. 1. Comparison between CMR and pension fund by capitalization in asset period.

Fig. 2. Comparison between CNSS and pension fund by capitalization in asset period.
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Fig. 3. Comparison between RCAR and pension fund by capitalization in asset period.

3.3 The Result of the Comparison Between the Moroccan Pension
Funds Operating by Pay-As-You-Go and the Pension Fund by
Capitalization Where the Agent is in Liability Period

Fig. 4. Comparison between CMR and pension fund by capitalization in liability period

3.4 Interpretation and Discussion of Result

In Figs. 1, 2 and 3, it can be seen that the consumption of the active agent accord-
ing to the evolution of his salary in the pension fund operate with capitalization
is more preferable than all the Moroccan pension funds operating on a PAYG,
in addition, it can be seen in Fig. 2 that there is no major difference between
the CNSS pension fund and pension fund by capitalization thanks to the high
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Fig. 5. Comparison between CNSS and pension fund by capitalization in liability
period.

Fig. 6. Comparison between RCAR and pension fund by capitalization in liability
period.

independence ratio and the reduced contribution rate compared to other PAYG
pension funds. So the agent is advised to join the pension fund by capitalization
instead of a pay PAYG pension funds because the consumption of the pension
fund by capitalization has always been superior in all the salaries considered
in our study. This shows the inability of these PAYG pension funds to meet
future commitments to its affiliates. This situation is imputed to many criteria
due to demographic, economic, financial and social factors that the parametric
construction of these pension funds is not able to take care of.

In Figs. 4, 5 and 6, it can be seen that the consumption of the retired agent
according to the evolution of his salary in the pension fund by capitalization is
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always more preferable than PAYG pension funds. We also observe that there
is not a large gap between the CNSS pension fund and pension fund by capi-
talization thanks to the high independence ratio and the reduced contribution
rate compared to the other PAYG pension funds, so we go out with the same
conclusion in both figures that recommends the active or retired agent to adhere
to a pension fund by capitalization that always marks superiority in our study.

4 Conclusion

In the present work, we proposed a general approach allowing the implementa-
tion of a mathematical model based on the determination of optimal consump-
tion of the agent in the two active/retired periods. This model allows guiding the
consumer under his budgetary constraints including the return on savings in the
first period. Our model will be solved via the MATLAB software using the inte-
rior point algorithm. The results obtained after the numerical simulation show
the superiority of the pension fund by capitalization, and these results will have
a great impact on the agent’s consumption throughout his life according to the
evolution of his salary, the return of his savings and the calculation parameters
of pension funds.
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Abstract. The aim of this paper is to highlight the theoretical founda-
tions of caps and floors that are distinguished among derivatives meeting
the requirements of most investors in the financial sphere. Then, the key
elements of the calculation were defined: the LIBOR rate and the for-
ward rate. This paper focuses on the construction of the yield curve, a
fundamental approach in the analysis of derivatives. After a description
of the characteristics of these products, a keen interest was devoted to
their valorisation by referring to the model of Black (1976).

Keywords: LIBOR rate · Forward rate · Black · Cap · Floor
Caplet · Floorlet · Yield curve

1 Introduction

Derivatives have been traded since the 1980s. They are therefore important
instruments of investment for the various financial market participants, reflecting
their daily transactions, which quickly evolved into trillions of US dollars and
particularly swaptions and caps/floors, which are supposed to be traded on the
OTC market. Indeed, caps and floors emanating from the family of interest rate
derivatives have emerged remarkably in the high-frequency trading platforms
and will thus represent the framework of this work. All the techniques given
through the financial market to price interest rate derivatives in 1980s and 1973s
based respectively on the original work of Heath, Jarrow and Morton (HJM) and
the Black and Scholes paper show that the major aim of investors was to look
for an optimal opportunities to hedge and manage their portfolios against a
rise or fall in interest rate levels. The modeling of the yield curve still at this
last ten years used by the academics and traders (Vasicek model in 1977s and
Cox, Ingersoll and Ross (CIR) in the 1985s). Faced with the multiplicity of the
market’s instruments (caplets, floorlets, swaptions.....), Vasicek and Cox et al.
made a specific formulas depending on the assumption of the dynamic of the
instantaneous of short rate. However, the evolution of interest rates is expressed
as a stochastic process resulting from a partial differential equation.
c© Springer International Publishing AG, part of Springer Nature 2018
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2 Principles of Operation

The interest rate caps are called on the financial market to hedge against a rise
in rates above a cap rate. Assume that the ceiling interest rate will be 3% and
the notional amount associated with this transaction will be 1 million of dollars
with a 3-month tenor and a 5-year term. If the LIBOR rate reaches 4%, the
bound must pay the following interest at the end of the quarter: 0.25 * 0.04
* 1 000 000 = 10 000$. In this case, the heading that we are considering will
generate a payoff of 10 000-0.25 * 0.03 * 1 000 000$ = 10 000-7 500 = 2 500$.
In practice, the tenor is often expressed in exact number of days. In addition,
the LIBOR rate [8,11] value is consulted on each adjustment date. If this rate
is lower than that of the ceiling, the heading will not generate any flow in this
case. The functioning of the floors is not as different as the caps. Just this time,
the derivative generates a non-zero flow if the LIBOR rate on each readjustment
date falls below an already set threshold called the floor rate.

– N: The notional
– flti

: The LIBOR rate observed at each moment ti
– Rk1 and Rk2 respectively represent the ceiling and the floor rates

Fig. 1. The operation of caps and floors

if flti
> Rk1 : the cap generates a non-zero flow at time i equal to Nδi(fti

−Rk1).
if flti

< Rk2 : the floor generates anon-zeroflowat time i equal toNδi(Rk2−fti
).

Where δi = [ti, ti+1] for ∀i.

By the union of two floorlets, we can obtain a floor composed by two periods
of readjustment of the rate, a floor that starts in ti and which ends in ti+2:

floor = {flti , f lti+1} [5] (1)

By analogy, two caplets grouped simultaneously give a heading on two periods
of readjustment:

cap = {clti , clti+1} [5] (2)

There is theoretically a relation between the cap and the floor similar to that
of the put-call parity:

Cap Price = Floor Price + Swap V alue (3)
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3 LIBOR Rates and Forward Rates

3.1 LIBOR Rates

Internationally, banks negotiate loans and borrowings for all currencies and
maturities generally less than one year, ranging from overnight to 12 months.
The rate at which highly rated institutions lend is called the London Interbank
Offer Rate (LIBOR) [11], which is a benchmark for the world’s major banks
that deal with short-term loans. The LIBOR rate is always identified by a matu-
rity called tenor and a currency such as the dollar (USD), euro (EUR), pound
sterling (GBP), etc (Table 1).

Table 1. The values of the LIBOR rate, source: global-rates.com [7]

Maturity LIBOR$ 14/09/2017 LIBOR$ 13/09/2017 LIBOR$ 12/09/2017

Overnight 1,17889% 1,17722% 1,17778%

1 Week 1,19667% 1,19556% 1,19667%

1 Month 1,23444% 1,23444% 1,23667%

2 Months 1,27167% 1,27167% 1,27222%

3 Months 1,32111% 1,32000% 1,31917%

6 Months 1,45861% 1,45830% 1,45444%

12 Months 1,71956% 1,71233% 1,70956%

Fig. 2. The graphical representation of LIBOR rates

3.2 Forward Rates

A Forward Rate Agreement (FRA) [11] is a contract in which two parties today
agree (t = 0) on an interest rate F (t1, t2) for a period t1 to t2. More generally,
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if two zero-coupon rates, denoted R1 and R2, correspond to maturities t1 and
t2 The forward rate for the period between t1 and t2 is defined by:

F (t1, t2) =
(R2t2 − R1t1)

(t2 − t1)
[4] (4)

4 The Construction of the Yield Curve

Often there is a lack of the continuing curve of imported rates, often for precise
maturities, by software applied in the field of market finance: Bloomberg..., etc.
In order to value the different structured products. As a result, several methods
have been put in place to guarantee its construction.

4.1 The Bootstrapping Method

This approach is based on the calculation of the zero-coupon yield curve from
market data.

For maturities of less than one year:
The zero-coupon rate is calculated from bond prices. Subsequently, we can pro-
ceed by linear interpolation or cubic interpolation to extract the value of the
rate for each instant less than one year.

N = P (0, t)(1 + R(0, t))
1
t [10] (5)

Where:
N: notional of the zero-coupon bound.
P (0, t) : Price of zero-coupon in date 0 and the maturity t is in 0 < t ≤ 1

year.
R(0, t): Interest rate covered period [0, t].

For maturities between ni years and n(i+1) years for i from 1 to N :

P (0, ti) = C × PZC(0, ti) + (N + C) × PZC(0, ti+1) [10] (6)

– C: coupon of the bound which price is P (0, ti).
– PZC(0, ti): price of zero-coupon bound with the maturity ni.
– PZC(0, ti+1): price of zero-coupon bound with the maturity ni+1.

Where ti ≤ ni and ni < ti ≤ ni+1.

Linear and Cubic Interpolation. Linear interpolation is the easiest way to
calculate a value of a continuous function (the curve of the rates, noted R(0, t)
between two moments t1 and t2 different:

R(0, t) = R(0, t1) + (t − t1)
R(0, t2) − R(0, t1)

t2 − t1
(7)
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As for the cubic interpolation, we connect between two moments t1 and t2

by a polynomial of order 3. In other expression we have:
⎧
⎨

⎩

R1(0, t) = a1t
3 + b1t

2 + c1t + d1

R2(0, t) = a2t
3 + b2t

2 + c2t + d2

R3(0, t) = a3t
3 + b3t

2 + c3t + d3

(8)

Fig. 3. Illustration of linear interpolation

Fig. 4. Illustration of cubic interpolation: n polynomials of degree 3
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4.2 Nelson-Siegel Method

This method obviously allows describing the dynamics of the instantaneous rates.
Such an approach calculates zero-coupon rates R(0, T ) through the following
formula:

R(0, T ) = β0 + β1

(1 − exp(−T
α ))

T
α

+β2

(
(1 − exp(−T

α ))
T
α

− exp(−T

α
)
)

[2, 10] (9)

Where:

– β0: is interpreted as the long run levels of interest rates.
– β1: is the short-term component.
– β2: is the medium-term component.
– α: is the decay factor.

4.3 Stochastic Method

The Vasicek Model and the CIR Model. In practice, the term struc-
ture of interest rates measures the relationship among the yields on default-free
securities that differ only in their term to maturity. To estimate it, we use the
stochastic models like Vasicek model as a one-factor model which considered
the short interest rate as a risk. All models of one-factor start by specifying the
stochastic differential equation. This equation can be written:

dr = f(t, r)dt + ρ(t, r)dw(t) [9] (10)

Where w(t) is a Wiener process, and f(t,r) represents the drift coefficient,
while ρ(t, r) is the diffusion term. By specifying those functions, many researchers
have proposed their own term structure interest rates. Vasicek gives an explicit
characterization of the term structure of interest rates in an efficient market. The
model is widely used for pricing the bonds. Additionally, it uses the Ornstein
Uhlenbeck process to compute the spot interest rate. This model is a one-factor
model which means that rates depend on the spot interest rate. Thus, the spot
rate defines the whole term structure. Vasicek illustrates the general model by
assuming that: the spot rate r(t) follows the Ornstein-Uhlenbeck process:

dr = α(γ − r(t))dt + σdz [3, 9] (11)

Where:

– α: Speed of reversion.
– γ: Long term mean level.
– σ: Instantaneous volatility.

The solution of the differential equation depending on Vasicek model is given by:

r(t) = r0e
−αt + γ(1 − e−αt) + σe−αt

∫ t

0

eαsdw(s) (12)
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The Ornstein-Uhlenbeck process with α > 0 is sometimes called the elastic
random walk. It is a Markov process with normally distributed increments. The
instantaneous drift (γ − r(t)) presents a force that keep pulling the process
towards it’s long term mean γ with magnitude proportional to the deviation
of the process from the mean. The stochastic element, which has a constant
instantaneous variance σ2, causes the process to fluctuate around the level γ in
an erratic, but continuous. Based on the model of one-factor, the CIR model is
defined as follows:

f(t, r) = a(b − r)

and

ρ(t, r) = σ
√

r [6]

Where a, b and σ are positive constants.

5 The Pricing of Caps/Floors

Let a cap of maturity T subdivided into regular readjustment sub-intervals δi =
[ti, ti+1] a notional L and a cap rate RK . The payoff of a caplet is given by:

Nδimax(fti
− RK , 0) [4, 5] (13)

The two rates used in the predefined formula follow the same space δi. The
payoff of a floorlet is nothing else than:

Nδimax(RK − fti
, 0) [4, 5] (14)

This brings us to note that the floor concept is purely considered as a portfolio
of European puts. Unlike the cap that can be seen as call payments on the
underlying rates. The current financial market assumes that the underlying rates
admit a representation of their partial differential equation in the form of the
Black model founded in 1976 by Fischer Black:

dft = σftdwt [4, 5] (15)

Where σ and wt respectively express the market volatility assumed to be
constant and the Brownian motion associated with the process ft. The solution
of the model, which can be obtained by using the Ito formula, expresses the
relation between the rate underlying the instant 0 and that observed in ti:

fti
= f0exp(−σ2

2
+ σwti

) (16)

Where ft0 = f0.
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Lemma 1. Itô’s lemma If we consider that (Xt)tε[0,T ] is the Itô’s process defined
by: Xt = X0+

∫ t

0
Gmdm+

∫ t

0
HmdBmand F is is a twice-differentiable continuous

function. So, we have the following expression:

F (Xt) = F (X0) +
∫ t

0

F ′(Xm)dm +
1
2

∫ t

0

F ′′(Xm)d〈X,X〉m (17)

where

〈X,X〉t =
∫ t

0

|Hm|2dm (18)

Under the risk-neutral probability Q and under the assumption of the log-
normality of the underlying rates, the caplet pays a flow at time 0 equal to:

EQ

(

P (0, tti+1)Nδimax(fti
− RK , 0)

)

(19)

This can be calculated otherwise:

NδiP (0, tti+1)[Fti
N(d1) − RKN(d2)] [4, 5] (20)

Where:

– N(d): represents the density function of the Gaussian law given by:

N(d) =
∫ d

−∞

1√
2Πσ

exp(− x2

2σ2
)dx [5]

– d1 =
ln(

Fti
RK

)+σ2 ti
2

σ
√

ti
[4,5] and d2 = d1 − σ

√
ti [4,5]

– P (0, ti+1) is the zero-coupon price that covers the period [0, ti+1].
– Fti

the forward rate observed between ti and ti+1.

By instruction, the price of a floorlet is given by:

NδiP (0, tti+1)[RKN(−d2) − Fti
N(−d1)] [4] (21)

6 Implied Volatility

In the most frequent cases, all the elements necessary to calculate the price of
a cap or a floor are available. In the contrary case, it is desired to calculate the
value of one of these inputs knowing the price given by the market. The Newton-
Raphson algorithm allows calculating the volatility of a derivative knowing well
its market price by using the recurring formula:

σn+1 = σn +
Pmarket − PBlack

dP Black

dσ

[1] (22)

The algorithm stops at iteration i once |σi+1 − σi| is less than a certain
precision that it is already fixed and finally retains the value σi+1.
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7 Calculating the Greeks

the Greek parameters are obviously used to quantify the price derivative (P), in
this case for caps and floors, with respect to the market parameters (volatility
σ, maturity T, underlying asset S ......). this quantity is effectively linked to the
optimal hedging strategy. For example, the parameter Delta: Δ = dP

dS : [4], is
used to estimate the sensitivity of the price following a fluctuation of the price
of the underlying, The delta of a call is positive whereas the delta of a put is
negative since the price of a call (put) is an increasing (decreasing) function of
the price of the underlying stock. Therefore, the variation of this strategy with
respect to the price of its underlying is called Gamma: Γ = dΔ

dS = d2P
dS2 : [4]. The

dependence of the price on the maturity and its sigma risk parameter leads us
to define two other Greek parameters: the parameter Vega and the parameter
rho. the first is defined by the rate of variation in the value of a portfolio of
derivatives with the respect to the volatility of the underlying asset, denoted by
Vega: ν = dP

dσ : [4], the said parameter is already used in the initiated section
“implied volatility”, whereas the Theta: Θ = dP

dT : [4] parameter measures the
variation of the portfolio’s value with the respect to the lifetime of the option.
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Pearson, 6 ème édition (2007). ISBN 978-2-7 440-7179-9

5. Kosowski, R.L., Neftci, S.N.: Principles of Financial Engineering, 3rd edn. Aca-
demic Press, Elsevier, San Diego (2015). ISBN 978-0-12-386968-5

6. Poulsen, R.: Working with the Cox-Ingersoll-Ross Model. AMS, IMF, UK (2003)
7. LIBOR rates (USD) (2017). http://fr.global-rates.com
8. Ribonato, R., McKay, K., White, R.: The SABR/LIBOR Market Model: Pricing,

Calibration and Hedging for Complex Interest-rate Derivatives. Wiley, Chichester
(2006). ISBN 978-0-470-74005-7

9. Saikak, M., Raouf, M.: Estimation of the term structure of interest rates for Moroc-
can financial market using vasicek model. Monetary Research Center, Bulgaria, pp.
3–6 (2016). ISSN 2534–9600
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Abstract. In our paper, we present in the first place a stochastic model
of optimal growth with heterogeneous technology with job qualifications.
We are based on the models of Pesaran, Binder and Romer with tech-
nological transfer, we find the optimal fraction for the qualification of
the employment in order to obtain a more favorable income. Second, we
establish the conditions on the coefficient of technological diffusion, for
which the country partially upgrading with their technological level.

Keywords: Economic growth · Heterogeneous technology
Stochastic model · Technological upgrading

1 Introduction

Economic growth is a pillar of macroeconomics, for this reason it is essential to
understand the main mechanisms responsible for this growth, since even small
deviations in growth rates can influence the quality of life of several generations.
For this reason several researchers have proposed mathematical models of eco-
nomic growth to analyze on the one hand and to explain on the other hand the
impact of several factors on the economies of the countries. Thus to forecast and
estimate this responsible growth of the riches between the countries.

Among the researchers we quote for example the models of: Samuelson [1],
Ramsey [2], Solow [3], Domar [4], Cass and Koopmans [5], Romer (Mankin,
Romer, Weil) [6], Aghion and Howitt [7], Harrod [8], Acemoglu [9], Novales,
Alfonso [10], Novales, Ruiz [11], Asfiji et al. [12], Saby and Dominique [13] etc.

On the other hand among the development indicators is the growth rates
of technical progress in the countries. The hypothesis of a homogeneous growth
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rate of technology for all countries is largely rejected by empirical studies (see,
for example, Lee et al. [14] or Liberto et al. [15]). Since the theoretical work
of Nelson and Phelps [16] and the empirical work of Coe and Helpman [17],
the concept of imperfect diffusion of technical progress at the international level
has become crucial for understanding technological disparities in performance
between countries.

Our paper is organized as follows, in the second paragraph we discuss a
heterogeneous growth model. We establish the optimum quantity of physical and
human capital, and thus the fraction of the appropriate time for the qualification
of employment, in order to attain a more favorable income, and consequently a
sustained growth. in the third paragraph we draw on the work of Benhabib and
Spiegel, we show the conditions on which a country will partially catch up to
their level of technological growth.

2 Optimal Stochastic Growth Model with Heterogeneous
Technology

The major assumptions of the convergence result in the Solow model, are the fac-
torial decline in capital returns and a homogeneity of technological diffusion at
the international level. This second hypothesis implies an equality of growth rates
of technical progress at the international level (Phillips and Sul [18]). Accord-
ing to the empirical work of El Ghak [19] and Liberto et al., the hypothesis of
homogeneity is largely rejected and there is a strong heterogeneity of technolog-
ical levels between countries. According to Faberger, the disparities in growth
rates between countries are mainly due to differences in their levels of technol-
ogy.1 According to the work of Seyma and Alev [20], Ethier [21], McDonald [22],
Benhabib [23], these disparities in growth rates come from human capital and
invasion in the research and development.

In this section, we propose an optimal growth model to determine the optimal
amount of effective human capital per employment that gives us a maximum
effective GNI per employment, and consequently an improvement in per capita
income of the country to consider.

2.1 Notations and Model Macroeconomic Assumptions

Notations
In the remainder of this article, and for a country i, we denote by:

t is The time.
Ai Is the level of technology of the country i.
Al Represents the global technological frontier, it corresponds to the index of
the most advanced capital goods.

1 The test of the homogeneity hypothesis on a sample of 102 non-oil countries over
the period 1960–1989 gives a rate of growth of technical progress between −3.1 and
7.4 between countries.
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τi Is the fraction of time spent by the economy on the accumulation of know-
how.
Ki Is physical capital, Hi is human capital.
Li Is the work, which represents the quantity of manpower involved in the pro-
ductions.
Yi Gross national income (GNI).
ãi = Hi

Ai
Is the proportion of learning in relation to the global technological

frontier.
Ni,t; Is the total number of inhabitants of the country i, at time t.
ki = Ki

Li
, hi = Hi

Li
et yi = Yi

Li
Are, respectively, capital per manpower, human

capital per manpower and GNI per manpower.
For any aggregate Fi, we note and define by:
For any vector of real inputs variables(x1, x2, . . . , xj), Fi,x1,x2,...,xj

=
Fi(x1, x2, ..., xj).

γFi
=

∂Fi
∂t

Fi
Is the growth rate of the aggregate Fi.

fi = Fi

Li
Is the aggregate per manpower.

f̂i = Fi

AiLi
Is the effective aggregate per manpower.

We pose Ω = [0, 1] × [0,+∞[. For reasons of regularity, it is assumed that the
functions Ki et Hi are in C2(Ω)

⋂ L∞(Ω).
We denote respectively by si, sKi

, sHi
and sRi

: The total investment rate,
the investment rate in production, the investment rates in the accumulation of
know-how and the investment rates for research and development sector.

Macroeconomic assumptions of the model

1. The income Yi is divided into three; the consumption Ci, the expenses Gi

and investment Ii.
Yi = Si + Ci + Gi

2. The investment Ii is also split into three: investment for production, it’s noted
IKi

, the second denoted IHi
, is the one for the accumulation of know-how and

the third denoted IRi
, is the one for research and development sector. So we

have:
Ii = siYi

IKi
= sKi

Yi

IHi
= sHi

Yi

and

si = sKi
+ sHi

+ sRi

3. The employment and technology of the country, which are random variables.
4. Technology of the country grows logistically, and the global technological

frontier grows Malthusian.
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5. Human capital is dependent on; the level of education of manpower, the
fraction of time devoted to the accumulation of know-how and the global
technological frontier.

6. The income Yi is assumed to be a Cobb Douglas function.
7. Physical and human capital, are believed respectively by rates sKi

, sHi
and

decrease by constant depreciation rates δi and ηi. Where δi and ηi, are respec-
tively the depreciations of physical capital and human capital.

2.2 The Model

In our modeling, we assume that human capital is dependent on the level of
schooling and the qualification of manpower.

We base ourselves on the empirical work of Samuelson, Nelson, Phelps and
Romer with technological transfer, we propose a new dynamic equation of accu-
mulation of know-how:

∂Hi,τ,t

∂t
= χi,te

τiθH1−λi
i,τi,t

Aλi
t (1)

Where:
χi,t Is the level of schooling of labor.
λi Is the coefficient of technological diffusion.
θ Is a strictly positive constant.

According to the second hypothesis, the employment and technology of the
country, which are random variables, we put:

Ai,t = Ai,t0e
∫ t

t0
γAi,t

dt+εi,t (2)

and
Li,t = Li,t0e

∫ t
t0

γLi,t
dt+νi,t (3)

Where
εi,t and νi,t are respectively stochastic variables of technology and employment,
which satisfy:

dεi,t

dt
= −(1 − μia)εi,t + ρia,t (4)

And
dνi,t

dt
= −(1 − μil)νi,t + ρil,t (5)

Such us:
(μia, μil) are constants.
ρia,t ∼ iid(0, σ2

ia) and ρil,t ∼ iid(0, σ2
il).

σia and σil are the standard deviations of technology and employment.
The income Yi is assumed to be a Cobb Douglas function, it’s defined by:

Yi,τi,t = Kαi
i,τi,t

Hβi

i,τi,t
(Ai,tLi,t)1−αi−βi (6)
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Where:
(α, β) ∈ [0, 1]2 are respectively. The elasticity’s of physical and human capital.
In terms of effective aggregate per manpower, we have:

ŷi,τi,t =
Yi,τi,t

Ai,tLi,t
= k̂αi

i,τi,t
ĥβi

i,τi,t
(7)

We consider that the dynamic equations of physical capital and human capital
are respectively given by:

∂Ki,τi,t

∂t
= sKi

Yi,τi,t − δiKi,τi,t (8)

∂Hi,τi,t

∂t
= sHi

Yi,τi,t − ηiHi,τi,t (9)

We note by Γt0 , the information set at time t0.
In terms of effective aggregate per manpower, and by using the Eqs. (3) to

(9), our growth model (denoted (P )) is the following:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

maxk̂i,ĥi
E

[ ∫ T

t0
�t

iŷi,τ,tdt|Γt0

]

S.C
∂k̂i,τi,t

∂t = sKi
ŷi,τi,t − (γAi,t

+ γLi,t
+ d

dt

(
εi,t + νi,t

)
+ δi)k̂i,τi,t

∂ĥi,τ,t

∂t = sHi
ŷi,τi,t − (γAi,t

+ γLi,t
+ d

dt

(
εi,t + νi,t

)
+ ηi)ĥi,τi,t

ŷi,τi,t0 = ŷi0

ŷi,τi,T = qŷi0

q > 1

(10)

�t
i Is discount factor.

3 Model Resolution for Developing Economies

The world technological level grows with the rate:

γAl,t
=

dAl,t

dt

Al,t
(11)

in developing economies, this rate is constant:

γAl,t
= g = constante

Using Eq. (1), for all t0 ∈ [0,+∞[ and ∀(τ, t) ∈ Ω we have:

∫ t

t0

∂Hi,τ,s

∂s

H1−λi
i,τ,s

ds = eτiθ

∫ t

t0

χi,sA
λi

l,sds

The resolution of Eq. (1) gives:

Hi,τ,t =
[
λiA

λi

l,t0
eτiθ

∫ t

t0

χi,se
gλi(s−t0)ds − Hλi

i,τi,t0

] 1
λi (12)
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in case where (δi = ηi), by using the Eqs. (8) and (9) we have:

sHi

∂Ki,τi,t

∂t
− sKi

∂Hi,τi,t

∂t
= −δi(sHi

Ki,τi,t − sKi
Hi,τi,t) (13)

We put:

Xi,τi,t = sHi
Ki,τi,t − sKi

Hi,τi,t (14)

Then we get:

∂Xi,τi,t

∂t
= −δiXi,τi,t (15)

The solution of the last equation is as follows:

Xi,τi,t = Xi,τi,t0e
−δi(t−t0) (16)

So, the physical capital is given by:

Ki,τi,t =
1

sHi

[sKi
Hi,τi,t + (sHi

Ki,τi,t0 − sKi
Hi,τi,t0)e

−δi(t−t0)] (17)

Ki,τi,t0 and Hi,τi,t0 , are respectively the initial physical capital and human cap-
ital, at the moment t0.

Return to our model, under the optimality condition, and in case where
δi = ηi, we have:

k̂i,τi,t =
α

β
ĥi,τi,t (18)

We put:
ρi,t = ρia,t + ρil,t (19)

and
ϕi,t = −(1 − μia)εi,t − (1 − μil)νi,t + ρi,t (20)

We have: ρi,t ∼ iid(0, σ2
i ),

where:

σ2
i = σ2

ia + σ2
il + cov(ρia,t, ρil,t)

Then we have the following theorem.

Theorem 1. We assume that δi = ηi and

q > max
(

1, (α + β)
( ∫ T

t0

γLi,t
+ γAi,t

dt + νi,T + εi,T

))

Then the solution of the problem (P ) is as follows:

(
ĥi,τi,t

k̂i,τi,t

)

=
(α

β

) α
1−α−β

(
sHi

γAi,t
+ γLi,t

+ ϕi,t + δi

) 1
1−α−β ( α

β

1

)

(21)



1012 A. Jamali Alaoui et al.

We put:

Q(T ) = ln

[
q

α+β − ( ∫ T

t0
γLi,t

+ γAi,t
dt + νi,T + εi,T

)

∫ T

t0
χi,tdt

]

(22)

And we assume that and the proportion of learning in relation to the global
technological frontier of country i is constant, i.e.:

âi,τi,t = âi = constant

Then, we have the below corollary:
Corollary 1. The optimal fraction of the qualification of the employment to
attain an income level ŷi,τi,T = qŷi0, where q verifies condition to mention in
theorem, is as follows:

τi,max = Q(T ) + λi ln(âi) (23)

4 Technological Upgrading Conditions

By retaining a simplified version of the Benhabib and Spiegel model [23], the
function of disseminating technical progress would be expressed the following
form:

γAi,t
= siR + λi

(
1 +

Ai,t

Al,t

)
(24)

Where Al measures the technological level of the leading country, and siR the
country-specific innovation rate i.

We base on the work of Benhabib and Spiegel, we show that the convergence
of technological levels will depend on value of the speed of diffusion of technical
progress. Then we have the following theorem.
Theorem 2. Under the hypotheses of Theorem1 and the Corollary 1 above, we
have the following convergence result:

lim
x�→+∞ =

{
siR+λi−γAl

λi
, ifλi > γAl

− siR

0, ifλi < γAl
− siR

(25)

Corollary 2. The country i to a partial catch up of its technological level, if the
technological diffusion coefficient λi is sufficiently high and verified the following
relation:

λi > γAl
− siR (26)

5 Conclusion and Perspectives

In this paper we discussed a heterogeneous growth model in which technology
and employment are stochastic variables. Afterwards, we have established that
sustained growth depends on the qualification of manpower, in other words the
apprenticeship of new technology and the rate of technological diffusion of the
country.

For the perspective, we will work on some empirical test of the model, so we
will test the result of convergence. We will apply this model for countries in the
MENA region (Middle East and North Africa).
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Abstract. Wind energy is becoming an attractive source of clean
energy. However, this type of power source is subject to power reduc-
tions due to losses in wind energy conversion system and to frequent
changes in wind velocity. For that reason, the important phase of a wind
farm design is solving the Wind Farm Layout Optimization Problem
(WFLOP), which consists in optimally positioning the turbines within
the wind farm so that the wake effects are minimized and therefore the
expected power production is maximized. This problem has been receiv-
ing increasing attention from the scientific community. In this paper, a
mathematical optimization scheme is employed to optimize the locations
of wind turbines with respect to maximizing the wind farm power pro-
duction. To formulate the mathematical optimization problem, we used
Jensen’s wake model. We calculate the wake loss and we express the
expected wind farm power as a differentiable function in terms of the
locations of the wind turbines. In this paper Furthermore, we develop a
New Constructive Approach (NCA) to find the best solution to the wind
turbines placement problem. Lastly, our results are compared with those
in some other ealier studies.

Keywords: Wind power · Wind farm layout optimization problem
Wake effect · New Constructive Approach

1 Introduction

The wind energy has gained great attention because it represents an impor-
tant option for reducing the reliance on hydrocarbons for energy production,
especially for electricity. But like all current technologies, wind energy poses
challenges such as the reduction of the wind speed due to the wake (turbu-
lence) effect of other turbines. Normally, if a turbine is within the area of the
wake caused by another turbine, or just in the close area behind it, the wind
speed suffers a reduction, and therefore there is a decrease in the production of
electricity. Accurately predicting and reducing these losses may improve the fea-
sibility of wind farm installations. A way of reducing and assessing these losses
is to find the best possible way of positioning the turbines in the wind farm.
c© Springer International Publishing AG, part of Springer Nature 2018

M. Ben Ahmed and A. A. Boudhir (Eds.): SCAMS 2017, LNNS 37, pp. 1015–1027, 2018.
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We call this problem the Turbine Positioning Problem (TPP). It considers the
impact of turbines on the others and takes into account the terrain and wind
conditions in the region. The existing works that have tackled this problem are
limited. In addition, most of these works have been carried out by the wind
engineering and wind energy communities, whereas the effort has been done
by the optimization community. Existing algorithms include only genetic algo-
rithms and simulated annealing. There is, therefore, potential for improvement
by using other optimization techniques, such as mixed-integer programming,
dynamic programming, and stochastic programming. As it will be clear what
follows, the main reasons why this problem has been largely disregarded by the
operations research community are its nonlinearity and the difficulty in obtain-
ing data about the problem instances. Few articles have been published to date
that apply mathematical optimization to the problem of positioning turbines
inside a wind farm. Mosetti et al. [1] first approached the problem proposing
a position optimization scheme based on genetic algorithms. Grady et al. [2]
expanded this approach predicting optimal wind farm configurations for simple
cases. Ozturk and Norman [3] used a greedy heuristic method which consists
in trying different operations recursively (add, remove and move a turbine) in
order to maximize the profit. It is only very recently that Park and Law [4] have
optimized the layout of a wind farm with 80 turbines using sequential convex
programming. In [4], the author’s main focus was on demonstrating the usability
of a novel continuous wake model that the authors proposed based on Jensen’s
model [5], and which the authors calibrated with CFD simulation data. Although
the authors solved a continuous variable WFLO problem using a mathematical
programming method, the numerical experiments were not sufficient to fully
document the effectiveness of the proposed optimization approach. In particu-
lar, the authors considered only one wind regime, a fixed number of turbines, and
a single starting point for the optimization, focusing instead on characterizing
the influence of the wake decay constant on the attainable wind farm efficiency,
and the wind direction was not fully discussed in their optimization models.
This paper extends the followed procedure in [4] by using a New Constructive
Approach (NCA) to maximize the wind farm power function and optimize the
wind farm performance.

2 Problem Formulation and Methodology

Firstly, a comprehensive model is set up. Both the wake effect impact from all
upstream wind turbines as well as the impact of the wind speed variation on
wake effect itself is included in this model. Then the energy yields calculation
model is described in Sect. 2. The wind speed U (at a given location, height, and
direction) follows a Weibull distribution

pu(u, k, c) =
k

c
(
u

c
)k−1e(− u

c )k

(1)
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where:

– k (non-dimensional) is a parameter related to the shape of the function: high
values are related to distribution concentrated around a given value; low
values are related to a distribution very spread in the different values.

– c(m/s) is the scale parameter that fixes the position of the curve, with higher
values for the sites with strong wind and lower values for still sites.

Statistical characteristics of Dakhla site according to the Weibull c and k
parameters, identified according to the least square (LS) and the standard devi-
ation (SD) method. The annual mean speed Vm for the site is also shown, com-
puted according to the data, to the Weibull as identified by SD method (WSD),
and according to the data as available in the WEB (Table 1).

Table 1. Weibull distribution parameters and mean wind speed [11].

Parameters Dakhla

k(LS) 1.86

c(LS) (m/s) 9.40

K(SD) 2.1

c(SD) (m/s) 9.45

Vm (m/s)(data) 8,4

Vm (m/s) (WSD) 8,36

Vm (m/s) (WSD) 8,36

The k and c parameters must be identified for each given location, and pu(.) is
the probability density function. Note that Assumption 4 may not hold for short-
time horizons; however, a great number of sites have shown Weibull distribution
of the wind speed [8].

Assumption. At a given height, wind speed (a parameter of the Weibull dis-
tribution function) v is a continuous function of the wind direction θ, i.e.,
k = k(θ), c = c(θ), 0◦ ≤ θ < 360◦. In other words, wind speeds at different
locations with the same direction share the same Weibull distribution across a
wind farm. The parameter θ is also assumed to have a continuous probability
distribution pθ(θ).

In a relatively flat terrain, Assumption 5 is a reasonable one. Moreover, if
the wind farm does not cover a wide range of terrain, the wind speeds at a fixed
direction should share a similar distribution. Future research could consider the
wind speed distributions changing with directions and locations. Wind direction
is an important parameter in this paper. Figure 1 illustrates wind direction for
a wind farm, where North is defined as 90◦ and East is defined as 0◦. Though
wind turbines may follow different layout patterns, here it is assumed that all
turbines are placed within a circular boundary of a wind farm.
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Fig. 1. Wind-direction classification in term of states[10].

The Wind direction is a type of directional data. It has unique characteris-
tics that are different from those of linear data. As mentioned above, let θ
be a random variable that measures the directional data and takes on values
in the range from 0◦ to 360◦. An analysis of θ depends on the selection of
a starting point as the “zero-direction” and the direction of rotation, either
clockwise or counterclockwise. The “beginning” of the directional data always
coincides with the “end”, i.e., 0◦ = 360◦, and the measurement is also peri-
odic, with θ being the same as θ + p × 2Π for any integer p [9]. In fact, wind
direction data can be classified into several intervals based on the natural geo-
graphical directions-namely, North (N), North-North- East (NNE), North-East
(NE), East-North-East (ENE), East (E), East- South-East (ESE), South-East
(SE), South-South-East (SSE), South (S), South-South-West (SSW), South-
West (SW), West-South-West (WSW), West (W), West-North-West (WNW),
North-West (NW) and North-North-West (NNW)-as shown in Fig. 2. All of
these geographical directions are very useful, particularly for technologies involv-
ing compass measurements. This study tries to define the states of the Markov
chain based on the geographical directions before a detailed analysis is made.
However, only a main geographical direction will be defined as a state: namely,
North (337.5◦ < θ < 22.5◦), North-East (22.5◦ < θ < 67.5◦), East (67.5◦ <
θ < 112.5◦), South-East (112.5◦ < θ < 157.5◦), South (157.5◦ < θ < 202.5◦),
South-West (202.5◦ < θ < 247.5◦), West (247.5◦ < θ < 292.5◦) and North-West
(292.5◦ < θ < 337.5◦). In total, eight states of the state space of the processus
are determined, which can be written as S = {E,N,NE,NW,S, SE, SW,W}.

The behaviors of the wind direction can be classified as a stochastic process
θ = {θt, t = 0, 1, 2, · · · , T}, where θt denotes the directional state of the wind
blowing at time t. The random variable θt takes on values in the state space
S, where S = {E,N,NE,NW,S, SE, SW,W}; equivalently, the state space can
also be indexed in such a way, S = {1, 2, 3, 4, 5, 6, 7, 8} that it indicates a total
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Fig. 2. The swept area of the turbine

of eight state spaces for wind direction. For example, if the process is in state
NE at time t, then θt = NE or equivalently θt = 3.

2.1 Power Function of a Wind Turbine

A German physicist Albert Betz concluded in 1919 that no wind turbine can
convert more than 16/27 of the kinetic energy of the wind into mechanical energy
turning a rotor. To this day, this is known as the Betz Limit or Betz’ Law. The
function of induction factor is defined as:

2α(1 − α)2 (2)

The theoretical maximum power efficiency of any design of wind turbine is
0.59 (i.e. no more than per cent of the energy carried by the wind can be extracted
by a wind turbine). This is called the “power coefficient” and is defined as: Also,
wind turbines cannot operate at this maximum limit. The value is unique to each
turbine type and is a function of the wind speed that the turbine is operating
in. Once we incorporate various engineering requirements of a wind turbine -
strength and durability in particular - the real world limit is well below the Betz
Limit with values of 35–45 common even in the best-designed wind turbines.
By the time we take into account the other factors in a complete wind turbine
system - e.g. the gearbox, bearings, generator and so on - only 10–30 of the
power of the wind is ever actually converted into usable electricity. Hence, the
extractable power from the wind is given [4] by:

Pavail =

⎧
⎨

⎩

0; U ≤ Uin
1
2AU3C∗

p ; Uin ≤ U < Uout
1
2AU3

outC
∗
p ; U ≥ Uout

The values for the cut in wind speed Uin and the cut out wind speed Uout

are 3m/s and 12m/s, respectively. When U ≥ Uout;Cp is adjusted to keep the
clipped wind turbine power 1

2AU3
outC

∗
p , generally referred as the rated power.
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2.2 Jensen’s Wake Model

The Jensen wake model is used to generate wake speed of downstream wind
turbines. This model was first developed by N.O. Jensen in 1983 which is a
simple analytical model with a short calculation time. This paper adopts the
Jensen model for its simplicity. However, any wake model could be used with
our new approach proposed in this paper. The wake model is, thus, derived by
conserving the momentum downstream of the wind turbine. The velocity in the
wake is given as a function of downstream distance from the turbine hub and it
is assumed that the wake expands linearly downstream. If the near field behind
a wind turbine is neglected, the resulting wake behind the wind generator can
be treated as a turbulent wake. This model is based on the assumption that the
wake is a turbulent and the contribution of tip vortices is neglected. Thus, this
means that this wake model is strictly applicable only in the far wake region.
Based on the findings from his study, Jensen 1983 recommends the Jensen’s
model to be used for the energy predictions in offshore wind farms, as it gives a
good trade-off between prediction errors.

To get the relationship of downstream velocity, Eq. (1) can be solved with
respect to velocity. The resulting equation gives the downstream velocity as a
function of upstream wind velocity. According to Betz theory the value of U0 in
terms of U will be given as in the following equation:

U = (1 − 2a)U0 (3)

where a is the axial flow induction coefficient or induction factor, it is assumed
that the wake downstream expands linearly. Thus, the path traced by the wind
downstream follows the conical shape of disturbance. The radius of the cone can
be estimated by using the following equation:

RW = d
(1 + 2αX)

2
(4)

Given that D is wind turbine diameter and Rw is radius of expanding wake. The
determination of α is sensitive to factors including ambient turbulence, turbine
induced turbulence and atmospheric stability. This can be calculated by using
an analytical expression, as below Eq. (4):

α =
0, 5

ln( z
z0

)
(5)

The realistic model of the velocity profile inside the wake region, a modulation
term is recommended by Jensen [5], where a Gaussian profile for the velocity
deficit is used as an alternative to the uniform profile. The modulation term is
defined mathematically as:

f(θ) =

{ 1 + cos(9θ′)
2

; θ′ ≤ π
9

0; θ′ > π
9 ,
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Fig. 3. Wind turbine wake model.

where θ′ is the angular (polar) location of where the velocity is calculated with
respect to the central axis of the wake. Given the wind directionθt and the
locations of two wind turbines i and j, denoted as li(xi; yi) and lj(xj ; yj) as
shown in Fig. 4, the downstream wake inter distance dij and the radial wake
inter distance rij between the hubs of wind turbines i and j can be determined,
respectively, as

dij =
√

(xi − xj)2 + (yi − yj)2 cos(θ′) (6)

rij =
√

(xi − xj)2 + (yi − yj)2 sin(θ′) (7)

where θ′ = |θij − θt| and θij = tan−1 |yj−yi|
|xj−xi| are the angle between the two wind

turbines i and j.
With this modification, the wind velocity is a function of x and y coordinates,

as below:
Uk(x, y) = U0[1 − 2

3
f(θ′)(

d

d + 2αX
)2] (8)

When a wind turbine faces multiple wake effect from upstream wind turbines,
the resulting velocity Ui can be calculated by equating the sum of the kinetic
energy deficits of each wake to the kinetic energy deficit of the mixed wake at
that point.

U = U0[1 −
√
√
√
√

n∑

k=1

(1 − Uk

U0
)2] (9)

2.3 Wind Farm Layout Optimization Using Jensen’s Wake Model

The wind farm optimization can be executed by applying specific objective func-
tion. The most extensive method is by maximizing the total power of the wind
farm that is produced. The power produced is contingent up the total number
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Fig. 4.

of wind turbines on a farm and their positions with respect to one another in
order to reduce the wake effect. Wind farm layout optimization is referred as
the optimization task that chooses the optimal turbine positions. Optimization
does not necessarily mean finding the optimum solution to a problem since it
may be unfeasible due to the characteristics of the problem, which in many cases
are classed NP-hard problem [7]. The first step is to define the space of feasible
solutions: In the case of a Wind Farm, these feasible solutions will be all the
possible layouts. That is, in all the possible combinations of wind turbines, no
two turbines are closer than a certain minimum distance. If li = (xi, yi) is the
position of turbine i and lj = (xj , yj) the position of turbine j, we can express
this constraint as: √

(xi − xj)2 + (yi − yj)2 ≥ 5D

Given 5D is the minimum turbine distance (normally expressed in terms of
the rotor diameter D), the nonlinear proximity constraint can be defined as:

h(x, y) = 5D −
√

(xi − xj)2 + (yi − yj)2 ≤ 0 (10)

The configuration suggested by Mosetti and others, 1994, was selected for
simulation and comparison of results, where the speed and the direction of wind
are constants. Table 2 gives the values of the used parameters of entry.

And a constant thrust coefficient CT = 0.88. The total power of NT turbines
is expressed as:

PT =
NT
∑

k=1

(0, 3U3
k ) (11)
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Table 2. Input parameters used by Mosseti et al.

Input parameters Value

Roughness 0.3

Wind velocity in free flow 12 m/s

Hub height (Z) 60 m

Rotor diameter (D) 40 m

Wind farm dimension 2000 m × 2000 m

CT 0.88

The objectify function f(x, y) is the expected wind farm power:

f(x, y) = E[P (U)] =
T∑

t=1

NU∑

j=1

NT∑

k=1

(0, 3U3)Pr(Uj , θt) (12)

Where NT is the number of wind turbines in a wind farm. The expecta-
tion is expressed in terms of the joint probability distribution Pr(U, θt) of the
wind speed U and the wind direction θt. Here, the expected wind farm power is
approximated as the sum of the power produced by the wind turbines weighted
by the joint probability Pr(Uj , θt) = P (θi)P (Ut|θt) for the discrete wind speed
Uj and wind direction θt. Note that T and NU are the numbers of bins for the
discretization of wind direction θ and wind direction U , respectively.
The optimization problem is defined for each position l = (x, y) as:

max
l∈Ω

f(x, y)

Subject to: h(x, y)l∈Ω ≤ 0;
with Ω = {x|xi ≤ xi ≤ xi, i = 1, · · · , NT }
Where the objective function f0 : R

2 −→ R is supposed to be twice differen-
tiable continuous at x for all x ∈ R

2, and the hj(x) are M inequality constraint
functions. xi and xi respectively indicate lower and upper bounds of continuous
real variable xi that usually reflect the numerical considerations.

2.4 A New Constructive Approach (NCA)

In this paper, we develop a new approach to find the optimal location of the
turbines within the wind farm so that the wake effects are minimized and there-
fore the expected power production is maximized. The Step zero of our approach
consist to fixed an initial block of turbines, in step 1, the positions of the turbines
of block 1 are the algorithm determinate using our algorithm, so that no turbines
of Block 1 is to influence by the turbines of the preceding block, therefore all the
turbines of block 1 will be out of fields wake to generate by the turbines of the
preceding block, and for this reason it is necessary that the distance between
each two turbines of the initial block and the following block are higher than 5D,
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and the angle θ′ is higher than π/9, the angle θ′ and the distance are defined as
follows: where θ′ = |θij − θt| and θij = tan−1 |yj−yi|

|xj−xi| are the angle between the

two wind turbines i and j, and Xij =
√

(xi − xj)2 + (yi − yj)2.
We proceeded in the same manner to determine the blocks until determining

the positions of the last block (Table 3).

Table 3. Optimal locations of 26 turbines.

Coordinate X Coordinate Y Velocity Ud (m/s) Power Pk (KW)

99 149 12 518.4

101 341 12 518.4

101 543 12 518.4

96 945 12 518.4

201 859 12 518.4

240 643 12 518.4

237 445 12 518.4

237 246 12 518.4

223 1063 12 518.4

243 34 12 518.4

362 351 12 518.4

370 550 12 518.4

362 750 10,9249 391,18

374 143 12 518.4

355 969 12 518.4

593 22 12 518.4

514 248 11,6913 479,41

504 456 12 518.4

509 653 11,8304 496,73

520 861 12 518.4

525 1082 12 518.4

681 979 12 518.4

669 761 12 518.4

645 559 12 518.4

659 354 11,99 517,74

731 128 11,5041 456,76

2.5 Results and Discussion

In a way to verify the NCA performance, some simulations were done and the
results were compared with other author’s works [1,2,10]. These works were
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Fig. 5. Steps of constructive approach.
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Fig. 6. Optimal locations of 26 and 30 turbines.

chosen because they use the same parameters used by Mosetti et al. model as
well as Jensen’s wake model [5] and probabilistic algorithms as optimization tool,
guaranteeing control and reliability of results (Table 4).

Table 4. Results for comparison with previous studies.

Mosetti et al. [1] Grady et al. [2] Marmidis et al. [10]

Number of turbines: 26 Number of turbines: 30 Number of turbines: 32

Total power [kW]: 12921 Total power [kW]: 14764 Total power [kW]: 13467

Efficiency: 95, 5 Efficiency: 94, 6 Efficiency: 80, 9

WindFarmer PCOA PCOA

Number of turbines: 26 Number of turbines: 30 Number of turbines: 32

Total power [kW]: 13127 Total power [kW]: 14790 Total power [kW]: 15574

Efficiency: 97 Efficiency: 94.8 Efficiency: 93.6

NCA NCA NCA

Number of turbines: 26 Number of turbines: 30 Number of turbines: 32

Total power [kW]: 13228 Total power [kW]: 15285 Total power [kW]: 16330

Efficiency: 98 Efficiency: 98 Efficiency: 98.4

From the results presented in the previous table, some remarks can be made.
The first is the quality of our methodology, as our results are close by contribu-
tion to the other works. In addition, the effectiveness of the algorithm developed
in this work. This has been verified because of the proximity Results compared to
the work of Mosetti et al. [1] and Grady et al. [2], do Couto et al. [11] considering
that both of them used Genetic algorithm for optimization. Finally, comparing
the results of the NCA with Those obtained by Marmidis et al. [10], There is a
significant increase in the efficiency and production of the wind farm. This differ-
ence is related to the optimization method used because Marmidis et al. Which
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uses the Monte method Carlo and our method which uses a constructive app-
roach block by block, proved more efficient. Moreover, in our configuration we
occupied that 50 percent of the ground of park whose surface is 2000m×2000m.

3 Conclusion

This paper focuses on the existing literature on the wake effect modeling, a New
Constructive Approach (NCA) for optimizing in onshore wind farm layout was
presented. The optimization model considered wind farm radius and turbine dis-
tance constraints. However, other constraints can be easily incorporated in this
model. The model maximizes the energy production by placing wind turbines in
such a way that the wake loss is minimized.

The optimal solution maximized energy production while satisfying all con-
straints, the algorithm finds not the global optimum but one of local optimums.
Therefore, it is important to ensure that a local optimum value is close to the
global maximum (although it is unknown). For the NCA method, the optimal
solution obtained depends on the initial Block.
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Abstract. We present a new result of Pettis integrable multivalued mar-
tingale. A result presented in this paper is a new version of uniformly
integrable martingale in Pettis integration. A classical theorem of vec-
tor uniformly integrable martingale in Bochner integration is stated by
Egghe [11]. A multivalued version of this result is proved by Hiai and
Umegaki in [20].
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1 Introduction

The notion of multivalued martingales extends those of real and vector martin-
gale; in fact the values of multivalued martingale are closed and convex sub-
sets of a separable Banach space E. The theory of Pettis integration in infinite
dimensional space is more general concept than Bochner integrability one. The
multivalued Pettis integrability theory has been massively developed by Cas-
taing and Valadier [4], Musial [22–25], Egghe [11,12], Hiai and Umegagi [20] and
others. This theory has recently attracted the attention of several authors, for
example Akhiat et al. [1], Ezzaki and El Harami [17], Musial [22], El Amri [13],
Godet-Thobie and Satco [19], Hiai and Umegaki [20] and others. Our paper is
organized as follows: In the second section we present some Properties of Pettis
integrable function and some related definitions. In the third section we prove
that every uniformly Pettis integrable multivalued martingale is a Pettis reg-
ular martingale. Some Properties of Pettis integrable multifunctions are also
presented.

2 Notations and Definitions

Let (Ω,A, P ) be a probability space and B a sub σ-algebra of A, let X a random
variable defined on Ω with values in a separable Banach space E. If a conditional
expectation of X exists we denote it by EBX.
c© Springer International Publishing AG, part of Springer Nature 2018
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Definition 1. Let (An)n≥1 be an increasing sequence of A such that σ(∪nAn) =
A. A sequence (Xn)n≥1 of random variables with values in E is said to be adapted
sequence to (An)n≥1 if Xn is An-measurable for all n ≥ 1.

Definition 2. An adapted sequence (Xn,An)n≥1 is a martingale if for all n ≥ 1,
Xn = EAnXn+1 a.s.

Definition 3. An adapted sequence (Xn,An)n≥1 is a regular martingale if there
exists a random variable X such that Xn = EAnX a.s. ∀n ≥ 1.

Definition 4. A function X : Ω → E is said to be Pettis integrable if:

(1) X is scalarly measurable; for each x∗ ∈ E∗, the real function < x∗,X(.) >
is measurable,

(2) X is scalarly integrable; for all x∗ ∈ E∗, < x∗,X(.) >∈ L1,
(3) for each A ∈ A, there exists XA ∈ E such that < x∗,XA > =

∫
A

< x∗,X >
dP , for every x∗ ∈ E∗. We denote XA by

∫
A

XdP and we call it the Pettis
integral of X on A.

– A multifunction X : Ω → cwk(E) is A-measurable if for every open set
U ∈ E, the set

X−U = {ω ∈ Ω : X(ω) ∩ U �= ∅}
is in A (see, [4]).

A sequence (Xn)n≥1 of measurable multifunctions with values in a set of
closed and convex subset of E (cc(E)) is said to be adapted to (An) if, for any
n ≥ 1, Xn is An-measurable.

– Measurable multifunctions are also called random set. Let X be a random set
Ω → cwk(E). A measurable function f : Ω → E is said to be selector of X
if f(ω) ∈ X(ω) a.s. The support function of X denoted by δ∗(.,X) and for
every X ∈ cwk(E) defined on E∗ by

δ∗(x∗,X) = sup{< x∗, x > : x ∈ X}, for each x∗ ∈ E∗

– A multifunction A-measurable X : Ω → cwk(E) is scalary integrable if
δ∗(x∗,X(.)) is integrable for every x∗ ∈ E∗.

– A measurable multifunction X is said to be integrable if it admits one Bochner
integrable selection.

– A multifunction X is integrable if the distance function d(0,X(.)) is inte-
grable.
On the other hand X said to be integrably bounded (or strongly integrable)
if the function h(X) ∈ L1, where h(X)(ω) = supx∈X(ω) ‖x‖E . A scalarely
integrable random set X : Ω → cwk(E) is Pettis integrable if for all A ∈ A
there exists CA ∈ cwk(E) such that

∫

A

δ∗(x∗,X)dP = δ∗(x∗, CA), for every x∗ ∈ E∗.
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A multivalued Pettis sequence (Xn)n≥1 is said to be Pettis uniformly integrable if
the set {δ∗(x∗,Xn), n ≥ 1, x∗ ∈ B∗} is uniformly integrable in L1. We denote by:

– P 1
E(A) the space of all A-measurable and Pettis-integrable E-valued functions

defined on (Ω,A, P ).
– P 1

cwk(E)(A) (resp. P 1
cc(E)(A)) the set of all Pettis-integrable cwk(E)-valued

(resp. cc(E)-valued) multifunctions.
– SPe

X (A) the set of all A-measurable and Pettis-integrable selections of X.
– The multivalued Aumann-Pettis integral

∫
Ω

XdP of cwk(E)-valued Pettis-
integrable multifunction X is defined by

∫

Ω

XdP = {
∫

Ω

fdP : f ∈ SPe
X (A)}

where
∫

Ω
fdP denote the Pettis integral of the Pettis selector mapping f : Ω →

E, of X. A random set X is Pettis Aumann-integrable if SPe
X �= ∅ then

∫
Ω

XdP �=
∅ too. Given a measurable multifunction X : Ω → cwk(E), we denote by S1

X(A),
or simply by S1

X , the subset of L1
X(A) defined by

S1
X(A) = {f ∈ L1

X(A) : f(ω) ∈ X(ω) a.s.}

and we denote by SPe
X (A), the subset of P 1

X(A) defined by

SPe
X (A) = {f ∈ P 1

X(A) : f(ω) ∈ X(ω) a.s.}

A sequence (Xn)n≥1 in P 1
cwk(E)(A) is adapted if for each n ≥ 0, Xn ∈

P 1
cwk(E)(An). Given a sub-σ-algebra An of A. The conditional expectation with

respect to An of cwk(E) valued Pettis integrable multifunction X denoted by
EAnX is the unique An-measurable function such that, ∀A ∈ An

∫

A

EAnXdP =
∫

A

XdP, ∀A ∈ B.

See Akhiat et al. [1].
A cwk(E) -valued sequence (Xn)n≥1 Mosco-converges to a Weakly convex

compact set X∞ if
X∞ = s − liXn = w − lsXn,

where
s − liXn = {x ∈ E : ‖xn − x‖ →n→∞ 0; xn ∈ Xn}

and
w − lsXn = {x ∈ E : x = w − lim

j→∞
xj ; xj ∈ Xnj

}

and s (resp. w) is the strong (resp. weak) topology in E.
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3 Uniformly Pettis Integrable Multivalued Martingale

In this section we present a new version of uniformly integrable martingale in
Pettis integration.

Theorem 1. [1] Assume that E∗ is a separable Banach space.
Let B be a sub σ-algebra of A and let X be a cwk(E)-valued Pettis-integrable
multifunction such that s EB|X| < ∞. Then there exists a unique B -measurable,
cwk(E)-Pettis-integrable multifunction, denoted by EBX, which enjoys the fol-
lowing property: For every h ∈ L∞(B), one has

∫

Ω

hEBXdP =
∫

Ω

hXdP.

Where
∫

Ω
hEBXdP and

∫
Ω

hXdP denote the cwk(E)-valued Aumann Pettis
integral of hEBX and hX respectively.

Lemma 1. Assume that E∗ is separable. Let X be a cwk(E)-valued Pettis-
integrable multifunction such that

EAn |X| < ∞

for each n ≥ 1.
Then we have

M − lim
n→∞ EAnX = X a.s.

Theorem 2. [13] Assume that E is separable. Let X : Ω → cwk(E) be a
scalarely integrable multifunction. Then the following properties are equivalent:

(i) X is Pettis integrable,
(ii) {δ∗(x∗,X(.)), x∗ ∈ B∗} is uniformly integrable,

(iii) {< x∗, f(.) >, x∗ ∈ B∗, f ∈ S1
X} is uniformly integrable,

(iv) every measurable selection of X is Pettis integrable,
(v) ∀A ∈ A,

∫
A

XdP ∈ cwk(E).

Theorem 3. [25] Let X : Ω → cwk(E) be scalarly integrable and let {Xn : Ω →
cwk(E) : n ≥ 0} be a sequence of multifunctions Pettis integrable in cwk(E)
and satisfying the following two conditions:

(i) the set {δ∗(x∗,Xn(.)) : ‖x∗‖ ≤ 1, n ≥ 0} is uniformly integrable;
(ii) limn δ∗(x∗,Xn) = δ∗(x∗,X), a.s. ∀ x∗ ∈ E∗.

Then X is Pettis integrable in cwk(E) and,

lim
n

δ∗(x∗,
∫

A

XndP ) = δ∗(x∗,
∫

A

XdP )

for every x∗ ∈ E∗ and A ∈ A.
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Theorem 4. [1] Assume that E∗ is separable. Let B be a sub-σ -algebra of A
and let X be a cwk(E)-valued Pettis-integrable multifunction such that EAn |X| ∈
[0,∞[. Then there exists a unique B-measurable, cwk(E)- valued Pettis integrable
multifunction, denoted by Pe − EBX, which enjoys the following property: For
every h ∈ L∞(B), one has

Pe

∫

Ω

hPe − EBXdP = Pe −
∫

Ω

hXdP,

where
Pe −

∫

Ω

hPe − EBXdP

and
Pe −

∫

Ω

hXdP

denote the cwk(E)-valued Aumann Pettis integral of hPe−EBX and hX respec-
tively

Lemma 2. Let (Cn)n≥1 be a Pettis random sets with values in cwk(E) satisfy-
ing the following conditions:

(i) there exists L Pettis integrable random set such that Cn ⊂ L ∀n ≥ 1 and
0 ∈ L,

(ii) ∀x∗ ∈ D∗ limn δ∗(x∗, Cn(ω)) exists for all ω ∈ Ω.

Then there exists a Pettis integrable random set C such that

lim
n

δ∗(x∗, Cn(ω)) = δ∗(x∗, C(ω)), a.s. ∀ x∗ ∈ E∗

Theorem 5. Let E be a separable Banach space with strongly separable dual E∗.
Let (Xn,An) be a Pettis integrable martingale with values in cwk(E), satisfying
the following conditions:

(i) There is a Pettis integrable multifunction

K : Ω → cwk(E)

such that Xn(ω) ⊂ K(ω) for all n ≥ 0 and for all ω ∈ Ω and 0 ∈ K(ω)
∀ω ∈ Ω.

(ii) ∀n ≥ 1, EAn |K| < ∞.

Then there exists a Pettis integrable and measurable multifunction X with values
in cwk(E) such that Xn = EAnX a.s ∀n ≥ 1.
and

M − lim
n

Xn = X a.s
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Abstract. The approach presented in this paper is a contribution to research on
the optimization of actuarial calculation processes.

The social insurance companies are required by law to integrate technical
provisions into their liabilities and to take them into consideration, insofar as
they can guarantee future commitments vis-a-vis their members and/or sub-
scribers. The calculation of its provisions is a major issue for hedge funds.

This work has the following objectives: to evaluate the costs and to properly
manage the technical provisions taking into account the rates of regulations, the
future constraints, and their random nature.

Keywords: Risk management � Actuarial calculations � Solvency
Technical provisions � Deterministic methods � Stochastic methods

1 Introduction

Social hedge funds are subject to very long-term risks from one year to the next in
terms of their financial obligations such as real income growth, structural changes in the
economy, disability, medical cover… [1].

To analyze the financial impact of these risks, actuaries use techniques in mathe-
matics, economics and statistics to model future events. Usually, their work involves
the quantification of amounts that represents a sum of money or future financial liability
on a given date.

The problem of better adapting the funds required of insurance and reinsurance
companies with the risks that they incur in their business is the objective of the
European regulatory reform of the world of insurance Solvency II.

The calculation of technical provisions is one of the pillars to guarantee a solvency
margin and to ensure the sustainability of the insurance system [2]. Technical provi-
sions are generally defined by two types:

1. Mathematical reserves representing the present value of the insurer’s future benefits
for events occurring prior to the date of the inventory [3].

2. Allowances for claims payable (ACP), which represent the estimated.
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2 Methods of Calculation

In the insurance industry, there are several methods for calculating technical provisions
that can be grouped into two categories:

a. Deterministic methods,
b. Stochastic methods.

The deterministic methods (Chain Ladder, London Chain, Least Squares of
De VYFLDER, etc.) showed good results on the calculation.
On the other hand, they have limits since:

i. They are based on the last amount of charge, which may distort the amount of the
technical provision calculated,

ii. they work only for regular and stable triangles,
iii. they do not take into account non-constant inflation.

Hence the use of a stochastic approach that can respond to the need to quantify the
uncertainty presented in the results obtained via deterministic methods. Uncertainty
analysis meets the requirements of Solvency II with the determination of Risk Margin.
This margin therefore rests on the construction of confidence intervals around the hope
of predicted recovery.

Stochastic models are used to determine the degree of uncertainty in the reserve,
which can be crucial information for the company’s financial strategies. The stochastic
approach assumes that the data used (Amount, rate) can be considered as random
variables. We present in this section some stochastic methods of calculation in pro-
visioning, on the other hand we will present the results obtained by the application of a
chosen method [4].

2.1 Model of Mack (Thomas Mack)

Thomas MACK proposed a parametric method which corresponds to the stochastic
version of the deterministic method of CHAIN LADDER. It provides an estimate of the
mean and the standard deviation for the estimator R of the variable R which represents
the technical provision to be constituted. This allows us to model it using a normal or
log-normal law.
The deterministic model of CHAIN LADDER:

Ci;jþ 1 ¼ kj � Ci;j for i 2 f1; . . .; ng; j 2 f1; . . .; n � 1g

becomes stochastic:

E½Ci;jþ 1� ¼ kj � E½Ci;j� for i 2 f1; . . .; ng; j 2 f1; . . .; n � 1g

For each year of occurrence, a factor is used to quantify the increase in claims from
year k to year k + 1.

Mack’s model is based on the same assumptions as the CHAIN LADDER
method, namely the independence of years of occurrence and regularity of payments.
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Generally, short-term risks (health) are modeled by a normal law and long risks by a
log-normal law.

2.2 Generalized Linear Models

The generalized linear model was originally developed in 1972 by Nelder and Wed-
deburn. It was widely repeated subsequently by Mc Cullagh and Nelder in 1983,
Aithkin and Al in 1990 and Lindset in 1989.

The generalized linear model is an extension of the Gaussian linear model because
it allows to consider a law of probability other than the Gaussian law and a function of
link other the identity. Linear models are characterized by three components:

• Random component: non-cumulative overlap amounts allow an exponential struc-
ture issue.

• Systematic component: deterministic component of the model.
• Function of the link: there exists a functional relation between the random com-

ponents and the systematic component.

2.3 Model of Bootstrap

The BOOTSTRAP method was introduced by Efron in 1979 to estimate the bias and
variability of an estimator in a non-parametric context. The principle consists in sim-
ulating a large number of samples of size N, by randomly drawing N observations from
an initial sample of N independent and identically distributed random variables.

We can say that the Bootstrap technique is a particular method of resampling. It
replaces the theoretical inferences of statistical analysis by repeating the resampling of
the initial data and making statistical inference on these bootstrap samples.
The application of BOOTSTRAP is based on two assumptions:

i. The independence of the observations (hence the draw with delivery)
ii. The uniqueness of the distribution law of each element that composes the initial

sample.

Although the first approach is more robust than the Residual Bootstrap, only the
latter can be implemented in terms of provisioning.

3 Results (Practical Case)

3.1 Application Domain

Health insurance is a branch of social security that aims to provide access to care for all
members, it allows several people to share risks.

In health insurance or health insurance, we can talk about two groups of risks:
Major risks: This category includes heavy and serious illnesses that involve significant
expenses such as hospitalization, surgery and other specialized procedures. The like-
lihood of occurrence of these events is low, on the other hand, the financial effort
required is greater for families both for provident organizations.
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Small risks: They concern the mildest cases which require less expenditure but, on the
contrary, the frequency is higher. It is ambulatory care.

The management of large risks by the provident bodies is done by issuing the
assumption of all or part of the health expenses of its beneficiaries according to a list of
precisely defined benefits. The main source of expenditure for the insurance system is
the cost of care.

In this section, we will try to calculate the technical provisions applied to the field
of health insurance in Morocco, and Thomas Mack’s method was chosen as the method
of calculation.

3.2 Application

The hypotheses of Mack’s model are:

E½Ci;k þ 1jCi;j; . . .; Ci;k� ¼ E½Ci;k þ 1jCi;k� ¼ fkCi;k:

Years of occurrence are independent

VarðCi;k þ 1jCi;j; . . .; Ci;kÞ ¼ r2
kCi;k

The loss ratio is represented by the triangles of the regulations

Assumptions Verification:

– 1st hypothesis: The correlation on the ranks is tested.
– 2nd hypothesis: To verify independence between years of occurrence, one must test

the existence of a diagonal effect.
– 3rd hypothesis: We will study the graph C(i,k+1) as a function of C(i,k) to validate the

existence of a linear relation.

In addition, it must study the graph of residuals ri, k as a function of Ci, k to check
their randomness.
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ri;k ¼ Ci;k þ 1 � kkCi;kffiffiffiffiffiffiffi
Ci;k

p
Consider the following non-cumulative settlement triangle:

The Process variance reflects the randomness of the realization of a variable fol-
lowing a certain stochastic model

by the application of the model, we have
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For the covariance matrix:

Finally, we will have the following results:

Mack’s method therefore gives us a total amount of the technical provision of
11559343,05 DHS.

The deterministic method of CHAIN LADDER, based on the use of “link ratios”
which are the coefficients of passage between the different years of development, gave
us a provision of 5408971,13 DHS.

The Mack model yields standard deviations from estimates on reserves. And
mainly it is based on a reduced number of hypotheses that its application requires.

In our case and by the application of the Mack model, the log-normal law was used
in order to avoid negative provisions.

Mack’s method has an advantage in the calculation of the provision, which can be
felt in the case where the health insurance body expects to expand benefits in the
benefit mode of care.
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4 Conclusion

This work deals with the problem of optimizing actuarial processes through the cal-
culation of technical provisions. We presented the results of the application of Mack’s
stochastic method applied to the field of health insurance. This method has shown good
results on the calculation of the provision since it integrates the variance in the cal-
culation and gives a risk representation in addition to the confidence intervals.
On the other hand, it has limits since:

• The first hypothesis is no longer verified in the case of a change in claims
management,

E½Ci;k þ 1jCi;j; . . .; Ci;k� ¼ E½Ci;k þ 1jCi;k� ¼ fkCi;k

• It does not take into account non-constant inflation,
• It works only for regular and stable triangles,
• For the recent years of the triangle, it creates considerable uncertainty.

Indeed, with regard to the results obtained and taking into account the evolutions
and the constraints which the health insurance bodies undergo, one is obliged to pass to
the other models of calculation.
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